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Abstract

With scale down in technology, size and complexity of integrated circuits increase. The

scan method is the most popular technique of testing sequential circuits today. In this

method, flip-flops functionally form one or more shift registers in the test mode. Faults

in the combinational logic can be tested by shifting test patterns in and out of the shift

register. Larger circuits these days consist of many flip-flops and the scan design has large

shift registers, which require many clock cycles for loading and unloading. An ATE is

used to test these scan circuits for faults after fabrication. The testing cost of using an

ATE increases directly with the time spent in testing the chip and adds to the final cost

of the chip. In general, power constraints do not allow speeding up of the clock during

test. For the complex integrated circuits today, long test times are a concern. A recently

proposed methodology [37] reduces the test time on ATE using an aperiodic clock with many

different frequencies. In practice, the ATE generates only a limited number of frequencies

and determining an optimum set of frequencies is a discrete optimization problem. This work

discusses an algorithm to obtain the optimum set of frequencies for test time reduction. The

algorithm is implemented by simulating ISCAS ’89 benchmark circuits and verified on the

Advantest T2000GS ATE located at Auburn University, Alabama. It is observed that by

using just four optimum frequencies, that the tester allows, test time reductions of up to

52% can be obtained in some benchmark circuits.
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Chapter 1

Introduction

The VLSI manufacturing process goes through a series of steps and once fabricated, the

devices have to be tested. An ATE is used to apply test patterns to an integrated circuit,

and analyze the responses from the integrated circuit, and decide if the chip is either good

or bad. The ATE is expensive and testing cost of an ATE increases with the time spent in

testing the integrated circuit and it adds a significant fraction to the final cost of the chip.

Tests cannot always be applied at a faster rate, not even as fast as the functional clock of

the integrated circuit allows, because the power dissipation during testing is significant. The

test vectors applied for manufacturing testing are different from the functional vectors used

for verification. As a result, there is higher activity in the circuit and the power dissipation

is not bounded. For proper functioning of the chip, it is inevitable that power dissipation

during test not exceed the rated power.

Techniques have been proposed by Venkataramani and Agrawal [36, 37] to reduce test

time on the ATE without exceeding the rated power. The activity of the circuit in each

clock interval is different and hence the energy consumed in each cycle is not usually the

same, and hence the power consumed is different too. A few cycles consume more power

than the others, but we are confined to slow down the clock of the entire testing process to

accommodate the power concern in these cycles. These authors propose a methodology to

reduce test time by dynamically changing the clock interval at every cycle. This would need

clocks of more than one frequency to be generated. Ideally, the test time is the minimum

when as many clock periods as the number of test cycles, can be generated. But it is seen

later in this work that as few as four clock periods can reduce the test time by 52%. When the

minimum allowed clock interval depends on the energy consumed, and is different at every
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cycle, selecting only a few of the many clock intervals that would decide the frequencies of the

clocks to be generated is an optimization problem. This optimization problem is discussed

in this thesis.

1.0.1 Organization of Thesis

Chapter 2 of the thesis introduces various concepts that are significant in understanding

the proposed work. Chapter 3 gives detailed information about previous work done to reduce

test time. Chapter 4 details the algorithm proposed in this work. Chapter 5 discusses the

simulation and experimental results obtained when the work was implemented on different

ISCAS ’89 benchmark circuits. Chapter 6 gives the conclusion of the proposed work and

proposes relevant future work.
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Chapter 2

Background

This chapter deals with the theory behind the topics analyzed in this thesis.

2.1 Scan Design

The size of integrated circuits has increased from a few thousands to billions of transis-

tors in the last few decades. As the complexity of the circuit increases, the internal nodes

become harder to test. Circuits are therefore designed with redundant logic to improve ob-

servability and controllability [10]. Such techniques are called Design for Testability (DFT)

techniques. One such DFT technique is scan design. In a scan circuit all flip-flops are

chained to form one or more shift registers. In the test mode, the necessary logic states in

all flip-flops can be set to the desired states by shifting in patterns.

2.2 Testing with an ATE

After a circuit is fabricated it is tested for manufacturing defects on an automatic

test equipment (ATE). The patterns required are generated with an automatic test pattern

generator (ATPG). The ATPG provides the inputs to be applied and the expected output

responses of a fault free circuit. A test program that specifies the patterns, voltage levels

and timing information is programmed on the ATE. The fabricated chips are mounted on

the tester and the patterns are applied to the primary inputs of the circuit. The responses

from the primary outputs are analyzed and compared with the expected responses from the

ATPG and if the responses match, the chip is considered a good one.

3



Figure 2.1: Sequential circuit

2.3 ATPG

Automatic Test-Pattern Generators generate patterns by injecting a fault into a circuit

model, activating the fault and propagating the fault through the circuit to the output. A

fault is activated by establishing at the fault site, a signal value that is opposite of the value

produced by the fault model. If the output of the circuit is different from the value expected

for the fault-free circuit, the fault is detected.

2.4 Static Timing Analysis

The design of VLSI chips is verified by timing analysis. Static timing analysis [10] anal-

yses combinational paths in the circuit without taking into account if the path is sensitizable

or not. The gate delays and interconnect delays are obtained from the technology library.
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2.5 Power Dissipation

Power dissipated in a CMOS integrated circuit can be categorized as static and dynamic

power. Leakage power is drawn continuously from the power supply and is called static

power dissipation. Signal transitions at the nodes that occur due to logic activity or glitches

comprise dynamic power dissipation. Because of high toggling activity in the circuit during

testing, dynamic power dissipation is higher. Power dissipation in a CMOS circuit is given

by

P =
1

2
αfCV 2 (2.1)

where α is the activity factor given by the fraction of the gates switching in the circuit, f is

the clock frequency, C is the capacitance at the output node and V is the voltage.

2.6 Optimization problem

Optimization implies selecting the best result from a set of available alternatives under

the circumstances. Optimization problems are common in many disciplines and various

domains. It consists of maximizing or minimizing a function called the objective function by

systematically choosing values from within an allowed set and computing the value of the

function. Solutions need to be optimal or near-optimal with respect to some goals.

2.7 Global Search

Global search algorithms systematically search the entire space to determine the optimal

solution.

2.8 Local Search

If the search space is small, there are algorithms that will systematically search the

entire space to determine the solution. If the search space is too big for systematic search,
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meaningful solutions cannot be found in a reasonable time, because systematic search fails

to consider enough of the search space [21]. Local search algorithms work on the current

state and generally transcend only to neighbors of the current state in the search space by

applying local changes until an optimal solution is found. Such algorithms are not systematic

but have two major advantages: They use very little memory and usually converge sooner.

2.9 Greedy Algorithm

A greedy algorithm makes the locally optimal choice that looks best at each stage. The

greedy heuristic does not always yield optimal solutions, but nonetheless it may yield locally

optimal solutions that approximate a global optimal solution. The time taken to run a

greedy algorithm is reasonable compared to global search algorithms.

2.10 Directed Search

Directed search optimization can be used in problems where the objective function is

not differentiable, or not continuous. It does not explicitly use any information about the

derivative of the objective function [18]. Directed search involves sequential examination of

trial solutions by comparing each trial solution with the best solution obtained up to that

time. The trial solution is a function of earlier results. Different directed search algorithms

employ different strategies to determine the next trial solution [16].

2.11 Computational Complexity

Computational complexity theory classifies computational problems according to their

difficulty. P is the class of problems that are solvable in polynomial time. NP is the class of

problems which can be solved in non deterministic polynomial time, but can be verified in

polynomial time. NP-hard problems are at least as hard as the hardest problems in NP.

6



2.12 NP-Completeness

A problem is NP-complete if it is in the set of NP problems and also in the set of

NP-hard problems. NP-complete problems are very common in various domains.

It is efficient to recognize the class of the problems early and formulate heuristic methods

for solving them. NP-complete problems need to be solved approximately instead of exactly.
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Chapter 3

Prior Work

This chapter discusses previous work done that relates to the problems solved in this

research work.

The scan based method is the most popular for testing sequential circuits. An ATE is

used for manufacturing testing of scan circuits. An integrated circuit is packaged to handle

the power dissipated during the intended function of the circuit. The ATPG vectors used

for testing are generated for high fault coverages. They are functionally irrelevant signals

and hence produce very high toggling activity in scan circuits. The high toggling activity

leads to higher power dissipation. Hence test power is almost always higher than functional

power dissipation. The integrated circuit is not designed to handle test power and testing

the circuit at functional speeds might damage the circuit, or in the least lead to malfunction

in the circuit during test resulting in yield loss. Test power minimization is hence a widely

recognized problem and many techniques have been proposed to solve it [14, 11].

Recent works [36, 37, 40] propose a methodology for minimizing test time of scan based

test using an aperiodic clock. When using a conventional periodic clock, the dynamic power

dissipation for a given set of test vector patterns varies throughout the test, depending on

the toggling activity in each clock cycle. It has been suggested [36] that if the clock interval

in every cycle can be modified in a way that the dynamic power dissipation remains constant

throughout the test, within allowable limits, test time can be significantly reduced. Thus,

an aperiodic clock can be used, where the period of each cycle can be different from the

period of its neighboring cycle. In the aperiodic clock test, every clock interval is either

power constrained or structure constrained. The minimum clock interval for each test cycle

8



is given by,

Ttest(i) = max

{
Tstructure,

Ei

PMAX(func)

}
(3.1)

where Ttest(i) is the minimum clock interval for the ith clock cycle, Tstructure is the structure

constrained clock period, Ei is the total energy consumed during the ith cycle, and

PMAX(rated) is the maximum rated power of the circuit, given by the specification of the

circuit. This equation holds good for calculating the clock interval of scan shift cycles as

well as capture cycles. The total test time of the aperiodic clock test is given by,

TTaperiodic =
n∑

i=1

max

{
Tstructure,

Ei

PMAX(func)

}
(3.2)

where TTaperiodic is the aperiodic test time for a test with n cycles.

The average power consumed in such an aperiodic test is higher than the conventional

method, but test time is reduced significantly. Since energy consumed in each cycle is

different, this aperiodic test methodology to reduce test time may, in the worst case, require

up to n different frequencies for a circuit that has a test comprising n vectors. The ATE

cannot be configured for generating as many as n different frequencies. Nevertheless, it can

be seen from the later chapters that considerable reduction in test time can be obtained with

fewer than n frequencies. Only a selected subset of clock periods K of the n different clock

intervals can be generated and finding the optimum subset of clock periods for minimum

test time is a discrete optimization problem. This work proposes an algorithm for selection

of the optimum subset of clock periods for maximum reduction in test time.
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Chapter 4

Algorithms

Suppose T is the set {t1, t2, ...tn} of the n clock intervals for each of the n test cycles

of the scan based circuit obtained from simulation. ti gives the minimum allowed duration

of clock interval of each cycle. If the ATE allows only k different clock frequencies to be

generated, finding a subset K of T , where K is the set {k1, k2, ...kk} consisting of k optimum

clock periods for minimum test time, is a combinatorial optimization problem in the dis-

crete domain. This problem, like many other optimization problems, is NP-complete. Using

metaheuristics, this NP-complete problem is solved in polynomial-time to find near-optimal

solutions. The proposed metaheuristics are verified by simulating the ISCAS ’89 sequential

benchmark circuits and experimentally on the Advantest T2000GS ATE at Auburn Univer-

sity. The total test time is given by

Total Test T ime =
k∑

i=1

niki (4.1)

where ni number of cycles at the period ki.

4.1 Greedy Algorithm

In the greedy algorithm for the optimization problem at hand, at each stage, one opti-

mum clock period is found by one iteration over all the n different clock intervals. Suppose

T is the set of all the n different clock intervals arranged in descending order. Initially, one

optimum clock period k1 is selected and this is the largest clock interval t1 of the set T . The

optimum set K now has one element. In the first stage, another clock period k2 is picked

from T and this is determined by performing one iteration over all the remaining n − 1
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clock intervals to see which one gives maximum reduction in the total test time. Instead

of computing the total test time at each iteration, computation time can be significantly

reduced by calculating the amount of test time saved when each clock interval of the set T

is added to K. At each stage, ki is determined by that clock interval x ∈ ti,∀ i which gives

a maximum saving in the test time, given by

Sx = (kj − x)×R (4.2)

where,

Sx= saving in test time when x is added to an existing set K

kj = clock period in the already existing set K which is just greater than x

kh = clock period in the already existing set K which is just lower than x

R = number of test vectors in T with clock intervals less than x but greater than kh

At each stage, the set of optimal clock periods K found in the previous stages are

unchanged and one optimum value is appended to K. This is repeated until the test time

reaches the lower bound, the lower bound given by the sum of all ti, because ti defines the

minimum length of the clock interval of each cycle and the test time cannot get shorter than

the summation of ti for all cycles. The optimal value of k is then found when the test time

reaches the lower bound, which from simulations is seen to be much smaller than n. The

computation time of the greedy algorithm increases linearly with the number of allowed ATE

frequencies k and the number of test cycles n for testing the circuit and the time complexity

is given by O(nk).

4.2 Iterated Local Search Optimization

Iterated local search is when a local search is performed to find a local optimum and

then the solution is perturbed to help it escape the local optimum and restart the local search
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again, in the hope of finding the global optimum or better local optima [9]. The problem of

finding k optimum clock-periods has a k-dimensional symmetrical search space and this is

quite large even for smaller circuits. The local search method does not systematically search

the whole search space but for the problem at hand it helps find a local minimum quickly.

And since the search space of the objective function at hand is symmetrical, a local search

has a higher probability of converging to the global optimum.

The method initially selects frequencies similar to the greedy algorithm, dynamically

one at a time, but then perturbs the current selection and iteratively improves the solution

at each step. Initially, one optimum clock period k1 is selected and this is the largest clock

interval t1 of the set T . The optimum set K now has one element. In the first stage, another

clock period k2 is picked from T and this is determined by performing one iteration over

all the remaining n − 1 clock intervals to see which one gives maximum reduction in the

total test time. The third clock k3 is found similarly and then k2 is changed to find a better

value in the neighborhood that minimizes the objective function further. Then k3 is again

varied to search in the neighborhood for an improvement and so on. This way the algorithm

searches a set of neighbors of the current assignment and selects one to be the next current

assignment K. The neighbors of the current assignment are those assignments that differ

in the assignment of a single variable. The neighborhood is where k − 1 clock periods in

the assignment K are unchanged and the kth clock period takes all the values in between

the unchanged values on its either side. The value in the neighborhood that minimizes the

objective function is then replaced in the current assignment K. It is analogous to making

the k − 1 dimensions of the search space unchanged and finding the optimum value in the

kth dimension that would minimize the objective function, not forgetting the symmetry of

the objective function in the k-dimensional space. The assignments are iteratively improved

by varying k1 to kk, one by one, until the assignments no longer change.

Computing the value of the objective function (test time) at each assignment to find

the optimum kth clock period is time-consuming. Instead of computing the total test time
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at each iteration, computation time can be significantly reduced by calculating the amount

of test time saved by the addition of the kth clock when the k − 1 clocks are unchanged, as

given by eq. (4.2). The computation time of local search increases linearly with the number

of test cycles n and the time complexity is experimentally found to be O(nk).

4.3 Directed Search Optimization

Pattern Search Optimization is a directed search optimization technique. A pattern

search algorithm uses one such strategy where one parameter is varied at any time by steps

of the same magnitude, and when such increase or decrease did not improve the objective

function, the step size is halved and repeated until the steps become sufficiently small.

MATLAB [23] has an inbuilt function implementing the pattern search algorithm.

Suppose T is the set of the n clock intervals for each of the n test cycles of the scan

based circuit obtained from simulation. If the ATE allows only k distinct frequencies to be

configured, the pattern search algorithm is used to find a subset K of T , K being the set of

k optimum clock periods which should be implemented for minimum test time. Treplaced is a

set that is obtained by replacing x ∈ T,∀ i with a value y ∈ K where y is the smallest value

in the set K, that is greater than x. The objective function with k independent variables is

minimize
n∑

i=1

Treplaced (4.3)

Treplaced is the set of the aperiodic clock periods for n test cycles of the scan based circuit.

It has n elements of only k different variables. The objective function has k independent

variables and hence the problem at hand is k-dimensional. The algorithm finds set K that

would minimize
∑n

i=1 Treplaced.

The generalized pattern search algorithm uses a set of vectors pi called a pattern which

determines which point is to be searched in each iteration. It has 2k vectors, where k is the

number of frequencies allowed by the ATE to be configured. pi consists of k unit vectors in
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each of the k dimensions and the negative of these k unit vectors. A set of vectors mi is

formed by multiplying the pattern vectors pi by a scalar m called the mesh size.

The algorithm initially starts with a random starting point. The vector mi is added

to this point and this forms a mesh. The objective function is evaluated at each point in

the mesh and the algorithm proceeds with the point that has the lowest objective function

value. This point is made the current point. If the objective function at the current point

is lower than the value of the objective function at the previous point, the mesh size is 2. If

the objective function at the current point is higher than the value of the objective function

at the previous point, the mesh size is changed to 0.5. The mesh sizes can be manipulated

to improve the speed or accuracy. This process is repeated until the change in the objective

function is less than the tolerance. The time complexity of pattern search optimization is

given by O(nk). The computation time increases linearly with the number of allowed ATE

frequencies k and the number of test cycles n for testing the circuit.

4.4 Simulated Annealing Optimization

Simulated Annealing is a probabilistic metaheuristic for a global optimization problem.

It only needs a single initial starting point and a unary search operation [42] [21]. It is inspired

by the process of annealing in metallurgy. Annealing is a heat treatment that can improve the

strength of a material. It is the process of closely controlling the temperature when cooling

a material to ensure that it reaches an optimal state. Metal crystals have small defects

and dislocations of ions which weaken the overall structure. When the metal is heated, the

energy of the ions increases and they are allowed to move freely. The dislocations can then be

removed and the structure of the crystal is reformed as the material cools down to approach

an equilibrium state. The slow cooling schedule allows a new low-energy configuration to

be discovered [9]. When annealing the metal, the initial temperature must not be too low

and the cooling must be done sufficiently slowly so as to avoid the system getting stuck in a

meta-stable, non-crystalline, state representing a local minimum of energy.
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A simulated annealing algorithm uses this annealing process to solve an optimization

problem. MATLAB [23] has an inbuilt function to perform the simulated annealing algo-

rithm. The objective function eq. (4.3) is to be minimized by the algorithm and the set of

optimum clock periods K is to be obtained. The algorithm uses a temperature parameter

that starts off high and is slowly lowered in every iteration, storing the best point found so

far. An exponential temperature function is used, given by

T = T0 × 0.95r (4.4)

where r is the annealing parameter. The annealing parameter is the same as the iteration

number. The algorithm starts with a random trial point. At each iteration a new trial point

is randomly generated and its distance from the current point is based on a probability

distribution, proportional to the temperature. The probability distribution is such that

the step length of each trial point is equal to the current temperature and the direction is

random. If the objective function has a lower value at the new point than the current value,

it replaces the current point and the iteration is continued. If the objective function has a

higher value at the new point than the current value, it is still accommodated in the search

space with a lower probability, which is dependent on the temperature, determined by the

simulated annealing acceptance function. This avoids the search getting trapped in a local

minimum and helps explore more possible solutions globally. The probability of acceptance

used is

1

1 + exp( ∆
max(T )

)
(4.5)

where

∆ = new objective− old objective

T = current temperature
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This acceptance function is put to use when the value of the objective at the new trial point

is larger than the old objective value. Hence ∆ is positive. T is also positive and the prob-

ability of the acceptance function lies between 0 and 0.5. An annealing schedule is selected

to systematically decrease the temperature as the algorithm proceeds. As the temperature

decreases, the algorithm reduces the extent of its search to converge to a minimum. Re-

annealing helps the algorithm to escape a local minimum, where the temperature is raised

after the algorithm accepts a certain number of points and the search is started again at a

higher temperature. The algorithm exits when the change in the objective function is lesser

than a specified tolerance. The time complexity of the simulated annealing algorithm varies

from problem to problem. It is determined experimentally to be O(nk) for our problem.

The computation time increases linearly with the number of allowed ATE frequencies k and

the number of test cycles n for testing the circuit.
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Chapter 5

Simulation and Experiment

The proposed methodology was implemented using ISCAS ’89 sequential benchmark

circuits. The behavioral models of the benchmark circuits were synthesized using Mentor

Graphics Leonardo Spectrum [4] in TSMC 180nm technology. Leonardo Spectrum gives the

critical path delay through Static Timing Analysis of the circuit. Using Mentor Graphics

DFT Advisor, all the flip-flops in the circuit were daisy chained to form a full scan chain.

A set of ATPG test vector patterns for stuck-at faults was generated for the scan circuit

using Mentor Graphics Tessent Fastscan [2]. The transistor level description of the netlist

was generated using Mentor graphics Design Architect and a SPICE file was generated.

Synopsys Nanosim [1] was used to read the SPICE netlist and perform a transistor level

simulation at a nominal voltage of 1.8V to measure the energy dissipated per each cycle

of the test. Based on these simulations, the minimum clock interval for each cycle was

determined, as given by eq. (5.1).

Ttest(i) = max

{
Tstructure,

Ei

PMAX(func)

}
(5.1)

The clock interval of each cycle would be constrained by the structure and maximum rated

power.

The critical path delay was found from Static Timing Analysis using Leonardo Spec-

trum. The maximum rated power for the ISCAS ’89 benchmark circuits is not available.

So, the circuits were simulated in functional mode for 1000 random vectors and the average

power dissipated during these simulations was measured and considered the maximum rated

power. The set of the clock intervals T for each of the n test cycles of the scan based circuit
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Figure 5.1: Normalized test time of s1238 ISCAS ’89 benchmark circuit by the greedy
algorithm for k optimum clock frequencies.

were obtained from this simulation. The proposed algorithm was used to find the set of op-

timum clock periods K from T . Figure 5.1 shows the normalized test time of circuit s1238,

obtained by simulation of the greedy algorithm for k optimum frequencies, in a semilog plot.

The upper bound in test time is the test time when a conventional periodic clock is used,

given by the largest clock interval calculated by eq. (5.1), multiplied by the number of scan

test clock cycles. The optimum clock periods were implemented on the Advantest T2000GS

ATE which allows four different clock frequencies. The testplan was programmed using the

Open architecture Test system Programming Language(OTPL). The s298 benchmark circuit

was tested on the ATE with four clock frequencies, and a Xilinx Spartan 3 FPGA XC3S50
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Figure 5.2: Periodic clock test - ATE result for 540-cycle scan test of s298 benchmark circuit
showing test cycles 15 to 45 with a clock of 500ns.

Figure 5.3: Aperiodic clock test - ATE result for 540-cycle scan test of s298 benchmark
circuit showing test cycles 15 to 66 with a clock periods of 219ns, 274ns, 342ns and 500ns.
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Table 5.1: Circuit s298 tested on the ATE T2000GS which allows 4 different frequencies

Periodic clock Aperiodic clock Aperiodic clock

with arbitrary with frequencies computed

frequencies by the greedy algorithm

Test Time (µs) 270 184 158

Percentage of reduction 0 31.85 41.48

in test time

soldered on a printed circuit board was used. The s298 benchmark circuit with full scan de-

sign was configured on the FPGA. The FPGA was configured on the run by the ATE using

the configuration file generated by the Xilinx ISE tool [22]. The testplan was programmed

and the test was performed on the ATE accommodating the delay overhead caused due to

the analog measurement module. Figures 5.2 and 5.3 show the waveforms of the periodic

and aperiodic tests from the Logic Analyzer of the Advantest T2000GS. The two figures have

the same time scale. The periodic clock test is run at 500ns. The aperiodic clock test is run

at 219ns, 274ns, 342ns and 500ns, the clock periods determined by the greedy algorithm.

The periodic test runs for only 30 cycles (cycles 15 to 45), but the aperiodic test runs 51

clock cycles (cycles 15 to 66) in the same time of 15µs. Table 5.1 shows the percentage of

reduction in test time obtained when the greedy algorithm was used to compute the ape-

riodic clocks, in comparison to choosing arbitrary clock periods to test the circuit on the

ATE. 41.48% reduction in test time was obtained for the aperiodic test of s298 benchmark

circuit with four clock periods computed by the greedy algorithm, as opposed to 31.85%

with arbitrary aperiodic clocks tested on the ATE.

5.1 Results

Table 5.2 shows the reduction in test times of the ISCAS ’89 benchmark circuits obtained

from the greedy algorithm with k optimum frequencies. The optimum number of frequencies

k required to achieve the lower bound in test time is computed using the greedy algorithm

and tabulated in Table 5.2. The lower bound is calculated by the sum of all ti, because ti
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Table 5.2: Reduction in test time obtained with aperiodic clocks using the greedy algorithm
by simulating ISCAS ’89 benchmark circuits, calculated from the test set.

Total scan Number of optimum Periodic Aperiodic Percentage

Benchmark test clock frequencies test time test time of reduction

circuit cycles, required to (µs) (µs) in

n achieve lower bound Test Time

in test time, k (%)

s298 540 41 2.64 1.39 47.33

s713 773 47 3.41 2.18 36.09

s400 1076 45 4.3 2.99 31.25

s1238 3361 77 22.14 9.37 57.65

s1423 6975 66 15.41 11.11 27.89

s13207 62237 63 52.4 44.24 15.6

s15850 101707 48 241.68 174.06 27.98

s38584 224112 40 759.33 629.8 17.05

defines the minimum length of the aperiodic clock interval of each cycle and the test time

cannot get shorter than the summation of ti for all cycles. The lower bound calculations

for different ISCAS ’89 benchmark circuits are represented in Figures 5.1, 5.7, 5.8, 5.9,

5.10, 5.11, 5.12 and 5.13. In all of the examples shown in this work, the test time obtained

equals the lower bound for k less than 80. Hence, for a test that is n cycles long, n different

frequencies are not needed to achieve maximum reduction in test time with aperiodic test.

It can be emphasized that as few as four different frequencies can help achieve up to

52% reduction in test time in a few circuits. The s1238 circuit gives a reduction of 52%, 55%

and 57% when four, ten and 77 different frequencies are used, respectively with the greedy

algorithm as seen in Figure 5.1. When the number of optimum frequencies k is increased

from 10 to 77, or even up to 3361, the test time only reduces by an additional 2%.

The different algorithms detailed in Chapter 4 were implemented on the ISCAS ’89

benchmark circuits and compared. The percentage of test time reduction obtained with the

algorithms are tabulated in Tables 5.6, 5.3, 5.4, 5.5, 5.7, 5.8, 5.9 and 5.10 for the benchmark

circuits for clocks k ranging from 3 to 15. Figure 5.4 shows the normalized test time obtained
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through different algorithms for the s1238 benchmark circuit. It can be seen that the results

of the Iterated Local Search, Directed Search and Simulated Annealing coincide exactly and

the greedy algorithm gives a negligibly larger test time for k less than 6. Nevertheless, all

four algorithms coincide for k greater than 6. The greedy algorithm is the quickest and, from

the comparison, it can be seen that it is as good as any of the other algorithms. This result

can also be generalized over the other benchmark circuits simulated in this work.

CPU times for the greedy algorithm were on the order of ms for the smaller circuits

and up to 11 seconds for the largest circuit s38584 with 224,112 clock cycles on a computer

with Intel Core i3 CPU, 2.27GHz 4GB RAM. The CPU times for computing the discussed

algorithms are compared in Figure 5.5 for the s1238 benchmark circuit. All four algorithms

slow down linearly with k. The greedy algorithm is the quickest and the simulated annealing

is the slowest. Figure 5.6 shows the CPU times of the greedy algorithm and iterated local

search again, because they weren’t apparent in figure 5.5.

Table 5.3: Percentage of reduction in test time of s298 benchmark circuit obtained by dif-
ferent algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 36.77 37.33 37.31 37.32

4 39.79 39.84 40.09 39.89

5 41.69 42.04 42.04 41.78

6 43.01 43.02 43.01 42.92

7 43.64 43.72 43.70 43.65

8 44.12 44.21 44.25 44.19

s298 9 44.55 44.61 44.64 44.53

10 44.91 44.97 44.96 44.60

11 45.16 45.17 45.20 44.93

12 45.38 45.43 45.40 45.03

13 45.55 45.60 45.56 45.20

14 45.69 45.74 45.72 45.10

15 45.80 45.82 45.80 45.67
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circuit on an Intel Core i3 CPU, 2.27GHz 4GB RAM.
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Figure 5.7: Normalized test time of s298 ISCAS ’89 benchmark circuit by the greedy algo-
rithm for k optimum frequencies.
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Figure 5.8: Normalized test time of s400 ISCAS ’89 benchmark circuit by the greedy algo-
rithm for k optimum frequencies.
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Figure 5.9: Normalized test time of s713 ISCAS ’89 benchmark circuit by the greedy algo-
rithm for k optimum frequencies.

26



10
0

10
1

10
2

10
3

10
4

0.7

0.75

0.8

0.85

0.9

0.95

1

Number of allowed frequencies k

T
es

t T
im

e 
(N

or
m

al
iz

ed
)

Normalized Test Time of s1423 obtained by the Greedy algorithm

 

 

Normalized Test Time obtained by the Greedy algorithm

Lower bound of test time (when the
number of clocks are not restricted)

Figure 5.10: Normalized test time of s1423 ISCAS ’89 benchmark circuit by the greedy
algorithm for k optimum frequencies.
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Figure 5.11: Normalized test time of s13207 ISCAS ’89 benchmark circuit by the greedy
algorithm for k optimum frequencies.
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Figure 5.12: Normalized test time of s15850 ISCAS ’89 benchmark circuit by the greedy
algorithm for k optimum frequencies.
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Figure 5.13: Normalized test time of s38584 ISCAS ’89 benchmark circuit by the greedy
algorithm for k optimum frequencies.
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Table 5.4: Percentage of reduction in test time of s713 benchmark circuit obtained by dif-
ferent algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 27.10 27.90 27.89 27.90

4 30.20 30.27 30.25 30.27

5 31.53 31.89 31.87 31.85

6 32.47 32.49 32.38 32.37

7 32.98 33.08 33.02 32.91

8 33.40 33.43 33.50 33.45

s713 9 33.72 33.77 33.79 33.64

10 34.04 34.06 34.05 33.76

11 34.27 34.32 34.23 34.00

12 34.48 34.51 34.49 34.24

13 34.61 34.67 34.64 34.38

14 34.73 34.78 34.73 34.35

15 34.83 34.89 34.80 34.64

Table 5.5: Percentage of reduction in test time of s400 benchmark circuit obtained by dif-
ferent algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 22.57 22.82 23.10 23.13

4 25.62 25.66 25.62 25.65

5 26.66 26.89 26.75 26.82

6 27.52 27.61 27.51 27.58

7 28.08 28.08 28.08 27.94

8 28.43 28.50 28.52 28.35

s400 9 28.77 28.84 28.74 28.68

10 29.06 29.13 29.01 28.87

11 29.35 29.38 29.23 29.12

12 29.48 29.56 29.42 29.22

13 29.62 29.68 29.68 29.31

14 29.74 29.75 29.78 29.27

15 29.84 29.89 29.89 29.56
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Table 5.6: Percentage of reduction in test time of s1238 benchmark circuit obtained by
different algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 49.67 50.43 50.43 50.39

4 51.85 52.37 52.37 52.34

5 53.02 53.49 53.49 53.43

6 54.11 54.11 54.22 54.01

7 54.81 54.81 54.85 54.36

8 55.14 55.23 55.23 55.23

s1238 9 55.44 55.50 55.53 55.56

10 55.67 55.75 55.75 55.73

11 55.89 55.92 55.92 55.89

12 56.07 56.16 56.13 56.18

13 56.22 56.27 56.29 56.27

14 56.35 56.36 56.38 56.37

15 56.46 56.48 56.50 56.48

Table 5.7: Percentage of reduction in test time of s1423 benchmark circuit obtained by
different algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 21.21 21.65 21.65 21.64

4 23.36 23.51 23.51 23.51

5 24.33 24.50 24.50 24.48

6 25.08 25.10 25.10 25.08

7 25.40 25.44 25.49 25.45

8 25.69 25.80 25.81 25.75

s1423 9 25.94 26.04 26.04 25.84

10 26.13 26.23 26.22 26.16

11 26.31 26.39 26.38 26.31

12 26.48 26.50 26.52 26.50

13 26.58 26.63 26.63 26.63

14 26.68 26.71 26.70 26.71

15 26.76 26.79 26.78 26.79
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Table 5.8: Percentage of reduction in test time of s13207 benchmark circuit obtained by
different algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 12.97 13.23 13.23 13.23

4 13.81 13.94 13.94 13.94

5 14.21 14.31 14.30 14.31

6 14.54 14.54 14.54 14.54

7 14.66 14.70 14.70 14.67

8 14.78 14.82 14.82 14.82

s13207 9 14.87 14.90 14.92 14.90

10 14.94 14.98 14.99 14.98

11 15.01 15.05 15.05 15.06

12 15.07 15.08 15.10 15.10

13 15.11 15.13 15.14 15.12

14 15.15 15.15 15.17 15.16

15 15.19 15.17 15.17 15.16

Table 5.9: Percentage of reduction in test time of s15850 benchmark circuit obtained by
different algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct Simulated

clocks k Algorithm Local Search Search Annealing

3 21.73 22.78 22.83 22.83

4 24.32 24.32 24.33 24.33

5 24.94 25.11 25.18 25.18

6 25.45 25.45 25.71 25.71

7 25.94 25.94 26.06 26.06

8 26.26 26.31 26.32 26.31

s15850 9 26.44 26.47 26.51 26.50

10 26.61 26.70 26.81 26.70

11 26.73 26.80 26.90 26.80

12 26.84 26.85 27.00 26.95

13 26.95 26.97 27.01 27.01

14 27.04 27.07 27.09 27.07

15 27.10 27.11 27.10 27.11
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Table 5.10: Percentage of reduction in test time of s38584 benchmark circuit obtained by
different algorithms.

Benchmark Number of Percentage of reduction in test time (%)

circuit optimum Greedy Iterated Direct

clocks k Algorithm Local Search Search

3 15.02 15.19 14.90

4 15.58 15.76 15.59

5 15.92 16.07 15.93

6 16.24 16.25 16.08

7 16.35 16.38 16.26

8 16.35 16.47 16.37

s38584 9 16.44 16.54 16.47

10 16.52 16.60 16.51

11 16.58 16.64 16.58

12 16.62 16.67 16.62

13 16.66 16.71 16.66

14 16.69 16.73 16.69

15 16.71 16.75 16.70

32



Chapter 6

Conclusion

A greedy algorithm to find optimum clock frequencies for an aperiodic test was proposed

and compared with other local search and global search algorithms and was proved to be

as good as any of them. The greedy algorithm was found to be faster than all of the other

algorithms. The greedy algorithm is also efficient in that it dynamically adds one frequency

at each step and can be stopped whenever the required reduction in test time is obtained,

or can be monitored for the test time to reach the lower bound. As few as four frequencies

can give a test time reduction up to 52% in a few circuits, and the computation could be

completed in a time of the order of milliseconds. Ten clock frequencies are optimum for test

time reduction for most of the benchmark circuits simulated in this work, beyond which the

test time reduction is negligible. The aperiodic test was also experimentally verified on the

ATE.

6.1 Future Work

The high costs of automatic test equipment (ATE) and the growing clock frequencies

bring about the need to study on-chip clock generation circuitry for generation of aperiodic

clocks, which can be implemented in BIST circuits where the test patterns are generated

on-chip.
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