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Abstract 

 

Thermal energy storage (TES) composites open new opportunities in utilization of 

renewable energies and recycling waste heat. Development, utilization and thermal conductivity 

improvement of TES composites were investigated in this dissertation. Development of such 

composites mainly depends on the characteristics of the infiltration process that is linked to the 

formation of voids and was investigated numerically and experimentally. The numerical 

investigation was conducted with the purpose of extracting the details of liquid interface 

evolution and behavior during the infiltration. The penetration of wetting and non-wetting liquids 

into a porous structure (graphite foam) was studied using the volume-of-fluid (VOF) method. 

The effects of different driving forces and interface behavior were investigated as well as the 

observed phenomena during the infiltration of wetting (interface pinning and wicking flow) and 

non-wetting liquids (void formation). The numerical results were verified against those obtained 

from the coupled VOF-Level Set method, known to have higher accuracy in capturing the 

interface. Furthermore, the numerical results of horizontal wicking flow through a network of 

pores in series were validated against the experimental results with good agreement.  

Regarding the utilization of TES composites, the numerical simulation of the phase change 

processes was performed considering presence of voids and corresponding effects. The proposed 

combined VOF and enthalpy-porosity method takes into account the variation of density with 

temperature, making it capable of predicting the shrinkage void. Numerical simulations were 

conducted at the pore level and the evolution of the freezing and melting fronts were extracted 

along with the volume of shrinkage void. With regard to verification of results, it was found that 



iii 
 

the volume of the shrinkage void is in good agreement with the theoretical volume change due to 

density variation and its distribution was found in accordance with the observed convection 

patterns within the pore. During the phase change processes, a temperature gradient was 

observed along the interface between phase change material (PCM) and void. Therefore, 

thermocapillary effect was included by considering the variation of the surface tension with 

temperature. The final status of phase change processes, position and shape of infiltration and 

shrinkage voids, convection patterns within the pore and phase change duration were extracted 

and compared between cases with and without thermocapillary convection. It was found that 

thermocapillary forces influence the convection pattern within the pore and cause a reduction of 

about 8% in duration of phase change.  

As a novel method for thermal characterization of graphite foam/PCM composite, the 

effective thermal conductivity was investigated numerically and experimentally. A three-

dimensional body-centered cube arrangement of uniform spherical pores saturated with PCM 

was considered as the numerical model. Unidirectional thermal analysis of the model was 

conducted and the total heat flux was integrated over hot/cold surfaces. Knowing the applied 

heat flux and temperature difference, the effective thermal conductivity was evaluated based on 

the Fourier’s law. Experimental investigations were conducted on samples of graphite foam and 

graphite foam/PCM composite using the direct (absolute) method of thermal conductivity 

measurement. Applying a unidirectional heat flux on the sample, the temperature distribution 

was measured within the sample and the effective thermal conductivity was evaluated using the 

direct method, based on the Fourier’s law. The numerical and experimental results were found to 

be in good agreement. It was concluded that highly-conductive and highly-porous structures such 

as graphite foam are excellent candidates for thermal conductivity improvement of PCM.  
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Chapter 1 Introduction 

The background of the research reported in the present dissertation is discussed in this 

chapter along with the motivation behind the established objectives and corresponding adopted 

methods. The structure of the dissertation is then outlined based on the objectives and their 

priorities.  

1.1 Background 

The usage of energy has been greatly transformed during the recent years due to growing 

crises of energy accessibility, increasing demand, environmental issues and global warming. 

Exploiting/utilizing the existing accessible sources of energy (mainly fossil fuels) more 

effectively as well as harvesting renewable sources of energy have been the main strategies 

toward managing the emerging crises. While different processes, energy conversion units and 

applications are constantly improved to achieve higher energy efficiencies and fuel savings 

(Diakaki et al., 2008; Popli et al., 2012; Moeini Sedeh and Khodadadi, 2013), growing attention 

is focused on various sources of renewable energy (Lund, 2007; Shen et al., 2010; Panwar et al., 

2011).  

Employing renewable sources of energy demands reliable storage/conversion systems due 

to their intermittent nature and unreliable availability. More specifically, thermal energy storage 

(TES) and re-use or conversion of thermal energy can play a major role due to the abundance of 

this form of energy among renewable sources. Furthermore, thermal energy storage can be 

employed to capture waste heat from different conventional sources and applications for later use 
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and/or utilization in other applications. This will provide a new balance between energy 

consumption and demand under higher efficiencies with lowering the energy consumption.  

Regardless of the source of the stored energy (renewable or waste heat recovery), TES 

systems reduce the environmental concerns due to their minimal negative impacts (unlike fossil 

fuels), and potentially lead to a low-carbon future. Due to energy efficiency and environmental 

advantages, energy storage in general and thermal energy storage, in particular are known to 

offer great potentials toward sustainability and energy management. These are the reasons that 

thermal energy storage attracts more attention among other means of energy storage such as 

batteries, flywheels and pumped hydro.  

1.2 Motivation 

 As it is shown in figure 1.1, about 22.2%, 18.5% and 31.5% percent of the US energy 

consumption is related to residential, commercial and industrial sectors, respectively (Annual 

Energy Reviews 2011, 2012) and about 47, 54 and 23 percent of the energy consumption in these 

sectors is related to losses and can be greatly reduced by employing energy storage. The large 

portions of the energy dedicated to these sectors emphasizes the great potential and important 

role that thermal energy storage might play in fuel saving and energy consumption reduction. 

There are a variety of industrial/commercial and waste heat recovery applications during which 

thermal energy can be stored as a sensible or latent heat in a storage medium. In sensible heat 

storage systems, thermal energy is stored in the storage medium and effectively raises its 

temperature. Alternately, in latent heat storage systems thermal energy is stored in the storage 

medium by means of phase change and using the heat of fusion. Latent heat thermal energy 

storage systems have the advantages of higher energy density and use the phase change 

processes of melting and freezing to store and extract thermal energy from the storage medium at 
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a constant temperature. The suitable materials for the storage medium are those with relatively 

high heat of fusion that can store/release higher energy contents (energy per mass), and are also 

known as phase change materials (PCM). There are a variety of different PCM such as water, 

hydrocarbons, fatty acids, salt hydrates, etc. for operation in different ranges of temperature.  

Although PCM have relatively high values of heat of fusion, their thermal conductivity is 

low (especially in liquid phase). This undesirable property negatively affects their performance 

in TES systems by limiting the achievable heat flux and suppressing charging/discharging rates 

of energy. To overcome this shortcoming, the thermal conductivity of PCM needs to be 

improved. Several methods have been proposed for enhancing the thermal conductivity of PCM 

including introducing high-conductivity fixed structures (Tong et al., 1996; Shatikian et al., 

2005; Fan and Khodadadi, 2011) and suspended additives of different shapes and materials 

(Khodadadi and Hosseinizadeh, 2007; Wang and Mujumdar, 2007).  

One of the effective methods in enhancing the thermal conductivity and heat transfer in 

TES systems is to infiltrate the PCM into a highly-conductive porous structure. Graphite/carbon 

foams are among the best candidates for developing TES systems and enhancing their 

performance due to their high thermal conductivity and porosity (which provides high ratio of 

heat transfer surface to volume). Infiltration of PCM into such porous media will result a TES 

composite with an improved effective thermal conductivity. Infiltration is a process during which 

a liquid penetrates into a porous medium and the infiltration rate depends on several properties 

such as thermo-physical properties of the liquid and porous structure, the structure and size of the 

pores, the interfacial effects between the liquid and solid walls, etc. However, the infiltration 

process, as the key process in developing TES composites, is not understood in detail since 

according to the experimental studies, reported in the literature mainly in the field of liquid 
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composite molding, it can contribute to undesirable formation of voids that adversely affects the 

mechanical and thermal properties of the resulting composite.  

Furthermore, the utilization of TES composites involves phase change processes including 

melting and solidification of PCM during charge and discharge of thermal energy. The details of 

the phase change processes are critical in understanding the behavior and evaluating the 

performance of TES composites during the freezing/thaw cycles in their lifetime. Thus, such 

details should be investigated to elucidate the advantages and disadvantages of TES composites. 

Additionally, there are other concerns such as the influence of voids on the phase change 

duration, PCM volume change during the phase change, formation of shrinkage voids and 

thermocapillary effects due to the presence of voids. Understanding the detailed role of such 

phenomena during phase change processes is critical and possible advantages and disadvantages 

should be investigated. Finally, an investigation should be devoted to determination of the level 

of thermal conductivity enhancement in TES composites and thermal characterization of these 

composites. Most of TES thermal characterizations, reported in the literature, have focused on 

evaluating the phase change durations or heat transfer rates (or heat flux) during the phase 

change processes. However, in this dissertation the effective thermal conductivity of TES 

systems was investigated numerically and experimentally. The need for considering the above-

mentioned aspects in developing and utilization TES composites is the motivation toward the 

objectives and methodology considered in the present research.  

1.3 Objectives and Methodology 

Based on the discussions in section 1.2, in order to gain a better understanding about the 

development (infiltration) and utilization (phase change) of TES composites, the following 

objectives were considered in this dissertation:  
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1- Investigation of the infiltration process in PCM/graphite foam composites including the 

relevant phenomena (such as void formation) and determination of the importance of 

involving parameters (such as various driving forces).  

2- Investigation of the phase change processes in PCM/graphite foam composites including 

solidification and melting and the relevant phenomena (effect of voids).  

3- Investigation of the effective thermal conductivity in PCM/graphite foam composites and 

determination of the level of improvement.  

The associated methodologies employed for conducting each objective are as the followings: 

1- Numerical investigation of infiltration of liquids into porous structures at pore level using a 

multi-phase approach to take into account the liquid penetration into pores, initially filled 

with air. Due to the importance of the infiltration as a key process in developing TES 

composites, this investigation will be followed by both numerical verification and 

experimental validation for the obtained results.  

2- Numerical investigation of phase change processes (solidification and melting) after 

infiltration at pore level using a proper approach capable of incorporating volume change and 

thermocapillary effects during the phase change. A theoretical verification will also be 

provided for the numerical results obtained from this investigation.  

3- Numerical investigation of the effective thermal conductivity in PCM/graphite foam 

composites using an integrated model of the composite containing both solid (porous 

structure) and liquid (PCM) components. This effort will be validated experimentally using 

the absolute (or direct) method of thermal conductivity measurement, known to be 

appropriate for composite materials.  

1.4 Outline of the Dissertation 
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The literature survey and investigation of infiltration of liquids into porous structures is 

presented in chapter 2. This study was performed originally using the Volume-of-Fluid (VOF) 

method approach during which the effect of different driving forces and thermo-physical 

properties was studied using non-dimensional groups governing the infiltration. The behavior of 

the interface (shape, position and progress), void formation and the general characteristics of the 

infiltration (such as infiltration time and its dependence on pore pressure difference) were 

studied numerically using the VOF method. Due to the importance of liquid interface behavior in 

infiltration, such behavior was verified numerically using the coupled Level-Set and VOF 

method which is known to be more accurate in tracking/capturing the liquid interface. 

Furthermore, wicking flow, as a special case of the infiltration, was investigated experimentally 

and compared to the numerical results for verification purposes.  

Numerical investigation of solidification and melting of PCM is presented in chapter 3 

including a literature survey. A combination of the VOF and enthalpy-porosity methods was 

used to simulate the phase change processes as well as the associated volume change in PCM 

(i.e. shrinkage and expansion). For verification, the results of shrinkage volume were compared 

to the theoretical volume change due to different densities between the solid and liquid phases.  

Since thermal conductivity enhancement is the main goal of making TES composites, the 

literature survey and investigation of the effective thermal conductivity of PCM/graphite foam 

composites is presented in chapter 4. A three-dimensional representative elementary volume 

(REV) model was developed for the composite and thermal analysis was carried out. An 

experimental validation was also provided for the effective thermal conductivity using the 

absolute (direct) method of thermal conductivity measurement. Finally, concluding remarks and 

further aspects of research in this field are presented in Chapter 5. 



7 
 

 

 

 

 

 

Figure 1.1 US Energy consumption by different sectors (upper) and sector energy consumption 

by source (lower) in 2011 (reproduced from US Energy Information Administration, Annual 

Energy Review 2011, 2012)  
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Chapter 2 Infiltration of Liquids into Porous Structures 

Infiltration of liquids into porous structures is investigated at the pore level using a 

multiphase approach and the detailed findings are presented in this chapter. The importance of 

different driving forces and the role of the interfacial interactions (surface tension and wall 

contact angle) are explored. The pertinent phenomena that occur during infiltration are studied 

and the associated findings are reported. These include detailed information on interface pinning 

and wicking flow in wetting liquids, as well as pore-level fingering and void formation in non-

wetting liquids. Presentation of numerical verification and experimental validation of the results 

will mark the conclusion of this chapter.   

2.1 Introduction 

Infiltration of liquids into porous structures is encountered in a wide range of physical 

phenomena and industrial applications. These include permeation of water through soil and 

aquifers, extraction of underground oil, filtration, flow through catalyst packings, etc. In 

particular, infiltration of phase change materials (PCM) in liquid state into high thermal 

conductivity porous structures (such as graphite foam) is a common approach to enhance the 

effective thermal conductivity of thermal energy storage (TES) composites (Mills et al., 2006; 

Fan and Khodadadi, 2011; Liu et al., 2012; Moeini Sedeh and Khodadadi, 2013B). Such porous 

structures have been used in thermal transport applications due to their high thermal conductivity 

and high porosity. Thus, investigation of infiltration, as a primary process in development of 
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TES composites, is crucial in understanding the composition, phase change and thermal behavior 

of such composite systems.  

A numerical approach was proposed to simulate time-dependent evolution of the liquid 

interface during the infiltration of liquids into porous structures. The method considers the 

multiphase problem of liquid penetration into the pore(s) initially occupied with air and the 

simultaneous escape of air. The Volume-of-Fluid (VOF) method was employed using a two-

dimensional model of the graphite pore structure. The proposed method is capable of tracking 

the evolution of liquid interface and yields the infiltration criteria for wetting and non-wetting 

liquids. Contribution of various driving forces (resulting from pressure gradient, gravity and 

interfacial effects) to infiltration and interface behavior including the liquid interface shape, 

position and velocity was investigated. Interface pinning (temporary and permanent) and wicking 

flow through the pore(s) were identified and studied during infiltration of wetting liquids, 

whereas pore-level fingering and void formation (entrapment of air within the pore) were 

observed for non-wetting liquids.  

The results of the interface shape and position for infiltration of both wetting and non-

wetting liquids were verified against the predictions of the CVOFLS method, another numerical 

method that is known to be more accurate in interface tracking. Moreover, infiltration of a 

wetting liquid (cyclohexane) into the porous structure of graphite foam was investigated 

experimentally through unidirectional horizontal wicking. The numerical results of the liquid 

penetration length during the wicking flow through a network of pores in series were validated 

against the experimental results with good agreement. Furthermore, a modified Washburn 

equation was proposed base on Washburn theory for wicking across horizontal capillaries. Both 

numerical and experimental results of unidirectional horizontal wicking through graphite foam 
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are in agreement with the modified Washburn equation. The results of the present study were 

recently published (Moeini Sedeh and Khodadadi, 2013C).  

2.2 Literature Review 

Infiltration, as a primary process in developing TES composites, entails penetration of a 

liquid into a porous structure in which pores are initially filled with a gas (usually air) and is 

governed by the surface tension, pressure gradient and gravitational effects. For the case of non-

wetting liquids, this process can also lead to entrapment of air and formation of voids within the 

pores of the porous structure. Formation of voids occurs in a variety of applications and 

processes and has usually undesirable effects on the mechanical and thermal properties of the 

composite. The early reported results on this topic contain mainly experimental work conducted 

on visualization of polymer resin flow through glass fiber preforms.  

Peterson and Robertson (1991) experimentally investigated the flow characteristics of 

polymer resin through glass fiber preforms. They found that the flow of the resin and 

displacement of air (and void formation) were affected by diameter, volume fraction and 

distribution of fibers. They reported that the shape of the flow front and the size of retained voids 

are affected by the injection pressure, i.e. pressure gradient.  

Mahale et al. (1992) used the matching refractive index technique to visualize the 

impregnation of non-woven multi-filament glass networks and study the entrapment of air. They 

carried out forced radial planar impregnation experiments of liquids with different surface 

tension and viscosity on two different glass mats with different average filament diameters to 

quantify and map the void content. They found that the void content is a function of the flow 

capillary number (defined based on the interstitial velocity) and reported a critical capillary 

number below which the void content increases exponentially by decreasing the capillary 
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number. They observed negligible entrapment of voids above the reported critical capillary 

number. 

Rohatgi et al. (1993) conducted experiments to correlate the microscale flow behavior and 

micro and macro-void formation in glass fiber mats in liquid composite molding (LCM). They 

found that void formation during the flow of liquid through the fiber mats is primarily related to 

the microscale flow behavior, which in turn depends on liquid properties and the capillary 

number. Macro-voids were formed between the fiber tows for low capillary numbers (i.e. low 

flow rates), whereas micro-voids were observed in the fiber tows for high capillary numbers. 

Fingering at the flow front and transverse flow were the two types of mechanisms that are 

responsible for formation of macro-voids between the fiber tows. However, they observed 

different behaviors in axial and transverse flow leading to micro-void formation. In axial flow, a 

round-up behavior causes the leading flow fronts loop back to meet the lagging flow fronts and 

form micro-voids. In transverse flow, micro-voids are formed by meeting of the wicking streams 

from opposite directions. They also found that vacuum-assisted liquid injection reduces the void 

content. 

Patel et al. (1995) performed flow visualization experiments to investigate fiber wetting 

and void formation mechanism during mold filling. They examined different non-reactive liquids 

impregnating a unidirectional stitched fiberglass mat to visualize the microscale flow pattern and 

study the primary and wicking flow fronts in relation to the formation of voids. They found that 

the fingering phenomenon occurs in fiber mats due to the difference between permeabilities in 

fiber tows and the gap between the fiber tows. They found the extent of fingering to depend on 

the capillary number and hydrodynamic pressure. They reported that fingering at the flow front 

in combination with transverse or cross flow (that happens after fingering due to instabilities in 
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flow front) lead to formation of voids that are trapped in the fiber mat. They also correlated void 

formation to the capillary number and the liquid-fiber-air contact angle. 

Bickerton and Advani (1997) performed an experimental investigation of isothermal, 

constant flow rate injection mold filling process during the resin transfer molding in a non-planar 

geometry. Throughout the mold injection, they observed the ‘race tracking phenomenon’ during 

which the resin flow first fills the areas of lower resistance (such as air cavities and some high 

porosity regions). This phenomenon is in fact fingering in liquid interface in the scale of the 

pores between fiber tows and causes unexpected deformations of the interface shape which may 

lead to formation of voids. 

These studies revealed that void formation is primarily related to the microscale flow 

behavior, which in turn depends on liquid properties and the interfacial effects (i.e. capillary 

number). Fingering at the flow front and transverse flow were the two types of micro-flow 

mechanisms that are mainly responsible for formation of voids during infiltration of different 

composite structures. These studies also highlighted the contribution of different driving forces 

in infiltration including pressure gradient, surface tension and contact angle.  

Infiltration and void formation were investigated in a number of studies using simplified 

mathematical models. Chan and Morgan (1992) developed a model for infiltration and void 

formation in resin transfer molding of unidirectional composite preforms for the case of resin 

flow parallel to the fiber axis. Focusing on the flow front, they postulated that the flow front 

consists of a flow in the direction of fiber tows and a radial flow transverse to the fiber tows. 

According to this postulation and using the Darcy’s law for the flow transverse to the fiber tows, 

a theoretical formulation was developed. The resulting equations were solved numerically based 

on the quasi-steady state approximation. They found that for correlating this model with 
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experimental results especially for slow infiltration rates (i.e. small capillary numbers), the 

model should be modified to include surface tension effects.  

An analytical model was developed by Binetruy et al. (1998) based on the contribution of 

axial and transverse flow mechanisms for unidirectional impregnation of fiber tows where the 

flow is parallel to the fiber axis. The model did not take into account the capillary forces; hence, 

they predicted that the flow front in fiber tows has a pointed meniscus shape. They observed two 

mechanisms responsible for air entrapment and formation of voids. One mechanism occurs in 

tow scale (i.e. macro-scale) due to the difference in transverse flow velocity at different points 

and is responsible for formation of large bubbles (i.e. macro-voids). The second mechanism 

takes place at the fiber scale (i.e. micro-scale) due to coalescence of the micro-flow fronts and 

entraps micron-size bubbles.  

Spaid and Phelan (1998) used the lattice Boltzmann method for simulating multi-

component infiltration and void formation dynamics (entrapment of air) in the microstructure of 

a fiber preform. Their numerical results for transverse flow over circular porous tows indicated 

that larger voids are forming as the porosity of the microstructure increases.  

Kang et al. (2000) studied formation of micro-voids during the resin transfer molding 

process. They developed a mathematical model for resin flow within and between tows by 

approximating the resin velocity within the channels, located between tows, using a shape factor 

function that depended on the porosity. Using more simplifying assumptions, they modeled the 

size and number of voids mathematically. However, the model constants should be extracted 

from experimental results. 

Recently, infiltration has been investigated numerically using more inclusive models for a 

variety of applications. In the field of LCM, infiltration and void formation were investigated by 
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a number of researchers using the notion of dual-scale porous medium suggested for better 

understanding of flow front and void formation mechanism (Binetruy et al, 1998; Breard et al., 

2003; Simacek and Advani, 2003).  

Breard et al. (2003) presented a procedure for mold filling and void formation in LCM. 

Assuming that the permeability and strain tensor of the porous structure depend on the degree of 

saturation (i.e. the volume fraction of the pores occupied by resin), they developed a transport 

equation for the degree of saturation by modifying the continuity and the Darcy’s equations. 

Introducing the notion of dual-scale porous structure and using an experimental pressure field, 

they were able to solve the derived equation numerically and predict void formation. They also 

found that the spatial pressure distribution in an unsaturated porous medium varies quadratically, 

unlike the linear variation predicted by the Darcy’s law in a saturated preform. 

Simacek and Advani (2003) offered a numerical model to predict fiber tow saturation 

during the LCM process. The model was developed based on a concept of dual-scale porous 

medium in which flow through the porous medium was described by the Darcy’s law and mass 

conservation for the flow within the larger pores, while the smaller pores were included as a sink 

term in the equations. They used a standard finite element/control volume approach to model the 

sink term for keeping the problem linear and solving the flow explicitly within the time domain. 

For a one-dimensional linear injection case, the results were in agreement with experimental 

findings.  

Dimitrovova and Advani (2004) conducted numerical simulations at the scale of fiber tows 

for tracking flow front due to hydrodynamic pressure gradient and capillary action. Their 

findings indicated that longitudinal wicking flows within intra-tow spaces play an important role 
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in infiltration and cannot be neglected. They suggested further studies to elucidate the effect and 

importance of the contact angle.  

Soukane and Trochu (2006) used a combination of the Level-Set (LS) and boundary 

element methods to simulate resin transfer molding and study the motion of the flow front and 

air entrapment during the mold filling. They utilized the boundary element method to solve the 

isothermal resin flow governing equation and the LS method to track the flow front in the mold. 

Several cases of two-dimensional filling with single or multiple injection gates were discussed to 

determine the ability of this method to predict the position of the flow front and entrapment of air 

(dry spot formation). 

Gourichon et al. (2006) modified the procedure developed by Simacek and Advani (2003) 

to predict dynamic void content in LCM process. They assumed that the main process of air 

entrapment occurs within transverse tows. Using one-dimensional elements for axial and 

transverse tows, they described the air entrapment process by modification of the volume 

fraction of the one-dimensional elements. They found good agreement in void content with 

experimentally-measured data for one-dimensional flow. They reported a critical pressure so that 

when the inlet pressure exceeds it, the resulting elimination of air bubbles will lead to complete 

saturation of fiber tows (i.e. no void content). Based on the variations in local void content, they 

concluded that the void content should be considered on both macro- and micro-scales. As a 

further validation, Gourichon et al. (2008) conducted an experimental analysis of radial flow to 

analyze the formation of voids and found good agreement between numerical and experimental 

pressure profiles.  

Lee et al. (2006) proposed a numerical method for analysis and control of the formation 

and transport of voids during the mold filling process. The flow front was detected by solving 
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flow equations considering a macroscopic flow model for mass-momentum balance of resin flow 

within the mold combined with a microscopic flow model for resin flow within and between 

tows. They also detected the flow front experimentally using optical sensors for verification 

purposes.   

Yamaleev and Mohan (2006) developed a numerical model illustrating the microscopic 

isothermal flow perpendicular to a fiber tow under a high external fluid pressure to study the 

effect of phase transition on flow behavior and void formation during the liquid molding process. 

Their model takes into account the entrapment of air as well as liquid/vapor phase transition 

occurring in entrapped bubbles within the tows (using the Peng–Robinson equation of state). 

They found that the condensation of the resin and water vapors, which occurs under high 

external pressures during infiltration process, reduces the void size considerably as compared to 

that of a perfect gas. They concluded that the phase transition inside the fiber tow affects the void 

size, and the void dynamics depends on the thermodynamic properties of the entrapped gas and 

the surrounding liquid. 

Schell et al. (2007) investigated the evolution of meso-scale voids in LCM numerically and 

experimentally. In extending the numerical model of Gourichon et al. (2006), they used a 

combination of one-dimensional elements to represent transverse bundles and two-dimensional 

elements to represent the inter-bundle spaces and the longitudinal fiber bundles. They found that 

capillary pressure becomes the dominant force for tow impregnation when resin pressure 

gradient is low. Therefore, meso-scale voids form in moderate pressure gradients in contrast to 

micro-voids that are created at high pressure gradients. Moreover, they determined the void 

content as a function of the modified capillary number, Ca*.  
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The effects of different parameters, such as contact angle, on infiltration were studied by a 

number of researchers through theoretical analysis. Landeryou et al. (2005) developed similarity 

solutions for growth of wetted regions resulting from wicking from a saturated line or a constant-

flux line source characterized by the strength of the source, gravitational and capillary forces. 

They reported a good agreement with experimental results. Using a similarity solution for wetted 

patch growth issued by capillary-driven and constant-flux point source on a horizontal plane, 

they reported a good agreement with measured moisture profiles and rates of spreading. 

Additionally, they developed an approximate analytical solution for growth of wetted region 

issued by point sources on an inclined sheet that was in agreement with the numerical 

calculations and experimental measurements. 

The effect of the dynamic contact angle was explored by Chebbi (2007) and Hilpert (2009) 

on liquid infiltration into horizontal and inclined capillary tubes and by Hilpert and Ben-David 

(2009) for infiltration of liquid droplets into porous media. In a recent study on liquid infiltration 

into capillary tubes, Hilpert (2010) considered both constant and dynamic contact angles and 

neglected inertial forces and found analytical solutions for the interface position, velocity and 

acceleration as a function of time. Distinguishing among five infiltration scenarios for 

penetration into capillary tubes, the necessary criteria for each scenario were identified based on 

four governing dimensionless parameters.  

Lately, with advancement of computational power, more attention has been paid to direct 

simulation of flow for different single- and multi-phase problems. Flow pattern and air 

entrapment during the filling of a vertical die cavity was studied numerically and experimentally 

by Hernandez-Ortega et al. (2010). They used the solution algorithm Volume-of-Fluid method to 
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solve the momentum and mass conservation equations (no surface tension effects due to size of 

the problem) and finding the flow front behavior for different Reynolds and Froude numbers.  

The effect of the dynamic contact angle on the capillary filling of microfluidic channels 

was studied by Saha and Mitra (2009) using the VOF method. They evaluated different dynamic 

contact angle models for different microchannel geometries. They found that the dynamic 

contact angle models had very minor effect on the capillary flow within microchannels. Upon 

experimental validation, they concluded that application of static contact angle approach is 

adequate when using the VOF model in microfluidic applications.  

Recently, the capillary-driven unidirectional flow of wetting liquids into porous medium 

was investigated numerically and experimentally by Markicevic et al. (2012). Study of 

multiphase capillary flows was also performed by Maggi and Alonso-Marroquin (2012) to 

present a model of the meniscus movement within uniform capillaries. They developed a 

mathematical model as a second-order nonlinear differential equation that describes the meniscus 

progression within a capillary under the action of gravity, interfacial tensions, viscous friction 

along the capillary, energy dissipation near the inlet, and retardation effect of the fluids in the 

reservoirs at the capillary ends.  

Reviewing the above-mentioned papers, one can conclude that investigation of infiltration 

and void formation depends on micro-scale representation and modeling of flow and reliable 

tracking of the flow front which demands a multiphase analysis. Moreover, multiple driving 

forces (pressure gradient, gravity, interfacial forces) may contribute to infiltration, during which 

interfacial forces may play a significant role depending on the scale of the pores. Therefore, in 

the present work a numerical method was proposed based on the multiphase VOF and LS 

methods to solve the governing equations associated with each phase and to investigate the 
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interface behavior and formation of voids. Different effects such as gravity, pressure gradient, 

interfacial tensions, contact angle and viscous effects were considered and their importance was 

evaluated through the scale analysis of the nondimensional parameters. The numerical solution 

was conducted over a two-dimensional model in order to focus on the interface behavior and the 

effect of different parameters such as the pressure gradient and contact angle. Finally, the 

numerical results were compared to the experimental results exhibiting good agreement.  

2.3 Details of Numerical Method  

The infiltration process was considered as a multiphase problem involving liquid 

penetration into a porous structure, initially occupied by air. The capillary effects play an 

important role in flow through porous media. In order to have an in-depth understanding of 

infiltration and the contributing effects, it is necessary to consider all phases as well as the 

interfacial effects between them (Maggi and Alonso-Marroquin, 2012). Therefore, the volume-

of-fluid (VOF) method (Hirt and Nichols, 1981) was selected to solve the governing equations of 

each phase including the interfacial effects. As mentioned by different references, the microscale 

flow behavior and interface (flow front) deformations are sources of void formation (Rohatgi et 

al., 1993; Patel et al., 1995; Binetruy et al. 1998 and Gourichon et al., 2006). Thus, a pore-level 

modeling and analysis was considered to study these effects. The influence of different 

conservative and non-conservative driving forces was mentioned in different references (role of 

injection pressure or pressure gradient by Peterson and Robertson, 1991; role of surface tension 

effects by Chan and Morgan, 1992; gravity and contact angle by Hilpert, 2010; and a 

combination of effects by Maggi and Alonso-Marroquin, 2012). Consequently, different driving 

forces resulting from gravity, pressure gradient, surface tension, contact angle were considered in 



20 
 

the proposed numerical method. However, an analysis of their role and importance is presented 

in the next section based on the nondimensional parameters governing this problem. 

Since part of this research focuses on the behavior and evolution of liquid interface under 

the influence of different effects, interface tracking is of great importance. Several studies have 

been conducted regarding precision of interface tracking and its improvement in the VOF 

method (Lopez and Hernandez, 2008; Weymouth and Yue, 2010). In the VOF method, tracking 

of the interface is accomplished by solving an advection equation for the volume fraction 

function which is defined as a step function at the interface changing from one to zero. Due to 

using a discontinuous step function for interface tracking, the normal vector calculation could be 

inaccurate, causing difficulties in tracking and sharp-capturing of the interface. Thus, it makes it 

inaccurate to track the interface position and velocity especially at later time instants and in 

surface tension-dominant flows and over unstructured grids (Gerlach et al., 2006, Yang et al., 

2006). 

Two different strategies were mainly used to enhance interface tracking. One is coupling 

the VOF method with the LS method. In the LS method (Osher and Sethian, 1988), an advection 

equation is solved for a LS function, defined as a signed distance function from the interface and 

therefore the interface is where the LS function is zero. Therefore, this smooth continuous 

function has advantages in calculating the interface normal vector and tracking the interface 

position and velocity compared to the step function used in VOF method (Yang et al., 2006, 

Gerlach et al., 2006). However, the LS method is not conservative, tending to lose mass specially 

over coarse grids (Sussman and Puckett, 2000). Since the VOF is a conservative method, a 

coupled VOF and Level-Set (CVOFLS) method is widely used to include the advantages of both 
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methods and was shown to have benefits compared to each method (Sussman and Puckett, 2000, 

Yang et al., 2006). 

The second strategy is improving the interface tracking schemes in the VOF method. This 

was done by a number of researchers using higher-order interface capturing schemes or via new 

techniques for evaluating the interface normal vector (Ubbink and Issa, 1999; Dendy et al., 2002; 

Pilliod and Puckett, 2004 and Wang et al., 2012). Consequently, in this dissertation, we used 

both the VOF method with high-order interface capturing scheme and a CVOFLS method to 

verify the obtained results of interface evolution (shape and position at different time instants). 

The criteria for selection of compressive interface capturing scheme for arbitrary meshes 

(CICSAM) as an interface tracking and capturing method in VOF method are the ability of this 

scheme to capture the interface subjected to strong deformations (as reported by Waclawczyk 

and Koronowicz, 2008), the ability to track the interface over the unstructured grids, and 

capturing the interface as a sharp boundary between phases. It was observed that the interface 

predicted using other capturing schemes is not very sharp and is widen in later time steps. The 

high-resolution interface capturing methods (HRIC) and compressive interface capturing scheme 

for arbitrary meshes (CICSAM) predict more features of the interface with better resolution 

compared to other schemes, such as geometric reconstruction. The ability of HRIC and CICSAM 

schemes in capturing the interface was studied by Waclawczyk and Koronowicz (2008) and the 

interface predictions were compared to experiments. They found that even though both interface 

capturing schemes are capable of predicting the main features of the flow, the CICSAM results 

contains less error (in the form of artificial time shift in pressure history) and are less affected by 

the diffusivity (which results a sharper interface between phases). Therefore, the CICSAM 

scheme was selected in this study as the interface capturing scheme in the VOF method.  
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In order to include the effect of interfacial forces during the infiltration process, the 

continuum surface force (CSF) model developed by Brackbill et al. (1992) was used. For 

simulation of the infiltration process and in order to focus on evolution of the interface, 

infiltration time and void formation, a simplified two-dimensional model was developed since 

there are complicating aspects in a real porous structure such as three-dimensional pore 

connectivity and pore size/shape distributions. There are also limitations in accuracy of interface 

capturing and tracking schemes in three dimensions, especially over unstructured grids, which 

can mask the physical behavior of phases during the infiltration. As to simplifications in 

development of the model, the pores were assumed uniform in size and shape and the surface 

roughness was neglected. The model retains the average geometric features of typical graphite 

foam (figure 2.1a) for impregnation of a pore through a pair of inlet and exit channels, as shown 

in figure 2.1b. The numerical results of the VOF method were verified against the CVOFLS 

method and eventually validated against the experimental results.  

2.4 Governing Equations and Dimensionless Parameters  

In order to illustrate the adopted VOF method, relevant dimensionless parameters were identified 

for the model problem. Pore diameter, d, was selected as the characteristic length and since 

surface tension plays a major role in infiltration, σ/μ was chosen as the characteristic velocity 

(which leads to the characteristic time of μ d/σ ) with σ and μ standing for surface tension and 

dynamic viscosity, respectively. This selection will lead to σ/d as the characteristic pressure and 

μ2/σd as the characteristic density. Equations 2.1 and 2.2 emerge as the dimensionless continuity 

and momentum equations for a Newtonian fluid:  

( ) 0=•∇+
∂
∂ uρ
τ
ρ

,            (2.1) 
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where g  and λ stand for gravitational acceleration and dilatational viscosity, respectively.  

Quantities ρ , p and τ represent nondimensional density, pressure and time, respectively. Also, u 

represents the dimensionless velocity vector (defined as Ud/α with U as velocity), I is the 

identity tensor and superscript T stands for transpose operator. On the right side of the 

momentum equation, the last term represents the surface tension effects for a two-phase flow 

(based on the continuum surface force (CSF) model developed by Brackbill et al., 1992) in 

which i and j indices represent different phases, e.g. liquid and gas, respectively. Quantities αi 

and Ki stand for the volume fraction and the interface curvature of phase i, respectively. The first 

term on the right hand side of equation (2.2) can be rearranged as: 
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to highlight the various dimensionless parameters governing this problem. The capillary (Ca), 

Bond (Bo) and Reynolds (Red) numbers in this problem represent the ratios of the viscous to 

surface tension forces, gravitational to surface tension forces and inertial to viscous forces, 

respectively.  

An estimation of the scales of the three dimensionless parameters is given in table 2.1 for two 

cases. The first case is the infiltration of cyclohexane into a porous structure with an average 

pore size of 400 microns at 20 °C, while the second case represents the infiltration of water into 

a porous medium with an average pore size of 800 microns at 50 °C. A typical velocity of the 

order of 10-2 m/s was assumed for both cases. Silva et al. (2009) was used for the thermophysical 

properties of cyclohexane.  
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The small Bond numbers indicate that gravitational effects are nearly two orders of magnitude 

weaker compared to the surface tension effects. The small values of the capillary number 

indicate that the surface tension effects are significant compared to viscous effects. Therefore, 

surface tension is expected to play the dominant role during the infiltration of liquids into 

micron-size pores. 

Another important parameter in infiltration is the wetting properties of the liquid/surface which 

affect the interface shape and behavior. The contact angle represents the interfacial interaction 

among the liquid, gas and solid phases on the contact line. Considering the contact angle (θ), the 

capillary pressure is defined as dpcap /cos4 θσ=  and the modified dimensionless parameters 

will be defined as:  

modified capillary number:  )cos./(.* θσµUCa =

 
,        (2.4) 

dimensionless time: 
d

t
.
cos..
µ

θστ = ,           (2.5) 

dimensionless pressure: 
θσ cos4

.dP
P

Pp
cap

== ,         (2.6) 

which leads to dimensionless pressure difference in the form of 
θσ cos4

)( dPPp outin −=∆ , while t 

represents time, P stands for pressure and subscripts cap, in and out stand for capillary (pressure) 

and quantities at inlet and outlet of the pore, respectively.  

2.5 Boundary Conditions and Computational Details  

In pore-level analysis, details such as velocity profiles and mass flow rates are not known at 

the inlet and outlet of the pore, as shown in figure 2.1b. The only applicable condition for this 

case is a pressure boundary condition. Thus, an average of the hydrostatic pressure of the liquid 
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at the inlet port was selected as the boundary condition at the inlet. Pressure at the outlet port was 

selected as the ambient pressure, assuming that in a porous structure with interconnected pores, 

the gas can easily escape from the pore under negligible pressure drop during the infiltration. 

However, for infiltration of liquids into the porous structure, the liquid pressure at the inlet varies 

for different pores located at different heights. Furthermore, the pressure at the outlet may vary 

due to pressure drop in discharge of air from the pore. Both conditions cause a variation in 

pressure difference within the pore. Therefore, the variation of the pressure difference within the 

pore was also studied to elucidate the influence of pore pressure difference on the interface 

shape/position and the time duration of infiltration. In cases of having a small pressure at the 

inlet and/or pressure drop in air discharge from the outlet, the pressure difference within the pore 

becomes negligible. This case was also studied as the zero pressure gradient infiltration 

(wicking) during which interfacial forces (resulting from surface tension and contact angle) are 

the major driving forces of infiltration.  

No-slip boundary condition was used on the walls of the pore for each phase. Considering the 

mean free path of the gas (air) at the ambient pressure and 25°C as 67 nm (Jennings, 1988), and 

the characteristic length of 400 µm (pore diameter), the resulting Knudsen number is 

Kn=1.675×10-4 which is smaller than 1, meaning that continuum mechanics and the no-slip 

boundary conditions on the walls of the pore are valid. It should be noted that the mean free path 

is smaller in liquids compared to gases. Therefore, the Knudsen number is even smaller for the 

liquid phase in comparison with the gas phase and no-slip boundary condition remains valid.  

It should be mentioned that the no-slip boundary condition applied to each phase. However, 

the interface between liquid and gas progresses as a result of the driving forces (gravity, pressure 

difference and interfacial forces). Specifically, the surface tension forces are applied to the 
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interface as surface forces and the contact angle between the liquid and walls leads to forces 

acting on the contact points of the interface and the walls. Such forces are mainly responsible for 

the advancement of the interface and were modeled using the continuum surface force (CSF) 

method (Brackbill et al., 1992) and were included in the momentum equation. Furthermore, 

satisfying the continuity equation for each time step of the transient simulation ensures the 

conservation of mass in the VOF-based methods.  

The governing equations for each phase were discretized using second order schemes and 

solved numerically using the finite volume approach. The computational fluid dynamics (CFD) 

package, Fluent 13.0 was used with a pressure-based formulation (Fluent 13.0, 2010). Both VOF 

method with higher order interface capturing scheme (compressive interface capturing scheme 

for arbitrary meshes, CICSAM, Ubbink and Issa, 1999) and CVOFLS method were used and the 

results were compared. For this purpose, a preliminary study was conducted on verification of 

the VOF method incorporated in Fluent package using a classical two-dimensional problem of 

dam-break, well-reported in the literature. The results of this study are presented in Appendix A 

and found to be in agreement with recent findings of dam-break problem. Upon verification of 

the method, the simulations were conducted and further verification (using CVOFLS method) 

and validation (using experimental method) were investigated for the obtained results.  

The liquid phase was defined as an incompressible pure fluid and the infiltration process was 

isothermal (negligible Marangoni effects along the interface between two phases). For the gas 

phase, air was defined as a compressible fluid, even though the pressure changes are small. The 

graphite foam was considered as a solid porous structure and model dimensions were extracted 

from its structure. In this pore-level analysis, the walls of the pore were considered to be 

impermeable according to Klett et al. (2000, 2004) and based on our observation of graphite 
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foam walls obtained from SEM images of the foam samples (figure 2.1a). However, in general, 

depending on the application, the walls can be defined as permeable surfaces, for instance in case 

of infiltration of fibrous structures. 

2.6 Grid Independence Study  

Different unstructured grid systems were generated for the selected two-dimensional model 

and spatial and temporal grid independence was checked using a transient flow through the pore 

model. First, the spatial grid independence was studied for pressure-driven flow of cyclohexane 

through the pore using grids with 18000 to 250,000 quadrilateral cells, as shown in Figure 2.2a, 

and a final grid with 35000 cells was selected. Using the final grid, temporal grid independence 

was studied using different time step sizes under constant pressure difference. The result, 

presented in Figure 2.2b, indicates that time step sizes less than 5 μs are suitable for numerical 

simulations. A time step size of 1 μs was selected and used in future simulations. The grid is 

dense near the walls (compared to the interior of the pore, as shown in Figure 2.2c), thus 

providing higher accuracy in capturing the liquid interface contact point and tracking the 

interface. The simulation of infiltration is transient and continues in time until it reaches the 

steady-state condition of liquid mass exchange through inlet and outlet channels. 

2.7 Results and Discussions  

The effects of different parameters on the interface shape and behavior were studied 

numerically. Most importantly, the interface behavior is greatly affected by the contact angle 

which represents wettability of the porous structure by the liquid. In general, different interface 

shapes and phenomena were observed for wetting liquids compared to non-wetting liquids. The 

shape of the interface changes with the contact angle from concave in wetting liquids to convex 
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in non-wetting liquids. Therefore, results of infiltration of wetting liquids (corresponding to 

hydrophilic surfaces) and non-wetting liquids (corresponding to hydrophobic surfaces) are 

presented separately in sections 2.7.1 and 2.7.2, respectively. For each case, the effect of the inlet 

pressure variation on the interface shape, interface position, and infiltration time was evaluated. 

The role of pressure was finally generalized in each section for infiltration of the pore with 

wetting and non-wetting liquids. 

2.7.1 Infiltration of Wetting Liquids  

For wetting liquids (corresponding to hydrophilic walls, θ < 90°), the interface generally 

has a concave shape and tends to wet the walls. However, a detailed consideration of the 

interface behavior and capillary forces is helpful in understanding the different phenomena that 

occur during infiltration such as wicking, interface pinning and fingering. These phenomena are 

responsible for the possibility of infiltration, formation of voids and void content within the pore.  

A case of θ=30°, d=400 μm, 3108×=ρ , σ = 0.025 N.m-1 and dimensionless pressure 

difference of 3.0)cos4/()( =−=∆ θσdPPp outin  (representing the infiltration of cyclohexane into 

graphite foam) was selected first to study the interface behavior and capillary pressure variations. 

For this case, the contours of the liquid volume fraction, exhibiting the evolution of the interface 

during the infiltration, are given at selected time instants in figure 2.3 and qualitative temporal 

variation of the capillary pressure as the main driving force of infiltration of wetting liquids is 

presented in figure 2.4. In a liquid with constant surface tension (due to isothermal infiltration) 

and contact angle, the capillary pressure is proportional to the interface curvature. Thus, figure 

2.4 also presents the qualitative variations of the interface curvature.  
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The shape of the interface is concave and the meniscus shape and curvature remain 

unchanged at the early instants of infiltration when the liquid is entering through the inlet 

channel with a constant diameter and thus the capillary pressure remains constant (figure 2.3a). 

Liquid and gas phases are identified as red and blue colors, respectively. Since the inlet channel 

diameter is smaller than the pore diameter, the interface curvature and the resulting capillary 

pressure are higher when the meniscus is at the inlet channel (between points 1 and 2 in figure 

2.4).  

When the contact line touches the intersection of the inlet channel and the pore, progress of the 

interface stops temporarily, while a reduction of the interface curvature is observed. In fact, an 

interface temporary pinning occurs before the expansion from the inlet channel to the pore 

(figure 2.3b). A time-resolved evolution of the liquid interface shape and position is given in 

figure 2.5a for the liquid flow through the expansion at the intersection of the inlet channel to the 

pore. This reduction in curvature continues until the interface becomes flat (figure 2.3c). This 

curvature reduction reduces the capillary pressure to zero (point 2 to 3 in figure 2.4). After this 

point, the liquid starts expanding into the pore space while the interface is slightly convex (figure 

2.3d). This will cause a slight negative capillary pressure (due to convex interface) and will 

continue for a brief period (from point 3 to 4 in figure 2.4) until the interface starts to progress on 

the walls again. Then, the shape of the interface starts changing again. In fact, the shape of the 

interface after this instant is two symmetric concave meniscuses connected together smoothly on 

the convexity at the middle of the interface, as shown in figure 2.6a. Interestingly, the velocity 

distribution for the interface at this instant exhibits the wetting behavior of the liquid due to the 

wall adhesion forces, as the interface velocity is higher near the walls compared to the bulk 

region of the pore. Accordingly, each meniscus at this time is moving mainly toward wetting the 
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walls of the pore, and not tending to fill the bulk of the pore, as figure 2.6b depicts the velocity 

distribution of the interface during this time period (for θ=30°).  

Progression of the two meniscuses causes a reduction in the interface convexity and 

increases the capillary pressure again until the interface becomes nearly flat again as shown in 

figure 2.3e (from point 4 to 5 in figure 2.4). From this point on, the progress of the interface on 

the walls makes the interface concave again (figures 2.3f and g). This concavity is resulting from 

wall adhesion, i.e. the liquid tendency to wet the walls causing the interface to curve inward and 

have a meniscus shape. The capillary pressure increases and becomes positive again due to 

concave interface providing a driving force for the infiltration while the pore is being infiltrated. 

However, due to lower curvature of the interface within the pore (due to larger pore diameter 

than inlet channel), the resulting capillary pressure is smaller compared to the inlet channel (from 

point 5 to 6 in figure 2.4). As the interface progresses on the walls of the pore, it reaches the 

upper corner of the outlet channel intersection with the pore and is pinned there at one end, while 

the other end of the interface continues progression on the bottom wall (figure 2.3g, h and i). 

This progress in one end causes the interface curvature to increase due to the geometry of the 

pore. Thus, the capillary pressure increases as shown between points 6 and 7 in figure 2.4. This 

progress continues until the free end of the interface touches the other connecting corner of the 

outlet channel and the pore (figure 2.3k). At this time instant, the interface curvature and 

capillary pressure are maximum due to the geometry of the pore and the wetting nature of the 

liquid (point 7 in figure 2.4).  

At this moment, another interface temporary pinning (and reduction of interface curvature) 

occurs while the liquid is experiencing a contraction flowing from the pore into the outlet 

channel. Temporal evolution of the interface during this temporary pinning is presented in figure 
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2.5b. As the interface curvature reduces, the liquid starts filling the outlet channel slowly (figure 

2.3l) and the interface curvature and capillary pressure return to same levels as the inlet channel 

since the channels sizes are the same (between points 7 and 8 in figure 2.4). Upon filling the 

outlet channel, the infiltration process is complete.  

As a general behavior, during the infiltration, the liquid’s tendency for wetting the walls 

makes the walls wet before occupying the bulk of the pore. Consequently, the meniscus 

surrounds the air in the bulk of the pore (figure 2.3h, i and j) and pushes the air outward through 

the outlet channel. Therefore, the pore will be entirely infiltrated with the liquid and there is no 

void formation in this case. It should be noticed that among the driving forces in this problem, 

the capillary pressure plays the major role for wetting liquids. In addition, it dynamically changes 

with the interface curvature. The interface curvature changes from concave to convex at some 

moments although the liquid is wetting and the convex interface produces negative capillary 

pressure resisting infiltration (from point 3 to 5 in figure 2.4, i.e. expansion from the inlet 

channel to the pore). Similar phenomenon was reported by Broesch and Frechette (2012) based 

on their experimental observations on pinning and interface curvature changing from concave to 

convex for liquid bridges in slit pore geometries with variation of the aspect-ratio. Also, Sui and 

Spelt (2011) studied the flow of a viscous, wetting liquid in a tube including the inertial, viscous 

and capillary effects. They reported a change in the interfacial curvature from concave to convex 

at the center of the tube, with increasing of the Reynolds number.  The infiltration process is 

continued even though the capillary pressure is negative since in addition to the capillary forces, 

the liquid is also under the influence of the pressure difference and dynamic pressure. As a result, 

the total pressure can be considered as the net driving force of the infiltration process. Since the 

velocities are relatively small (of order of 10-1 to 10-2 m.s-1 for this problem), the dynamic 
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pressure has a minor effect. Thus, the variation of capillary pressure and pressure difference 

affect the infiltration behavior markedly. Therefore, these effects can be summarized using the 

dimensionless pressure difference (pressure difference divided by capillary pressure) which are 

presented in sections 2.7.1.1 and 2.7.1.2.  

Furthermore, temporary pinning of the interface was observed in two situations during the 

infiltration of the pore. The first case is when the liquid is experiencing an expansion entering the 

pore through the inlet channel. The second case is when the liquid contracts while flowing from 

the pore into the outlet channel. Temporary pinning of the interface, as shown for the expansion 

and contraction cases in figures 2.5a and b, respectively, was also observed in wicking flow 

through microchannels by Mehrabian et al. (2011) and on micropillar edges by Berthier et al. 

(2009).  

2.7.1.1 Infiltration in the Absence of Pressure Gradient (Wicking Flow)  

For wetting liquids, infiltration may occur under zero pressure gradient and be governed by 

capillary forces, known as wicking flow. In wetting liquids, the capillary forces favor infiltration 

in combination with the pressure difference and dynamic pressure, as it was shown in figure 2.3 

for a case of a positive pressure difference. Depending on the balance of the total pressure 

components, the infiltration may occur even in the absence of a pressure gradient in the pore. 

Under such condition, the motion of the liquid is driven by the capillary pressure generated by 

interface curvature (concave) known as wicking.  

The zero pressure gradient infiltration was investigated by applying the same pressure at 

the inlet and outlet channels. The results are presented in figure 2.7 in the form of the liquid 

fraction contours at selected time instants for θ=30° with cyclohexane as the liquid. In the 

absence of the pressure gradient, infiltration occurs due to the capillary pressure. However, the 
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capillary pressure (as qualitatively discussed by figure 2.4) can be negative when the liquid is 

expanding into the pore through the inlet port (between points 3 and 5 in figure 2.4) and the 

interface is convex. During that period, infiltration continues if the dynamic pressure can 

overcome the negative capillary pressure. In fact, the total pressure as the net driving force of 

infiltration can be defined for this case as:  

2
2
1cos.. UKPPP dyncaptotal ρθσ +=+= ,          (2.7) 

where K stands for the interface curvature, U represents the interface velocity and infiltration 

takes place when 0>totalP . The subscripts dyn and total represent the dynamic and total 

pressure.  

In order to consider the effect of the contact angle on wicking through the pore, different 

numerical analyses were performed using the same liquid properties and different contact angles. 

It was concluded that increasing the contact angle increases the curvature (as well as negative 

capillary pressure) during the period when the liquid is expanding into the pore that is 

accompanied with a decrease of velocity; thus the total pressure decreases with increasing the 

contact angle. Therefore, wicking through the pore occurs only for a narrow range of contact 

angles. For the pore geometry considered in this problem, wicking happens when the contact 

angle is less than 38°. For higher values of the contact angle, when the liquid enters the pore, the 

curvature increases while the interface is convex. This will produce a negative capillary pressure, 

acting against infiltration (figure 2.8b, c for the contact angle of θ=45°). As the liquid is entering 

the pore and convexity of the interface increases, the negative capillary pressure decreases until 

its value becomes equal to the dynamic pressure. Due to this balance, the total pressure vanishes 

and the progress of the interface is terminated (figure 2.8d) causing the velocity components and 

accordingly the dynamic pressure diminish to zero. With the dynamic pressure nonexistent, 
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negative capillary forces become dominant causing the interface to retreat (figure 2.8e, f). The 

interface then becomes unstable and recedes. Upon retreating into the inlet channel, the interface 

becomes slightly concave again and produces positive capillary pressure (figure 2.8g). This will 

cause a slight oscillation of the interface until it finally reaches a new equilibrium flat state and is 

pinned there permanently. Upon permanent pinning, both terms of the capillary and dynamic 

pressures will vanish to zero due to zero interface curvature (for flat interface) and zero interface 

velocity (figure 2.8h, i).   

2.7.1.2 Effect of the Pore Pressure Difference (Wetting Liquids)  

Variation of the inlet pressure (e.g. due to variation of liquid pressure with height) affects 

the pressure difference within the pore (ΔP). With negligible gravitational effects, the 

combination of the pressure difference, capillary pressure and dynamic pressure acts as the 

driving force of infiltration. As the ratio of pressure difference to capillary pressure, the 

dimensionless pressure will summarize the effects of the pressure difference and capillary 

pressure during infiltration. Variation of pore pressure difference not only influences the 

interface shape and position, but also affects the time duration of the infiltration process. As one 

can contrast the infiltration time instants between figures 2.3 and 2.7, reduction of the pressure 

difference increases the infiltration time. The interface shape and position within the pore are 

presented at t=500 μs in figure 2.9 under various inlet pressure conditions for the contact angle 

of θ=30°. As observed from figure 2.9, upon increasing the inlet pressure (i.e. pressure 

difference), the interface shape and position are highly affected and the amount of infiltrated 

liquid during the 500 μs rises. In effect, the pore infiltration time decreases with increasing the 

pressure difference.  
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In order to establish the relation between the pressure difference and pore infiltration time, 

several numerical simulations were performed for different values of the contact angle and 

pressure difference and the results are presented in figure 2.10a. For a constant value of the 

contact angle, the infiltration time decreases with increasing pore pressure difference. The 

infiltration time was defined as the time instant when the liquid interface passes through the 

outlet boundary. For high values of the pressure difference, same behavior is observed for 

different values of the contact angle. This is because for high values of pressure difference, it 

dominates other driving forces and overshadows their effects.   

Using nondimensional time and pressure relations, as defined by equations 2.4–2.6, the 

results of various analyses with different contact angles, pressure differences and pore diameters 

collapse into a single curve representing the general infiltration behavior (time vs. pressure) as 

shown in figure 2.10b. When the dimensionless pressure difference approaches zero, the 

infiltration time approaches infinity asymptotically. The physical interpretation of this behavior 

is permanent pinning of the interface for such cases. This behavior can be explained by 

considering the total pressure of the liquid: 

2
2
1cos.. UKPPPPP dyncaptotal ρθσ ++∆=++∆= .        (2.8) 

The capillary and dynamic pressures depend on the interface curvature and velocity, 

respectively. To maintain infiltration, the total pressure should remain positive as the net driving 

force. Since the dynamic pressure is always positive and capillary forces of wetting liquids help 

infiltration, the total pressure usually remains positive. The only situation during which the 

capillary pressure becomes negative (acting against infiltration) is when the liquid is entering the 

pore through the inlet channel and the interface is convex as discussed in figure 2.4. For wetting 

liquids with small contact angles, the amount of this negative capillary pressure is not 
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considerable due to the smooth interface curvature at that moment. Therefore, the total pressure 

during that period remains positive due to the positive dynamic pressure term. Even for small 

negative values of the pressure difference, the total pressure can remain positive and this is the 

reason infiltration can occur under such conditions for wetting liquids as shown in figures 2.10a 

and b.  

Further reduction of negative pressure difference (due to a decrease in pressure difference 

or an increase in curvature of the interface) will drive the total pressure to zero and negative 

values. When the total pressure reaches zero, the interface stops progressing and the velocity 

components go to zero as well as the dynamic pressure. Losing positive dynamic pressure 

changes the force balance on the interface and it retreats until it goes back to an equilibrium state 

between the pressure difference and capillary pressure, ensued by permanent pinning of the 

interface. Interface pinning was studied by Koplik et al. (1985), Narayan and Fisher (1993), 

Delker and Pengra (1996) and observed in spontaneous imbibition by Dube et al. (2001). The 

pressure balance after permanent pinning of the interface can be described as:  

0cos.. =+∆=+∆= θσKPPPP captotal ,          (2.9) 

which leads to:  

θσ cos
PK ∆

−= ,             (2.10) 

(ΔP being negative) as the interface curvature for the permanent pinning. Upon decreasing the 

pressure difference, the permanent pinning of the interface occurs at higher interface curvatures, 

i.e. closer to the inlet channel. When the negative pressure difference is equal to the inlet channel 

capillary pressure, the total pressure is zero at the inlet channel and therefore, interface 

permanent pinning occurs at the inlet channel without any liquid entering the pore. From this 
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point forward, further reduction of negative pressure difference will cause the total pressure to be 

negative at the inlet channel. Under this condition, infiltration cannot occur since the negative 

pressure difference is strong enough to overcome the inlet channel capillary pressure and drive 

the liquid meniscus backward. Therefore, according to equation 2.9, the criterion for infiltration 

can be identified as  

( ) incap
in

in P
d

KP ,
cos.4cos.. −=−=−>∆

θσθσ .         (2.11) 

This criterion is presented schematically in figure 2.10c. Since the interface curvature and 

velocity magnitude are changing with time and position, the total pressure changes temporally 

and spatially during the evolution of the liquid front. Thus, at any moment/location that the total 

pressure goes to zero, the interface progress will be impeded and permanent pinning will occur. 

In other words, the total pressure may dynamically reduce from a positive amount at the inlet 

channel (with maximum capillary pressure) to zero due to change of the interface shape and 

curvature (from concave to convex) which can lead to interface permanent pinning. Permanent 

pinning of the interface within the pore is shown in figure 2.11 for a pressure difference of -20 

Pa and θ=30° is shown in figure 2.11, whereas the flow arrest, retreat and permanent pinning 

within the inlet channel is given in figure 2.12 for a pressure difference of –40 Pa and θ=30°. 

2.7.2 Infiltration of Non-Wetting Liquids  

For non-wetting liquids (corresponding to hydrophobic surfaces) unlike wetting liquids, the 

contact angle is greater than 90° and the interface generally has a convex shape which leads to 

negative capillary pressure, acting against infiltration. Since gravitational effects are negligible 

and dynamic pressure is small, a positive pressure difference is always necessary to overcome 

negative capillary pressure in order to promote infiltration.  
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As a general behavior for non-wetting liquids, the interface shape is convex and is not 

tending to wet the walls of the pore.  Accordingly, the interface progresses mainly toward filling 

the bulk of the pore during infiltration, especially for relatively high pressure differences which 

leads to higher values of interface velocity. When the interface progresses more toward the bulk 

of the pore, there is a possibility of air entrapment and void formation in the pore. The roles of 

the pressure difference, capillary pressure and dynamic pressure are discussed in section 2.7.2.1. 

The air entrapment and void formation within the pore is presented in section 2.7.2.2.  

2.7.2.1 Effect of Pore Pressure Difference (Non-Wetting Liquids)  

Since the interface is convex and the capillary pressure is negative for non-wetting liquids, 

infiltration will not occur in the absence of pressure gradient and therefore there is no wicking 

flow. Infiltration occurs when 0>++∆= dyncaptotal PPPP  which implies that a positive pressure 

difference greater than the negative capillary pressure needs to be established. Furthermore, 

small capillary and Bond numbers (of the order of 10-4 and 10-2, respectively, according to table 

2.1) suggest that viscous and gravitational forces are not significant compared to interfacial 

forces. Thus, the pressure drop and interfacial forces play the main roles during the pore 

infiltration.  

For a wall contact angle of θ=120° and dimensionless pressure difference of Δp=10, the 

instantaneous contours of the liquid volume fraction are displayed in figure 2.13. As observed 

from figure 2.13, the interface remains convex and no interface pinning was observed. The 

interface is advancing toward the interior of the pore (and not wetting the inner walls of the pore) 

due to the pressure difference and its convexity (θ > 90°) which leads to a fingering phenomenon 

at pore level (as shown in figure 2.13b, c and d). In this case, advancement of the interface 
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continues until the interface impinges the wall of the pore opposite to the inlet channel (figure 

2.13e). Then, the interface advances in other directions, mainly toward the outlet (figure 2.13e 

and f). Due to the shape of the interface and its impingement on the wall of the pore, a portion of 

air is trapped within the pore in the form of an air bubble and it persists as a stable void (blue 

color areas in figure 2.13g, h and i). 

Pore pressure difference influences the interface curvature (shape) and velocity as well as 

the void content in the pore. The effect of the pressure difference on the shape of the interface 

and its position is shown in figure 2.14 for a contact angle of 120° after 0.5 ms. It is concluded 

that a higher value of the pressure difference will increase the interface velocity and decrease the 

infiltration time. Moreover, when the interface velocity is high, it advances through the pore 

quickly (fingering-like phenomena) and its impingement on the wall leads to the entrapment of a 

larger portion of air within the pore. 

The pore infiltration process was investigated for different values of the pressure difference 

and contact angles (greater than 90°) and the nondimensional infiltration time are presented 

versus the dimensionless pressure along with general infiltration criterion for non-wetting liquids 

in figure 2.15. As observed, increasing the pressure difference lowers the infiltration time, 

whereas decreasing the pressure difference reduces the void content of the pore. In fact, reducing 

the pressure difference causes the interface to progress on the walls and in the interior of the pore 

with nearly the same pace. Therefore, less air is entrapped under moderate values of the pressure 

difference. 

Contours of the liquid fraction during the pore infiltration for θ > 90° and a pressure 

difference of ǀΔpǀ=5 (in contrast with pressure difference of ǀΔpǀ=10 in figure 2.13) are given in 

Figure 2.16. One should notice that the nondimensional pressure difference and infiltration time 
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as defined by equations 2.5 and 2.6 are negative due to θ > 90°. Thus, the magnitude of the 

pressure difference was used in the discussion. As observed from figure 2.16, for moderate 

values of the pressure difference, the size and position of the void is different than the cases of 

high pressure difference, shown in figure 2.13.  

When the value of the pressure difference decreases further, the pore infiltration time 

approaches infinity which corresponds to interface permanent pinning. It should be noticed that 

permanent pinning for non-wetting liquids always occurs under positive pressure differences 

since the capillary pressure is always negative. Therefore, the total pressure goes to zero under 

positive values of the pressure difference and the permanent pinning of the interface occurs as 

equilibrium between the pressure difference and capillary pressure. A case of permanent pinning 

of the interface for a contact angle of 120° and a pressure difference of ǀΔpǀ=2 is shown in figure 

2.17. Further reduction of the pressure difference causes a negative total pressure due to negative 

capillary pressure and moves the interface backward in the inlet channel, and no infiltration will 

be realized. Similar to figure 2.10b, the general criterion for infiltration is depicted schematically 

in figure 2.15b. It should be noticed that the total pressure consists of three components of 

pressure difference that is constant, the dynamic pressure that varies with velocity and the 

capillary pressure that changes with the interface curvature.  

2.7.2.2 Formation of Voids (Non-Wetting Liquids)  

As observed in figures 2.14 through 2.17, for non-wetting liquids, the variation of pressure 

does not influence the convex shape of the interface. However, it affects the void content of the 

pore through influencing the interface progress. Void formation mainly depends on the fingering 

phenomenon in the pore. When fingering occurs, the void content is noticeably greater due to the 

advancement of the convex interface in the interior of the pore and its impingement on the wall 



41 
 

of the pore. Void content in this case depends on the interface velocity and interfacial effects 

(surface tension and contact angle). Since the interface velocity is variable at different points and 

time instants, a characteristic velocity should be defined to characterize the interface velocity 

during infiltration. This characteristic velocity can be defined as the mean flow front velocity 

through the porous structure, which is identified as the liquid penetration distance, L, as shown in 

figure 2.18 divided by the infiltration time.  

Using this characteristic velocity, the void content can be related to the modified capillary 

number, Ca*, since the capillary number takes into account the characteristic velocity, viscosity, 

surface tension and contact angle. Therefore, void content was correlated with the modified 

capillary number for different cases of the contact angle and pore pressure gradient and the 

results are summarized in figure 2.19. One should notice that the modified capillary number for 

non-wetting liquids is negative for the contact angles being greater than 90°. 

As discussed in section 2.7.2.1, the void content within the pore rises with increasing the 

pressure difference due to pore-level fingering phenomenon. Increasing the pressure difference 

within the pore increases the interface convexity and boosts its velocity while it is progressing 

quickly through the pore like a fluid column or finger. This expedites the liquid impingement on 

the wall of the pore and leads to entrapment of a larger portion of air at the bottom part of the 

pore, e.g. higher void content in the porous structure.  

As a result, for higher values of the modified capillary number, the occurrence of the 

fingering phenomenon is more likely which leads to higher void contents. Below the modified 

capillary number of nearly –0.25, fingering was not observed in the pore and there is no void 

formation. Above that value, the void content of the pore increases noticeably due to the 
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fingering phenomenon. Same void formation behavior was reported by Rohatgi et al. (1993), 

Kang et al. (2000), and Park et al. (2011).  

2.8 Numerical Verification of the Results  

To obtain the numerical results and investigate the interface behavior, the VOF method 

was used with higher-order interface capturing schemes, mainly CICSAM (compressive 

interface capturing scheme for arbitrary meshes). Since tracking and capturing the interface is of 

great importance, the numerical results were verified using the CVOFLS method as another 

conservative method in modeling immiscible multiphase flows. As shown in figure 2.20, 

comparison of the interface evolution (shape and position of liquid interface at different time 

instants for wetting and non-wetting liquids) predicted using two numerical methods (the VOF 

method with higher-order capturing scheme versus the CVOFLS method) reveals a good 

agreement in the interface shape/position during infiltration.  

Furthermore, the values of the pore infiltration time and void content predicted by the VOF 

and CVOFLS methods are compared in table 2.2. As one can observe from Figure 2.20, the 

interface shapes at different time instances have slight differences. However, these slight 

differences do not affect the general characteristics of the pore infiltration as summarized in table 

2.2. In effect, there is relatively good agreement between the results of the two methods with the 

CVOFLS technique consistently predicting a slower rate of infiltration. Further experimental 

validation is presented in section 2.9.  

2.9 Experimental Validation of the Results  

For validation purposes, the present numerical predictions were compared to the 

experimental and theoretical results of horizontal wicking flow through a horizontal network of 
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pores in series (i.e. no pressure gradient and no gravitational effects). Firstly, numerical results of 

liquid penetration length into networks of pores in series with different number of pores were 

obtained. A typical two-dimensional model of 4 pores in series and the penetration length, L, are 

shown in figure 2.18. The penetration length versus time data was extracted from the numerical 

simulations and is shown in figure 2.21. A power-law curve fit to these data reveals that the 

penetration length is proportional to t0.555 which is qualitatively in accordance with the 

Washburn’s equation (Washburn, 1921).  

Considering cylindrical capillaries, Washburn (1921) found that the instantaneous liquid 

penetration length, L, into a horizontal capillary is proportional to the square root of the elapsed 

time, t, and derived the following equation,  

trL 







=

2
cos2 θ

µ
σ ,             (2.12) 

in which r stands for the radius of the capillary.  

The deviation of predictions of the present model from the Washburn’s equation originate 

from the fact that in this study, the liquid is penetrating on the periphery of cylindrical capillaries 

and not along them. Thus, the instantaneous radius of the capillary is not constant. Consequently, 

we proposed a modified Washburn equation for the penetration length in the form of  

tCL w 







=

2
cos2 θ

µ
σ ,             (2.13) 

in which Cw has dimensions of length, standing for correction of the variable radius of the 

capillaries for the wicking flow across the pores and along the inter-connecting channels between 

the pores. The average value of Cw was found to be 7.66×10-6 m, based on the obtained numerical 

results of wicking flow through a network of pores in series (i.e. penetration length versus time). 
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The comparison of the modified Washburn equation (equation 2.13) with the numerical 

predictions of the liquid penetration length versus the elapsed time is also given in figure 2.21.  

Furthermore, the liquid penetration length as a function of the elapsed time was measured 

experimentally for the case of horizontal wicking flow through samples of graphite foam. The 

average pore size of the graphite foam is 400 μm and its porosity is 75% (PocoFoam®, Poco 

Graphite Inc., 2012). Based on these specifications, the number of pores in series was estimated 

for different samples of graphite foam and horizontal wicking flow through the foam was 

investigated experimentally. An experimental setup (shown schematically in figure 2.22a) was 

arranged for unidirectional flow of cyclohexane (as the liquid with a contact angle of about 30° 

with graphite) into the foam samples. Liquid flows from a reservoir full of cyclohexane that is 

maintained at a constant level.  The liquid discharges to an empty reservoir at the opposite side 

of the sample, thus establishing a unidirectional horizontal wicking through the sample. The 

graphite samples have a thickness of 10 mm in order to minimize the pressure difference in the 

vertical direction within the penetrating liquid. The reservoirs and the graphite sample are 

exposed to the ambient from the top side (as observed by the camera, figure 2.22a). Thus, liquid 

penetration is driven by interfacial forces, whereas gravity and pressure gradient play negligible 

roles during infiltration. Experimental measurements of the liquid penetration time and length 

were performed using video recording of wicking flow through the porous structure and frame 

analysis of the recorded videos for various experiments over three different samples of graphite 

foam. Selected picture frames of liquid penetration into one of graphite foam samples are 

presented in figure 2.22b.  

Finally, liquid penetration length and time measurements during the horizontal wicking 

flow were compared to the numerical and theoretical (modified Washburn equation) models as 



45 
 

presented in figure 2.23. Generally, good agreement was found among the numerical, 

experimental and theoretical results. For each experimental measurement, the penetrating liquid 

interface is not flat. Thus, variations in each of the experimental measurements are noted due to 

the randomness of the pore diameter, pore density and pore connections within the graphite foam 

samples. In addition, the graphite foam is not homogeneous and factors such as pore size 

distribution, impurities and dead-end pores in the structure of graphite foam (with 96% open 

porosity) are the main reasons why the liquid front is not flat. These variations of flow 

penetration lengths at each time instant, resulting from the curved shape of penetrating liquid 

interface, are presented in figure 2.23. Furthermore, the experiment was repeated four times to 

ensure repeatability and obtain the uncertainties associated with liquid penetration length 

measurements, as shown in figure 2.24 (Moeini Sedeh and Khodadadi, 2013D). In conclusion, 

the general behavior of penetration length versus time is in agreement with the numerical model 

and the modified Washburn equation.  

2.10 Conclusions  

Infiltration of wetting and non-wetting liquids was investigated at the pore level using the 

VOF method. The time-dependent evolution of the interface (liquid front) was investigated 

numerically for both wetting and non-wetting liquids. The effect of different driving forces and 

interfacial effects (especially wettability) on infiltration process and liquid interface behavior 

was studied.  

The concave shape of the interface and its time-dependent variation during infiltration of 

wetting liquids was investigated as well as the temporary and permanent pinning of the interface. 

The infiltration criterion for wetting liquids was studied and the global infiltration time versus 

pressure was obtained using dimensionless quantities. Infiltration under zero pressure gradient 
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(and no gravity, i.e. horizontal liquid penetration into porous structure), also known as wicking 

flow was studied for wetting liquids.  No void formation was observed for wetting liquids, due to 

the high tendency of the liquid to wet the walls of the pore (θ < 90°). However, it should be 

noted that void formation might occur due to vaporization during infiltration (not considered in 

this dissertation).  

Likewise, the interface behavior was studied for non-wetting liquids. The proposed 

numerical method was capable of tracking the interface and predicting the formation of the void 

within the pore that exhibited a fingering-like phenomenon in the pore. The volume and 

distribution (shape) of the voids (air pockets) in the pore was predicted for non-wetting liquids 

and correlated to the modified capillary number.  

The numerical results were also verified against those obtained from the CVOFLS method, 

known to have higher accuracy in capturing the interface. The predicted time-evolving liquid 

interfaces based on these two methods and pore infiltration time were compared and found to be 

in good agreement. Moreover, the numerical results of horizontal wicking flow through the 

network of pores in series (no pressure gradient and no gravity) were validated against the 

experimental results of unidirectional horizontal wicking of cyclohexane into graphite foam 

samples and theoretical results based on the Washburn equation. Good agreement was found 

between the numerical, experimental and theoretical results.  
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Table 2.1  Comparison of the dimensionless parameters for two infiltration cases 

Case Properties Ca † Bo Red † 

Cyclohexane 
infiltration, 
d=400 μm 
T=20 °C 

ρ= 778.7 kg.m-3 
σ= 0.025 N.m-1 
μ = 9.8467×10-4 
kg.m-1.s-1 

3.94×10-4 4.89×10-2 3.16 

Water 
infiltration, 
d=800 μm 
T=50 °C 

ρ= 987.7 kg.m-3 
σ= 0.072 N.m-1 
μ = 5.3185×10-4 
kg.m-1.s-1 

7.39×10-5 2.15×10-2 7.43 

†  Based on a typical velocity of 0.01 m.s-1 for liquid flow during the infiltration process 
and 9.81 m.s-2 for gravitational acceleration.  
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Table 2.2  Comparison of pore infiltration time predicted by the VOF and CVOFLS methods  

Pore 

diameter,  

d, μm 

Contact 

angle,  

θ, degrees 

Pore pressure 

difference, ΔP, 

Pa 

Pore infiltration 

time, VOF method, 

μs 

Pore infiltration 

time, CVOFLS 

method, μs 

Deviation,  

% 

400 30 0 3990 4200 5.26 

400 30 100 2485 2550 2.62 

400 60 200 2300 2410 4.78 

400 120 400 2500 2640 5.6 
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(a) 

 

(b) 

 

 

Figure 2.1 (a) Scanning electron microscope (SEM) image of graphite foam (PocoFoam®) with 

interconnecting pores and average pore size of 400 μm and 75% porosity, (b) Simplified two-

dimensional model of the pore based on the geometric features of the porous structure.   
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(a) 

 

(b) 

 

(c) 

 
 

Figure 2.2 (a) Spatial grid independence study, (b) temporal grid independence study, and (c) 

detailed view of the grid  
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(a) t=0.05 ms, τ=2.75 (b) t=0.071 ms, τ=3.9 (c) t=0.109 ms, τ=6 

   
(d) t=0.25 ms, τ=13.75 (e) t=0.53 ms, τ=29.13 (f) t=0.79 ms, τ=43.4 

 

   
(g) t=1 ms, τ=55 (h) t=1.5 ms, τ=82.45 (i) t=2 ms, τ=110 

   
(j) t=2.3 ms, τ=126.4 (k) t=2.38 ms, τ=130.8 (l) t=2.71 ms, τ=149 

 

Figure 2.3 Evolving liquid fraction distribution (flow front) during the infiltration of 

cyclohexane into a graphite pore for the wall contact angle of 30° and pressure difference of 65 

Pa (Δp= 0.3) at different time instants (τ represents dimensionless time). 
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Figure 2.4 Qualitative variation of the capillary pressure with time during pore infiltration. 

Since for a liquid with constant surface tension and contact angle, the capillary pressure is 

proportional to the interface curvature, the qualitative variation of interface curvature is the 

same. Pcap,in represents the capillary pressure in the inlet channel corresponding to interface 

curvature of 4/din . 
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(a) Time instants of 50 to 110 μs in 10 μs intervals (b) Time instants of 2380 to 2440 μs in 20 μs intervals 

Figure 2.5 Interface positions during the interface temporary pinning for: (a) the liquid 

expansion flowing from the inlet channel to the pore and (b) the liquid contraction at the 

intersection of outlet channel to the pore.  
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(a) t=270 μs (τ=14.84), θ=30° (b) t=270 μs (τ=14.84), θ=30° 

Figure 2.6 (a) Details of the interface shape and curvature after expansion from the inlet channel 

and (b) the velocity vectors along the interface (vector length is proportional to velocity 

magnitude).  
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(a) t=0.05 ms, τ=2.75 (b) t=0.25 ms, τ=13.75 (c) t=0.504 ms, τ=27.7 

   
(d) t=1.5 ms, τ=82.45 (e) t=2.5 ms, τ=137.4 (f) t=3.15 ms, τ=173.15 

Figure 2.7 Evolving liquid fraction distribution (flow front) during infiltration for a wall contact 

angle of 30° and zero pressure gradient (wicking flow) at selected time instants.  
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(a) t=0.05 ms, τ=3 (b) t=0.2 ms (c) t=0.39 ms 

   
(d) t=0.5 ms (e) t=0.7 ms (f) t=0.8 ms 

   
(g) t=0.85 ms (h) t=1 ms (i) t=5 ms 

Figure 2.8 Evolving liquid fraction distribution (flow front) during the zero pressure gradient 

infiltration (wicking flow) for a wall contact angle of 45° at selected time instants.  
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Figure 2.9 Position and shape of the interface at t=500 μs and θ=30° for different values of the 

dimensionless pressure difference.  
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(a) 

 

(b) 

 

(c) 

 

Figure 2.10  (a) Infiltration time versus pressure difference in wetting liquids for different 

contact angles, (b) Generalized infiltration behavior using nondimensional time versus pressure 

and (c) Pore infiltration criterion along with permanent pinning regions for wetting liquids.  
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θ = 60° 
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(a) t=0.2 ms (b) t=1.6 ms (c) t=5.0 ms 

Figure 2.11  Permanent pinning of liquid interface within the pore under a pressure difference of 

–20 Pa and a contact angle of 30°.  
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(a) t=0.2 ms (b) t=0.5 ms (c) t=0.8 ms 

   
(d) t=1.1 ms (e) t=3.0 ms (f) t=6.0 ms 

Figure 2.12  Permanent pinning of the interface within the inlet channel under a pressure 

difference of -40 Pa with interface recession (contact angle is 30°).  
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(a) t=0.312 ms, τ=14 (b) t=0.625 ms, τ=28 (c) t=1.25 ms, τ=56 

   
(d) t=1.65 ms, τ=74 (e) t=1.805 ms, τ=81 (f) t=2.05 ms, τ=92 

   
(g) t=2.45 ms, τ=110 (h) t=3.565 ms, τ=160 (i) t=6 ms, τ=269.2 

Figure 2.13  Evolving liquid fraction distribution during infiltration of the pore for the wall 

contact angle of 120° and a pressure difference of ǀΔpǀ=10 at different time instants.  
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Figure 2.14  Position and shape of the interface at t=500 μs and θ=120° for different values of 

the dimensionless pressure difference.  
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(a) 

 

(b) 

 

Figure 2.15  (a) Pore infiltration time versus pressure difference for non-wetting liquids 

(nondimensional variables), and (b) Schematic diagram of pore infiltration criterion along with 

the permanent pinning regions.  

 

θ = 105° 

θ = 120° 

θ = 135° 
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(a) t=1.25 ms, τ=56 (b) t=1.65 ms, τ=74 (c) t=1.9 ms, τ=85.12 

   
(d) t=2.1 ms, τ=94.08 (e) t=2.2 ms, τ=98.56 (f) t=2.3 ms, τ=103.04 

   
(g) t=2.45 ms, τ=110 (h) t=2.6 ms, τ=115.56 (i) t=5 ms, τ=224 

Figure 2.16  Evolving liquid fraction distribution during infiltration of the pore for a wall contact 

angle of 120° and a pressure difference of ǀΔpǀ=5 at different time instants.  
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(a) t=0.25 ms, τ=14 (b) t=0.5 ms, τ=28 (c) t=1.5 ms, τ=84 

   
(d) t=2 ms, τ=112 (e) t=3 ms, τ=168 (f) t=5 ms, τ=280 

Figure 2.17  Evolving liquid fraction distribution highlighting the permanent pinning of the 

interface for a wall contact angle of 120° and a pressure difference of ǀΔpǀ=2 at different time 

instants.  
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Figure 2.18  Two-dimensional model for network of pores in series and liquid penetration length 

into the porous structure.  
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Figure 2.19  Void content of the pore versus the modified capillary number.  
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(a) θ=30°, ΔP=0, t=0.4 ms (b) θ=30°, ΔP=0, t=1 ms (c) θ=30°, ΔP=100, t=1.4 ms 

   
(d) θ=30°, ΔP=100, t=2.2 ms (e) θ=120°, ΔP=400, t=0.5 ms (f) θ=120°, ΔP=400, t=1.2 ms 

Figure 2.20 Comparison of the shape and position of liquid interface predicted by the VOF and 

CVOFLS methods for wetting and non-wetting liquids under different pore pressure differences. 
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Figure 2.21  The liquid penetration length versus elapsed time in horizontal wicking flow 

(numerical versus theoretical results).  
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t=0.8 s t=2.6 s t=4.6 s t=6.2 s 

Figure 2.22  (a) Schematic diagram of the experimental setup for wicking flow through the 

graphite foam, and (b) experimental results of wicking flow (left to right) through a sample of 

graphite foam at different time instants.  
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Figure 2.23  Comparison of the liquid penetration length vs. elapsed time among the numerical, 

experimental and theoretical models (filled symbols represent the experimental measurements of 

the average position of the liquid front at each time instant. Since the observed liquid front is not 

flat, the maximum and minimum penetration lengths were also shown using the bars for each 

experimental measurement).  
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Figure 2.24  Experimental results of the average penetration length (filled symbols) versus time 

and corresponding uncertainties with a confidence level of 95% (vertical bars), in comparison 

with theoretical (modified Washburn equation) and numerical results (Moeini Sedeh and 

Khodadadi, 2013D).  
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Chapter 3 Phase Change in Thermal Energy Storage Systems 

Infiltration was investigated in chapter 2 as a fundamental process in the development of 

thermal energy storage (TES) composites.  It was shown that during infiltration, voids within the 

composite might be formed. Utilization of such composites involves freeze/thaw cycles during 

which solidification and melting of the infiltrated phase change materials (PCM) occur. Presence 

of voids, volume expansion and contraction due to phase change and thermocapillary effects 

were addressed in literature to have noticeable effects on phase change processes during 

utilization of TES systems. Such issues were investigated and are presented in this chapter as a 

continuation of investigation of infiltration process and void formation presented in chapter 2.  

3.1 Introduction 

Infiltration of phase change materials into a highly-conductive porous structure is a 

fundamental process in development of thermal energy storage composites with improved 

effective thermal conductivity. However, during this process, formation of voids in the form of 

micron-size gas bubbles within the TES composites might also be encountered. As presented in 

chapter 2, such voids are formed within the pores of graphite foam. The presence of voids within 

graphite pores (i.e. the presence of air next to the conductive walls of the graphite foam) 

significantly affects the thermal and phase change behavior of the composite. Therefore, it is 

important to investigate the effect of voids on phase change behavior during utilization of latent 

heat TES composites. A numerical approach was employed to study the solidification of PCM 

infiltrated into a graphite pore in presence of a void. For this purpose, the adopted method should 
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take into account presence of different phases (including PCM as a liquid, solid or a combination 

of liquid and solid and void as a gas) as well as the phase change (solidification and melting) of 

the PCM. Thus, a combination of the Volume-of-Fluid (VOF) and the enthalpy-porosity methods 

was employed using a two-dimensional model of the graphite pore structure. The proposed 

method is capable of tracking the evolution of the freezing/melting front within the PCM during 

solidification and melting. Furthermore, this method is capable of simulating the volume change 

during solidification and melting (i.e. formation of the shrinkage void). In addition to thermal 

effects, the interfacial effects have to be considered in this problem due to their important role in 

the scale of the pore (average pore diameter of 400 microns). This problem is time-dependent 

and continues until the entire liquid PCM within the pore experiences phase change 

(solidification or melting). Details of the adopted method, obtained results and verification are 

presented after the literature review of the relevant research are discussed. The findings of this 

research were published (Moeini Sedeh and Khodadadi, 2012, 2013E).  

3.2 Literature Review (Phase Change in Presence of Voids in TES Composites)  

Phase change processes are wide-spread in nature as well as a number of engineering 

applications such as solar engineering and thermal management systems. Transitions from one 

state of matter (phase) to another involve energy transfer (absorption / release of latent heat) 

under nearly constant temperatures. In particular, materials with high values of the latent heat 

property, known as phase change materials, can be employed for thermal energy storage 

purposes during the phase change processes. PCM are attractive in a variety of applications due 

to a large number of PCM that solidify/melt over a wide range of temperatures (Sharma et al., 

2009). However, low thermal conductivity of PCM is a major drawback that elongates the 

solidification/melting time noticeably and limits the achievable heat flux. Therefore, a variety of 
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thermal conductivity enhancers (metal fins, metal matrices, metal and graphite foams, 

encapsulation, and dispersed highly conductive micro and nanoparticles) have been proposed and 

studied in recent years to promote the thermal conductivity of PCM (Fan and Khodadadi, 2011, 

Khodadadi et al., 2013).  

Specifically, highly-conductive graphite foam with high porosity (in the range of 65 to 

85%), developed by Klett et al (2000, 2004), is one of the best candidates for thermal 

conductivity and heat transfer improvement in different applications. Due to high porosity, PCM 

in liquid state can be infiltrated into the graphite foam to form a composite, suitable for thermal 

energy storage and thermal management applications. Therefore, among different methods of 

thermal conductivity improvement, employing highly-conductive porous structures of graphite 

and metal foams to impregnate with PCM was studied and found to be an effective method 

resulting in noticeable improvements. 

Mehling et al. (2000) presented their experimental data on the thermal conductivity and 

wall heat transfer coefficient of PCM graphite composite. The experiments show that PCM 

graphite composite has significantly higher thermal conductivity compared to pure PCM so that 

the phase front moves 10-30 times faster. Examining the PCM graphite composite, they reported 

the presence of 10 vol% void (remaining air) in the final composite.  

Boomsma and Poulikakos (2001) developed a numerical model to study the effective 

thermal conductivity of a three-dimensional representative elementary volume of metal foam, 

fully-saturated with a liquid. They used a simplified model of cylindrical ligaments to represent 

metal foam geometry. The results show that despite the high porosity of the foam (i.e. 95% 

porosity for aluminum foam), the overall effective thermal conductivity is strongly influenced by 

the high thermal conductivity of solid foam structure.  
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Mesalhy et al. (2005) performed a numerical study for enhancing the thermal conductivity 

of phase change material using a high thermal conductivity porous matrix. They reported that the 

presence of the porous matrix increases the heat transfer rate as well as melting rate. They did 

not consider the effects of voids in this study.  

Marin et al. (2005) studied the improvement of a TES system due to the application of 

paraffin-graphite composite in the form of plates. Using paraffin embedded in porous matrix of 

graphite, their numerical and experimental results show considerable decrease in 

charge/discharge (i.e. solidification/melting) time of the TES system, as well as power 

consumption of fans. However, the effects of voids were not included in their study. 

Nayak et al. (2006) considered the effectiveness of plate-type fins, rod-type fins and porous 

matrices as thermal conductivity enhancers in improving the overall thermal conductance of 

phase change materials in a heat sink application. Using a numerical model, they investigated the 

variation of heat source temperature, melt fraction and dimensionless temperature difference 

versus time within the PCM. They found that although fins improved the overall thermal 

conductivity of PCM composite, inserting an aluminum matrix into PCM (eicosane) can offer an 

order of magnitude increase in thermal conductivity and melting rate.  

Numerical investigations of simplified three-dimensional models of metal foams were 

carried out by Krishnan et al. (2006, 2008). They found that the overall thermal conductivity has 

a noticeable increase compared to pure PCM. In fact, the overall thermal conductivity is 

controlled by the high thermal conductivity of solid phase. Another advantage of porous solid 

structures is that due to the high porosity of these structures (especially metal and graphite 

foams), they occupy a small volumetric portion, while they give a significant rise to heat transfer 

surface and are highly conductive. In effect, a sharp improvement in the overall thermal 
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conductivity is observed. These features have made metal and graphite foams very suitable for 

thermal energy storage applications so that a great deal of research has been conducted on this 

topic during the recent years.  

Sari and Karaipekli (2007) reported thermal conductivity and latent heat TES 

characteristics of different paraffin/expanded graphite composites. They found that a composite 

of paraffin with 10 wt% expanded graphite is form-stable which allows no leakage of molten 

paraffin during the phase change due to interfacial effects. Additionally, a noticeable reduction 

of paraffin melting time was reported. However, the amount of void (remaining air) was not 

reported for different samples.  

Lafdi et al. (2008) performed a numerical study to predict the thermal performance of 

graphite foams infiltrated with PCM. The results show that thermal performance of PCM 

graphite composite was improved significantly due to the high thermal conductivity of graphite. 

In other words, the output power (proportional to maximum achievable heat flux) was improved 

5-8 times and PCM graphite composite response time is faster than pure PCM. They developed a 

volume-averaged numerical model of the saturated PCM/graphite foam (i.e. no voids).  

Generally, there are different phenomena that can lead to the formation of voids such as 

infiltration, chemical reactions, vaporization, solidification and melting. In the case of TES 

composites, infiltration of PCM into the porous structures contributes to void formation that was 

studied and reported in chapter 2. The results show the presence of voids in graphite pores after 

infiltration. In other words, there is a trapped portion of gas that is poised stably within the pores 

of graphite foam, and it is possible to estimate the volume of this void space using the VOF 

method. Thus, such portion of void is present within the composite during the utilization of TES 

systems as they undergo solidification and melting processes.  
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The other contribution to void formation during solidification and melting is the volume 

change (expansion and contraction due to density changes). Considering a certain mass of PCM 

experiencing phase change, the volume changes due to the difference between densities of 

different phases. Such volume change also contributes to formation of void, known as shrinkage 

void. Sulfredge et al. (1999) studied the thermodynamics and heat transfer of shrinkage voids, 

void nucleation and growth, and some modification techniques for void pattern for a constant 

volume environment.  

Investigation of the effect of voids on phase change processes is vital in TES systems due 

to the significant effects of void presence on thermal behavior and freezing/thaw cycles. Voids 

(usually in the form of micron-size air bubbles) in graphite pores will demonstrate a different 

thermal behavior than other components of the composite, i.e. PCM and graphite structure, and 

can limit the incoming/outgoing heat flux from the adjacent walls. Depending on the volume and 

distribution of voids, the process of solidification or melting will be altered at the pore level as 

well as system level. As a result, prediction of void formation, the volume of voids and their 

location/ distribution are crucially important in considering the thermal behavior of TES 

composites. In this chapter, the phase change processes of solidification and melting in presence 

of a void (from infiltration process) are investigated. Furthermore, formation of shrinkage voids 

in the presence of an infiltration void will be studied numerically at the pore level for PCM 

infiltrated in a graphite foam porous structure. 

3.3 Modeling and Grid Generation  

A simplified two-dimensional model similar to the model used for investigation of the 

infiltration process in chapter two was developed based on the geometrical features of graphite 

foam as shown in figure 2.1.  Based on the grid independence study presented in chapter 2, the 
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same unstructured quadrilateral grid system was selected for investigation of phase change 

within the pore in presence of a void. Based on the spatial and temporal grid independence 

studies, a final grid system with 35000 cells was selected with a time step size of 1 μs for phase 

change simulations. The grid is fine near the walls (compared to the interior of the pore, as 

shown in figure 2.2c) to provide better accuracy in movement of void (i.e. contact points on the 

walls of the pore) as a result of interfacial or buoyancy forces within the pore during the phase 

change process.  

3.4 Governing Equations and Dimensionless Parameters  

In the previous chapter, the infiltration process was considered as a two-phase problem 

involving a liquid PCM penetrating into the pores of graphite foam, initially occupied by air. The 

governing equations (continuity, momentum and volume fraction) were solved numerically using 

the volume-of-fluid (VOF) method (Hirt and Nichols, 1981) for each phase during the transient 

infiltration process and the final state of the pore was determined. The two contributing phases in 

the infiltration process were the liquid PCM and gas (air as void) that were differentiated using 

the VOF volume fraction.  

In this chapter, solidification and melting of PCM is investigated in presence of a void 

within the pore. Thus, both phases of liquid (PCM) and gas (air) are initially present within the 

pore and only one phase (PCM) experiences the phase change process (solidification or melting). 

The phase change process can be solved numerically using the enthalpy-porosity method 

(Beckermann and Viskanta, 1988; Brent et al., 1988) during which a liquid fraction (ε) 

discriminates between the liquid and solid (frozen) phases. Upon start of the phase change 

process, part of the PCM (which is initially liquid) solidifies and three phases of solid, liquid and 

gas are present within the pore. As a result, a combination of both methods is needed to solve 
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this problem and differentiate between the three available phases. In other words, the enthalpy 

porosity method with only one liquid fraction cannot distinguish between three phases and 

another fraction (i.e. VOF volume fraction) is also needed.  

In order to illustrate the adopted model of multiphase flow and heat transfer, relevant 

dimensionless parameters were identified. These dimensionless variables were introduced into 

the adopted model of multi-phase flow (the pore contains liquid PCM and a gas bubble as void) 

and phase change (solidification and melting of the liquid PCM within the pore) as:  
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where xi, τ, p and θ stand for the dimensionless space coordinate, time, pressure and temperature, 

respectively. Selection of the above dimensionless variables will lead to the dimensionless 

governing equations (equations 3.2-3.4) for the solidification/melting of PCM within the pore. 

These equations govern the phase change of the PCM, which is initially in liquid state and 

quiescent within the pore (upon completion of infiltration).  
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It should be noticed that there are initially two phases of liquid (PCM) and gas within the 

pore resulting from the simulation of infiltration process using the VOF model. Therefore, these 

two phases are distinguished by the VOF liquid fraction (λi). During the solidification or 

melting, phase change occurs only for one phase (i.e. PCM). As a result, there are three phases 
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of solid (frozen PCM), liquid (PCM) and gas (the void) within the pore simultaneously. Thus, 

the liquid and solid phases are differentiated using the phase change liquid fraction (ε). 

For simulation of the solidification process, the enthalpy-porosity method was utilized in 

which the mushy zone is treated as a porous zone and its porosity is equal to the liquid fraction. 

In fact, within the mushy zone, the presence of the solid (frozen) phase affects the diffusion of 

the liquid phase. As a result, a sink term appears in the momentum equation (term I on the right 

side of equation 3.3) to represent this effect. The last term on the right side of the momentum 

equation 3.3 (term II) represents the dimensionless corresponding terms of the surface tension 

effects (between the liquid and gas phases in the VOF model) and is evaluated based on the 

continuum surface force (CSF) model (Brackbill et al., 1992).  

The dimensionless form of the thermal energy equation has the following form:  
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It should be mentioned that the gas phase (void) was considered as a compressible ideal 

gas in the present model. Therefore, equations 3.1–3.4 describe the other phase (PCM) 

experiencing a phase change process in the form of solidification or melting. The set of 

governing equations incorporating the VOF and enthalpy-porosity methods were solved 

numerically using the finite volume technique (commercial CFD code Fluent 13.0, 2010).  

In order to quantify the volume and distribution of shrinkage void, the final volume of the 

solidified PCM within the pore is compared to the initial volume of the liquid PCM. The volume 

change occurs during phase change from liquid to solid as a result of the different densities of 

the two phases. Thus, the density needs to be defined as a function of temperature to account for 

density changes between the liquid and solid phases. Variation of density can be either confined 



82 
 

to a linear function in the mushy zone temperature range (i.e. between solidus and liquidus 

temperatures) following with constant densities for liquid and solid states, or it can be defined as 

a piece-wise polynomial over different ranges of temperature corresponding to the solid, mushy 

zone and liquid states. The density function used in this study consists of constant densities for 

each phase (solid and liquid) with a linear variation from the solid density to the liquid density in 

mushy zone, as shown in figure 3.1.  

More details on governing equations, characteristic quantities and dimensionless groupings 

can be found in Crank (1984), Voller et al. (1987, 1989), Beckermann and Viskanta (1988) and 

Brent et al. (1988).  

3.5 Boundary Conditions and Computational Details  

Upon infiltration and availability of the final PCM composite, it will be ready for thermal 

energy storage as it is subjected to charge/discharge (i.e. freezing/melting) cycles. Therefore, the 

initial condition for solidification is the final condition of infiltration process. Considering the 

multiphase flow of PCM penetrating into the porous structure due to pressure gradient, gravity 

and surface tension, and solving the transient problem of infiltration using the volume-of-fluid 

(VOF) method, the final condition of infiltration can be determined (Moeini Sedeh and 

Khodadadi, 2013C). This two-phase simulation is able to predict the formation of void during the 

infiltration process as it was carried out for the case of a wall contact angle of 90° and the 

Capillary number of Ca=0.05 corresponding to infiltration of a non-wetting liquid into the 

graphite foam and formation of a void as shown in figure 3.2. The red and blue colors stand for 

the liquid and gas phases, respectively. Surface tension forces were treated based on the 

continuum surface force (CSF) model developed by Brackbill et al. (1992). The final status of 
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the PCM within the pore at the conclusion of infiltration is shown in figure 3.3, showing a 

portion of 9.8% infiltration void (by area) within the pore (in red). 

The infiltration void forms mainly due to wetting nature of the liquid, interplay of driving 

forces and geometry of the pore. After infiltration, the PCM composite goes through 

freezing/melting cycles. Thus, in order to investigate the solidification process and consider the 

formation of the shrinkage void, the final infiltration state (shown in figure 3.3) was considered 

as the initial condition of the solidification process. There is also a portion of stable air as a void 

inside the pore, treated as a compressible fluid that does not undergo phase change. The PCM 

which is initially a liquid experiences the phase change process and solidifies due to the imposed 

thermal boundary conditions. The initial temperature was set to 280 K where the PCM is liquid, 

and the temperatures of different walls (except ports which are adiabatic) were set to 273 K and 

solidification occurs at 279.3 K. The density of PCM was defined as a function of temperature 

over the range of solidification as shown in figure 3.1. As the liquid phase goes through the 

phase change process, density varies (between liquid and solid density) and causes a volume 

change during phase change. Since density of cyclohexane increases during the solidification, the 

volume shrinks, which leads to formation of shrinkage void. The volume and distribution of 

shrinkage void were considered in detail for the studied case. Finally, other numerical values 

were set based on material properties of cyclohexane except thermal conductivity which was set 

to 5 W/m K to expedite the solidification process and reduce the required computational time. It 

needs to be mentioned that changing the value of the thermal conductivity affects the values of 

the dimensionless variables (Ra and Pr) that appeared in the momentum equation (equation 3-3) 

in the terms corresponding to the gravitational and viscous effects. However, the gravitational 

and viscous terms are negligible in comparison with the surface tension term at the pore level as 
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also indicated by the scale analysis in chapter 2 (Ca and Bo numbers in table 2-1). As a result, 

there is no change in convection patterns within the pore and setting a higher value for the 

thermal conductivity only expedites the numerical simulation of the phase change. Furthermore, 

the corresponding Stefan number (Ste) in phase change simulations remains constant (0.4). 

Cyclohexane was selected as a typical PCM and Yaws (2008) and Silva et al. (2009) were used 

for the relevant thermophysical properties. 

3.6 Results and Discussion  

The numerical simulation of the phase change processes (solidification and melting) were 

conducted using the combination of the VOF and the enthalpy-porosity methods. The results of 

solidification and melting are presented separately in sections 3.6.1 and 3.6.2, respectively.  

3.6.1 Solidification in Presence of Void  

Based on the described method, numerical simulation of solidification of the PCM was 

performed by combining the VOF and enthalpy-porosity methods. The time-dependent liquid 

fraction contours during the solidification process for a case of Ste=0.4 are shown in figure 3.4. 

One should notice that the infiltration void, which is initially present in the pore, does not 

undergo phase change and is treated as a region with a liquid fraction of 1.0 in figure 3.4. 

Therefore, the infiltration void is shown in red color as well as the liquid portion of PCM in 

figure 3.4. The solidification of the liquid content of the pore is driven by the lower temperature 

of the walls. Thus, the liquid in contact with the walls solidifies at early time instants.  The 

solidification pattern is observed to be nearly in the radial direction (figure 3.4a to c). The liquid 

next to the infiltration void also starts to solidify more notably at later time instants (figure 3.4d 
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to f).  The central zone of the pore undergoes solidification at later stages. As liquid experiences 

solidification, its volume changes and a shrinking is observed at the pore level.  

Eventually, after solidifying the whole liquid content of the pore, the pore contains two 

phases of solid (frozen PCM) and gas (air or void) and the final status of void is clearly 

realizable, as shown in figure 3.5. The void in figure 3.5 represents the total volume of 

infiltration and shrinkage voids. Therefore, comparing the volume of the void before and after 

solidification (figures 3.3 and 3.5, respectively), one should be able to differentiate the shrinkage 

void from the initial infiltration void. Consequently, the shrinkage void and its distribution were 

extracted and shown in figure 3.6. For this case, the volume of the shrinkage void is evaluated to 

be 1.3% for the current model. Additionally, the proposed method also predicts the distribution 

of the shrinkage void within the pore as it can be observed in figure 3.6. This distribution is in 

accordance with natural convection patterns within the pore. There is a single clock-wise rotating 

vortex within the pore (figure 3.7) moving liquid PCM from the lower portion of the pore to the 

upper portion of the pore while the liquid is cooling down and freezing. As a result, the thickness 

of the shrinkage void is thin at the upper parts of the PCM/void interface (as natural convection 

supplied liquid there), while it is thick at the lower parts of the PCM/void interface as shown in 

figure 3.7.  

Since the void is initially present within the pore at the conclusion of infiltration, the effect 

of the infiltration void on the solidification process is considered in this model. Usually, presence 

of voids increases the thermal resistance between the walls and the PCM. As a result, the shape 

and speed of the freezing front as well as the time needed for freezing and melting will deviate 

from the case of having no void or single phase simulations. For the current model, the 

solidification time of the PCM within the pore in presence of the infiltration void was evaluated 
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to be 18.1 ms; whereas, for the case of no voids within the pore, the solidification time of 15.2 

ms was obtained. As a result, the presence of void elongates the pore-level solidification process 

about 16% for the present model. This will also affect the total charge/discharge time of the TES 

system.  

3.6.2 Melting in Presence of Voids  

The final state of the solidification process (as shown in figure 3.5) with two phases of 

solid (frozen PCM) and air (as the total void) was considered as the initial condition for the 

melting process. Similar to solidification, the enthalpy-porosity method was used in combination 

with the VOF method to simulate the melting of the PCM within the pore in presence of the 

void. For simulation of the melting process, the thermal boundary conditions for the walls of the 

pore were set to be above the melting point of the PCM. In order to impose similar thermal 

conditions to the solidification and melting processes, the thermal boundary conditions for the 

cold/hot walls were selected so that the same dimensionless temperature is applied to the PCM 

within the pore. Considering the dimensionless temperature as (T – Tc) / (Th – Tc), where Tc and 

Th are the cold and hot thermal boundary conditions applied to the walls of the pore, selection of 

Tc = Tm – ∆T  and  Th = Tm + ∆T will lead to the same dimensionless temperature of ±0.5 as the 

thermal boundary condition of melting and solidification. This will make it easier to compare the 

duration of solidification and melting processes under the same thermal load at the pore level. In 

the present model, ∆T was selected as 7 oC which with the melting temperature of Tm = 280 K 

leads to Tc = 273 K and Th = 287 K, as the cold and hot temperatures applied to the walls of the 

pore during solidification and melting. Moreover, the solidification process initiates when the 

pore contents are at an initial temperature of 280 K with PCM as a liquid within the pore. The 
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melting process initiates upon freezing the whole PCM content of the pore and continues until 

the entire PCM melts within the pore.  

The instantaneous contours of the liquid fraction during the melting process, showing the 

evolution of the melting front within the pore are presented in figure 3.8. Compared to the 

solidification process discussed above, the melting process is observed to deviate from the case 

of one-dimensional inward thawing in the radial direction.  This is due to the existence of 

stronger natural convection currents as the melting process proceeds. The natural convection 

patterns are different in melting and solidification processes due to the difference in thermal 

boundary conditions, applied during the melting and solidification. The model is capable of 

predicting the flow currents in the molten portion of PCM within the pore during the melting 

process. Such currents may initiate due to buoyancy-driven convection and possible sinking of 

the remaining solid PCM due to its higher density compared to the liquid PCM. It should be 

noticed that sinking of the remaining solid PCM depends on the scale of the gravitational force 

with respect to the interfacial force (i.e. happens for high ratios of the gravitational to interfacial 

forces). Such a ratio is expressed by the dimensionless Bond number which is 0.05 for this 

problem, meaning that gravitational force are negligible compared to the surface tension force 

that is due to the small scale of the pore. Returning to the discussion of the buoyancy-driven 

convection, at early instants of melting, the solid PCM melts radially inward away from the 

hotter walls. The solid PCM that is next to the upper segment of the void also melts faster when 

compared to the remainder of the solid PCM since the warmest part of the gas in the void also 

coincides with the upper region due to natural convection. The PCM in the lower portion of the 

pore also melts faster since the hot melting liquid will rise and natural convection there is 
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important. Prominences of buoyancy-driven convection in these two regions clearly contribute to 

the uneven shape of the solid PCM observed in figures 3.8e to i.  

During the melting process, slight changes in the shape of the PCM/void interface were 

observed. However, the void remains stable within the pore and upon melting the entire PCM 

content of the pore, the volume of the void was evaluated to be about 9.8%, which is the original 

void content from the infiltration process, as shown in figure 3.9. In fact, the shrinkage void, 

formed during the solidification process as a result of different densities between liquid and solid 

PCM, disappears upon completion of the melting process.  

Similar to the solidification process, the effect of the infiltration and shrinkage voids on the 

melting process is considered in this model. The presence of the voids increases the thermal 

resistance and lowers the heat transfer rate to the melting PCM. As a result, presence of the voids 

affects the shape and speed of the melting front as well as the time duration of melting compared 

to a case when there is no void within the pore. In presence of the infiltration and shrinkage 

voids, the melting time of the PCM within the pore was evaluated to be 17.2 ms versus 14.8 ms 

for the case of no voids within the pore. Therefore, the presence of the void elongates the pore-

level melting process by about 16.2% in the present study. A comparison of melting and 

solidification times is presented in table 3.1.  

3.7 Thermocapillary (Marangoni) Effects  

The discussed simulations of solidification and melting were conducted for the purpose of 

investigating the effect of voids on phase change processes and formation of shrinkage void. For 

these purposes, a relatively high thermal conductivity was selected for PCM to reduce the 

computational time and power. Selection of the high thermal conductivity saves the 

computational time, however it reduces the temperature gradient within the PCM domain and 
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suppresses the natural convection due to decreasing the Rayleigh number. Even though the 

thermal conductivity of PCM within the pore was high, the simulations revealed that there is a 

temperature gradient along the interface between the PCM and void, as shown in figure 3.10 for 

the case of solidification of PCM within the pore.  

Considering the surface tension as the major driving force at the scale of the pore, this 

temperature gradient is large enough to give rise to a gradient in surface tension and triggers the 

thermocapillary (Marangoni) convection at the interface. Thus, as a convection mechanism, it 

affects the phase change process as well as the interface shape. Therefore, the effects of the 

Marangoni convection on PCM solidification time and shape of the interface needs to be 

investigated at the pore level. For including the Marangoni effects in phase change, the same 

numerical approach was employed (that is based on the combination of the VOF and the 

enthalpy-porosity methods). However, the surface tension was defined as a function of 

temperature to account for thermocapillary effects, as given in figure 3.11.  

In the next sections, after presenting a literature survey on thermocapillary effects during 

phase change, the phase change processes will be investigated for PCM within the pore in 

presence of voids including thermocapillary effects. The solidification/melting durations and 

shape of the final interface between the PCM and void (representing the amount and distribution 

of the shrinkage void evolving during the solidification) were extracted and compared between 

the cases with and without the Marangoni convection. Finally, for verification purposes, the 

volume of the predicted shrinkage void is compared to the theoretical volume change due to the 

variation of the density. The final shape of the interface is justified with respect to the prevailing 

Marangoni convection pattern within the pore.  

3.8 Literature review (Thermocapillary Effects)  
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Prediction of the role of the gas voids on thermal behavior of TES systems is essential in 

order to investigate the thermal performance and details of freezing/thaw cycles during the life 

time of such systems. Recent studies (Moeini Sedeh and Khodadadi, 2012) on modeling the 

solidification and melting of PCM within graphite pores in presence of a void space (formed 

during the infiltration process) confirmed a temperature gradient along the interface between the 

void and PCM, as shown for a case of solidification in figure 3.10. Since for most of the liquids, 

the surface tension is a function of temperature, the temperature gradient along the interface 

indicates that thermocapillary effects are important. Presence of voids implies the presence of 

liquid-gas interfaces that can trigger Marangoni convection as a result of the temperature 

gradient along such interfaces and temperature dependence of the surface tension.  

An early study was conducted by Antar et al. (1980) to consider the influence of 

solidification on the onset of surface tension-driven convection in a reduced-gravity environment 

for cases of stationary and constant-rate solidification. They found that due to solidification 

process, the critical Marangoni number is shifted to lower values indicating that convection can 

be realized in the liquid phase at lower Marangoni numbers when solidification is present.  

Liu et al. (1993) studied solidification and melting of pure materials, considering liquid 

convection driven by buoyancy, or a combination of buoyancy and surface tension forces. Their 

numerical model showed that thermocapillary effects can be of significant influence upon 

melting and solidification. Additionally, in low Pr number materials, solidification rates are 

affected by thermocapillary convection more than melting rates. 

Khodadadi and Zhang (2000) conducted a numerical study on the effects of 

thermocapillary convection on melting of spherical droplets under uniform heat flux and zero-

gravity conditions. They reported that conduction is the dominant mode of heat transfer during 
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the early periods of melting, while the thermocapillary convection strengthens later and causes 

faster melting on the side of the droplet. 

Kassemi et al. (2001) conducted a numerical study to investigate the effects of 

thermocapillary convection generated by a void or bubble on a typical microgravity solidification 

process. Solving the quasi-steady Navier-Stokes equations coupled with the conservation of 

energy and species, they included the effects of thermocapillary convection generated by the 

void and solute rejection at the freezing front. They found that void-generated thermocapillary 

convection can affect segregation patterns drastically, especially when the thermocapillary 

vortex penetrates the solutal boundary layer. 

The interaction between non-isothermal drops and freezing front in presence of the 

Marangoni effect was investigated experimentally and numerically by Nota et al. (2006). They 

found that in presence of a temperature gradient, the surface tension-driven flows at the liquid 

interface cause shape deformations and affect the interaction of the drop with the freezing front. 

Based on the experimental evidence, they concluded that a pushing force is induced by the 

Marangoni effect when the droplets approach the freezing front.  

Matsunaga and Kawamura (2006) performed an experimental study on the influence of 

thermocapillary convection on the solid-liquid interface in the directional solidification of a 

liquid layer with a free upper surface. They found that the effects of molten material convective 

flows, i.e. natural and thermocapillary convection strongly affect the resulting quality of the 

solidified materials through influencing the dendrite structures during the solidification. As a 

result, the solid-liquid interface is inclined against the wall-normal direction and is curved in the 

growth direction due to thermocapillary convection. 
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The reviewed articles indicate that thermocapillary effects can have a significant 

contribution on phase change in presence of voids or bubbles. Therefore, in order to have a better 

understanding of thermal behavior and phase change characteristics of TES systems, it is 

necessary to consider the Marangoni convection in such studies. Thus, as a continuation of 

previous phase change simulations, the solidification and melting of PCM within the graphite 

pore will be investigated in presence of a void and including thermocapillary effects.  

3.9 Boundary Conditions and the Marangoni Number  

Upon including thermocapillary effects, a new term appears in the boundary conditions of 

the current phase change problem. In fact, the governing equations (equations 3.2–3.4) and the 

no-slip boundary condition applied to the walls of the pore remain unchanged. However, a 

boundary condition is applied to the liquid-gas interface as the continuity of the tangential shear 

stress in the form of:  
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in which the non-dimensional group appearing on the right side of equation 3.6 is the Marangoni 

(Ma) number, representing the ratio of thermocapillary to viscous forces. The Marangoni number 

is proportional to the gradient of the surface tension with respect to temperature, 
T∂
∂σ . Since 

surface tension is a function of temperature (as shown in figure 3.11), upon observing a 
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temperature gradient along the interface, the Marangoni convection is present and should be 

included.  

Applying the described boundary conditions, the whole set of equations were solved 

numerically using the combination of the VOF and enthalpy-porosity methods to extract the 

transient process of phase change within the pore in presence of void. In order to investigate the 

effect of the Marangoni convection, the phase change processes were simulated with and without 

considering thermocapillary effects (i.e. the variation of the surface tension with temperature). 

Thus, comparing the final states of solidification in these cases elucidates the effect and 

importance of the Marangoni convection.   

3.10 Results of Phase Change Including Thermocapillary Effects  

The results of the solidification and melting of PCM at the pore level in presence of a void 

within the pore including the thermocapillary effects will be discussed in this section. The 

simulation was carried out using Fluent 13.0 (2010). Parallel processing was used employing 4 

CPU-cores for the numerical solution of the governing equations (combination of the VOF and 

enthalpy-porosity methods) over the domain with about 35,000 grids. However, due to the large 

number of equations (for both the VOF and solidification models), the stability of the numerical 

solution is relatively low and it is necessary to use a small time step size of 1 µs to enhance the 

tracking of both VOF and phase change interfaces. Therefore, a great number of time steps are 

necessary to simulate the entire solidification process, which makes this simulation prolonged 

even though parallel processing is utilized. The low thermal conductivity of the PCM, especially 

in the liquid phase, intensifies this problem and makes the simulation extremely time-consuming. 

In order to overcome this issue, thermophysical properties of PCM were set (Yaws, 2008 and 

Silva et al., 2009), except for the thermal conductivity that was set to 1 W/m K (instead of actual 
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thermal conductivity of about 0.13 W/m K) to expedite the simulation and reduce the required 

computational time. Unlike the previous simulations, the thermal conductivity of 5 W/m K was 

not used in order not to suppress the natural convection (due to drastic change in Rayleigh 

number) and observe the role of natural and Marangoni convections during the phase change. 

The corresponding Marangoni (Ma), Rayleigh (Ra) and Stefan (Ste) numbers associated with the 

present model are 500, 10 and 0.4, respectively. 

Simulation of the solidification process was performed according to the described method 

to obtain the details for two cases with and without considering the thermocapillary effects. 

Comparison of these cases might highlight the effect of the Marangoni convection on the 

interface shape and position, as well as the amount and distribution of the shrinkage void. The 

time-dependent liquid fraction contours during the solidification process (described as Ma=500, 

Ra=10 and Ste=0.4) are given in figure 3.12. The black line identifies the void portion (air 

bubble), which is initially present in the pore at the conclusion of the infiltration process and 

remains as a gas experiencing no phase change (corresponding to solidification liquid fraction, ε, 

of 1.0). 

Applying the lower temperature, Tc, as the boundary condition on the walls, the liquid next 

to the walls freezes at early time instants, and solidification continues toward the center of the 

pore. The final status of solidification after freezing the PCM content of the pore is given in 

figure 3.13 for two cases of solidification with and without considering the thermocapillary 

effects. As it is observed from figure 3.13, the final position of the void content of the pore after 

freezing is slightly different between the two cases. This difference, in fact, originates from the 

convection patterns within the pore during the solidification. 
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In the absence of the thermocapillary effects, convection within the pore is buoyancy-

driven (natural convection). However, in presence of thermocapillary effects, convection is 

driven by thermally-induced surface tension forces (i.e. the Marangoni effect) that play a 

significant role in the pore scale. The convection patterns within the pore are presented in figure 

3.14 for the two cases corresponding to excluding and including the thermocapillary effects 

during solidification. As observed in figure 3.14a, there is a single clockwise-rotating buoyancy-

driven vortex within the pore when the thermocapillary effects are ignored. However, including 

the thermocapillary effects will change this pattern to a vortex pair as shown in figure 3.14b. 

In fact, the importance of the gravitational effects can be contrasted against the surface 

tension effects using the Bond number (Bo) as the dimensionless ratio of the gravitational to 

surface tension forces. For this problem, Bo= 0.05 indicates that the surface tension is the 

dominant force as it thoroughly affects/controls the convection pattern within the pore. To 

highlight more details, the convection patterns near the liquid-gas interface in the pore are 

compared in figure 3.15 at a selected time instant between two cases of solidification with and 

without Marangoni effects. The difference in the convection patterns is responsible for the final 

shape of the voids and can be easily observed by comparing figure 3.15a and b. 

The described phase change model is capable of predicting the shrinkage void due to the 

PCM contraction during freezing. This was also studied and verified for the case of water (with 

expansion during the freezing process), as presented in Appendix B. In both cases of 

solidification (with and without Marangoni effect), the void content after freezing turned out to 

be around 11.1% by area, which in comparison with 9.8% initial void from infiltration process, 

yields a 1.3% shrinkage void due to solidification. Moreover, the time duration for solidification 

(as shown in figure 3.13) is longer when thermocapillary effects are ignored. The reason for such 
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behavior is linked to the convection patterns within the pore. When thermocapillary effects are 

neglected, there is a single clockwise buoyancy-driven vortex in the pore. Whereas, when the 

Marangoni convection is included, there is a pair of surface tension-driven vortices supplying the 

hot liquid within the pore to the middle region of the liquid-gas interface as presented in figure 

3.14. The void (air) with different thermophysical properties and a very low thermal conductivity 

is not able to absorb heat from the supplied liquid and acts more as a thermal barrier. As a result, 

the simultaneous presence of the void and Marangoni convection within the pore affects the 

solidification rate as well as the position and distribution of the infiltration and shrinkage voids. 

For the case considered in this work, the duration of freezing process is shortened from 85.8 ms 

in the absence of thermocapillary effects to 79.4 ms (about 8%) in presence of thermocapillary 

effects as shown in figure 3.13. 

Using the same method and applying the melting boundary conditions on the walls of the 

pore, the simulation of melting was conducted for two cases of excluding and including 

thermocapillary effects. The melting process initiates from the end of the solidification process 

(when the whole PCM within the pore is frozen) and continues until the entire PCM within the 

pore melts. A comparison of the solidification and melting times among different cases is 

presented in table 3.1 to elucidate the effect of the void and Marangoni convection on phase 

change processes at the pore level.  

3.11 Verification of the Results  

The verification and validation of the infiltration process and infiltration void (9.8% in this 

study) was investigated and reported in chapter 2. For verification purposes, the volume of 

predicted shrinkage void can be compared to the theoretical volume change during the 

solidification. Based on the numerical values of density (779 kg/m3 for liquid phase and 790 
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kg/m3 for solid phase, as shown in figure 3.1), the theoretical amount of volume shrinkage can be 

obtained based on the amount of density increase during the phase change from liquid to solid. 

For the present model, the theoretical amount of shrinkage void was obtained to be 1.39%. Based 

on the numerical simulations of the solidification process, the volume of the shrinkage void 

turned out to be 1.3% which is in good agreement with the theoretical volume change of 1.39% 

(6.9% discrepancy). The discrepancy is mainly related to the estimation of the position of the 

interface within the VOF model. In fact, the volume fraction in the VOF method is a step-

function changing from 1 to 0 at the interface, which brings a level of estimation in tracking the 

exact position of the interface and estimation of the volume of the voids. Furthermore, the 

prediction of volume change during the phase change was verified for a classical problem of 

freezing of water in a square cavity in the absence of interfacial forces and with expansion of 

water during the freezing. The obtained results of volume change of water during freezing was 

found to be in good agreement with the theoretical volume change and presented in Appendix B. 

Since the main purpose of this chapter was studying the effect of void on phase change of 

PCM at the pore level, the convection patterns within the pore and phase change details such as 

duration of phase change were studied for solidification and melting of PCM within the pore. 

One factor that might affect the numerical results is the movement (sinking or floating) of the 

solid phase during the melting process when the solid is not connected to any wall or interface. 

In general, by setting the mushy zone constant (Amz) as a big number in simulation of phase 

change, the velocity components for the cells containing the solid phase diminish to zero. 

Although this can be partially controlled with changing the value of the mushy zone constant, it 

can cause deviations in phase change duration due to the possibility of sinking/floating of the 

solid phase because of a higher/lower density compared to the liquid phase. To address this 



98 
 

effect, the time scale of the motion of the solid phase should be compared against the time scale 

of melting. If the motion of the solid phase during the melting occurs faster than the melting 

process, the solid phase will sink/float before melting. This causes the solid phase to be closer to 

the boundaries and affects the melting rate of the solid. Therefore, it affects the duration of 

melting process and causes a deviation between the actual melting time and the predicted melting 

time. As a result, such time scales were compared for the case of the pore-level melting of 

cyclohexane in this study. The time needed for a piece of solid cyclohexane to sink in the liquid 

phase can be obtained from: 
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in which l is the distance to sink or float. For the case of melting of cyclohexane within the pore, 

considering the sinking distance of d/2=200µm, and using the density values according to figure 

3.1, the sinking time of 54.1 ms will be obtained, which is greater than the melting times of 8 and 

38 ms for the cases of K=5 W/m.K and K=1 W/m.K, respectively (from the moment that solid is 

not connected to walls or interface to the end of melting process). As a result, sinking of the solid 

phase for the studied cases cannot produce significant deviations in the predictions of phase 

change duration.  

3.12 Summary  

Numerical simulation of the phase change processes was performed using a multiphase 

approach and based on the combination of the VOF and the enthalpy-porosity methods. For the 

studied case, both infiltration and solidification processes contribute to the formation of voids, 

distinguished as the ‘infiltration void’ and ‘shrinkage void’. The infiltration process was 
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simulated first (chapter 2), and its final state was used as the initial state of the solidification 

process. Therefore, the effect of the infiltration void on the solidification process was included 

by utilizing the described numerical approach. Moreover, the proposed model is capable of 

predicting the volume changes (contraction or expansion) during the phase change processes by 

taking into account the variation of density between liquid and solid phases.  

The simulations were conducted for a two-dimensional model of the graphite pore and the 

details of the phase change process were extracted along with the volume of the shrinkage void, 

which is in agreement with the theoretical results of volume change. Since the simulation is time-

dependent, the temporal evolution of shrinkage void was studied which led to prediction of the 

distribution of the shrinkage void within the pore. Furthermore, a temperature gradient was 

observed along the PCM/void interface during the phase change processes within the pore. 

Upon observing a temperature gradient in the liquid/gas interface within the pore, the 

effect of the Marangoni convection on the solidification process in presence of the void was 

investigated at the pore level. The presence of the void (from infiltration) within the pores can 

affect the phase change processes through triggering thermocapillary effects along the liquid-gas 

interface and Marangoni convection. The effect of the Marangoni convection on phase change 

processes were studied numerically using the combination of the VOF and enthalpy-porosity 

methods. The variations of the liquid density and surface tension with temperature were included 

to enable volume change as well as thermocapillary effects during the phase change. The time-

dependent simulations were performed for solidification with and without thermocapillary 

effects. The final status of phase change processes, position and shape of voids, shrinkage void 

formation and amount, convection patterns within the pore and phase change time (duration) 

were extracted and compared between cases with and without thermocapillary convection.  
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It was found that thermocapillary forces are strong enough to overcome gravitational 

forces and influence the convection pattern within the pore. This led to a significant change in 

the convection pattern as well as phase change time (about 8% reduction due to thermocapillary 

convection in the present work, see table 3.1). Furthermore, verification of the results was 

conducted by comparing the volume of the shrinkage void with the theoretical volume change 

during the freezing.  
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Table 3.1 Comparison of the phase change duration among different cases of solidification and 

melting of PCM within the pore  

Phase change 
model 

No void 
Presence of void 

excluding Marangoni 
effects 

Presence of void 
including Marangoni 

effects 
Solidification†  
K=5 W/m.K 

15.2 18.1 16.8 

Melting *† 
K=5 W/m.K 

14.8 17.2 15.9 

Solidification†  
K=1 W/m.K 

76.0 85.8 79.4 

Melting *† 
K=1 W/m.K 

72.0 81.0 75.1 

†  Time durations in ms.  

*  For each case, the melting process initiates upon the completion of the solidification 

process.  
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Figure 3.1 Density of PCM (cyclohexane) as a function of temperature for solid (T < 279.3 K), 

liquid (T > 280 K) and mushy zone (279.3 K < T < 280 K), corresponding to the liquidus and 

solidus temperatures of 280 K and 279.3 K, respectively.  
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 3.2  Evolving VOF volume fraction distribution (λ) during the infiltration of PCM into 

the pore at time instants of (a) 0.5, (b) 1.2, (c) 1.56, (d) 1.75, (e) 2.1, and (f) 2.5 ms.  
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Figure 3.3  Final state of infiltration and position of the infiltration void (red region).  
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(a) (b) (c)  

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 3.4 Evolving liquid fraction distribution (ε) during the solidification of PCM within the 

pore at time instants of (a) 0.25,  (b) 1.35,  (c) 2,  (d) 3, (e) 5,  (f) 8, (g) 11, (h) 13 and (i) 15 ms 

(solid is in blue while liquid PCM and air both are in red). 
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Figure 3.5  Final state of solidification and position of the void within the pore after t=18.1 ms  

(liquid PCM is entirely frozen into solid which is in blue while air/void is in red).  
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Figure 3.6  Initial liquid-gas interface (before solidification) versus final solid-gas interface 

(after solidification) and shrinkage void distribution within the pore (shaded area).  
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 (a) 

t = 2 ms  

Vmax = 0.36 m/s 

(b) 

t = 8 ms  

Vmax = 0.25 m/s 

Figure 3.7  Natural convection patterns during the solidification of PCM within the pore in 

presence of void and its role in the emergence of the shrinkage void.  

 

 

 

 

 

 

 

 



109 
 

 

 

 

   
(a) (b) (c)  

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 3.8 Evolving liquid fraction distribution (ε) during melting of PCM within the pore at 

time instants of (a) 0.25,  (b) 1.2,  (c) 2.4,  (d) 3.8, (e) 7,  (f) 8.5, (g) 10.5, (h) 13 and (i) 16 ms 

(solid is in blue while liquid PCM and air both are in red).  
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Figure 3.9 Final status of the melting process and the position and shape of the void within the 

pore (9.8% by area indicating disappearance of the shrinkage void).  
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(a) 

 

(b) 

 

Figure 3.10  (a) Observed temperature gradient along the PCM/void interface during the melting 

of PCM within the pore at time instant of 1.25 ms, and (b) Instantaneous temperature variation 

along the PCM/void interface at t=1.25 ms (the length along the interface was measured from 

point A, shown in figure 3.10a).  

 

 

A 
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Figure 3.11  Variation of the surface tension of PCM (cyclohexane) with the temperature based 

on data of Yaws (2008).  
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(a) (b) (c)  

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 3.12  Contours of the solidification liquid fraction (ε) at time instants of  (a) 1,  (b) 5,  (c) 

10,  (d) 15, (e) 20,  (f) 30, (g) 40, (h) 50 and (i) 65 ms (solid is in blue while liquid and air are in 

red and the black line shows the PCM-void interface).  
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(a) t = 85.8 ms, Void content (by area) ≈ 11.1% 

(including 9.8% infiltration void and 1.3% shrinkage void) 
 

 
(b) t = 79.4 ms, Void content (by area) ≈ 11.1% 

(including 9.8% infiltration void and 1.3% shrinkage void) 

Figure 3.13  Final status of solidification and position of the void corresponding to (a) exclusion, 

and (b) inclusion of the thermocapillary effects (frozen PCM is in blue while void is in red).  
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(a) Single buoyancy-driven clockwise vortex within the pore 

(no Marangoni effect), Vmax=0.092 m/s 

 
(b) Pair of surface tension-driven vortices within the pore 

(including Marangoni effects), Vmax=0.137 m/s  

Figure 3.14  Velocity vectors showing the convection patterns within the pore at a selected time 

instant of t = 18 ms for two cases of (a) excluding, and (b) including thermocapillary effects in 

solidification (black line shows the liquid-gas interface). Different scales were used in presenting 

the velocity vectors for better visualization.  
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Figure 3.15  Velocity vectors depicting the convection pattern near the liquid-gas interface at 

t=6 ms for two cases of (a) excluding, and (b) including the Marangoni effects in solidification.  
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Chapter 4 Thermal Conductivity Improvement of Thermal Energy Storage Composites 

Development and utilization of thermal energy storage (TES) systems were studied by 

investigating infiltration and phase change processes in chapters 2 and 3 and pertinent 

phenomena including void formation, volume change during phase change and thermocapillary 

effects were addressed. The main purpose of developing TES composites is to infiltrate phase 

change materials (PCM) into highly conductive porous structures and achieve a relatively high 

effective thermal conductivity. Thus, in this chapter, thermal conductivity improvement will be 

investigated numerically and experimentally for TES composites.  

4.1 Introduction 

Phase change materials are widely utilized in latent heat TES systems due to their 

considerable heat of fusion (Farid et al., 2004 and Oro et al., 2012). Although sizeable amounts 

of energy per unit mass can be stored in PCM for later use, low thermal conductivity of PCM 

deteriorates their thermal performance by limiting the achievable heat flux and elongating the 

phase change processes corresponding to charge and discharge of energy, i.e. melting and 

solidification processes (Jegadheeswaran and Pohekar, 2009). Several methods have been used 

to improve the thermal conductivity of PCM. These methods mainly involve introducing a 

highly-conductive solid phase into PCM in order to enhance the overall thermal conductivity of 

the resulting system.  

Among different proposed methods, utilization of highly-conductive porous structures has 

been studied and found to cause noticeable improvement in thermal behavior of the resulting 
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TES system. Different studies reported a sharp increase in the rates of energy exchange 

(equivalent to heat flux) during the solidification and melting of PCM in TES composites. Other 

studies also reported a considerable decrease in duration of solidification and melting of PCM in 

TES composites compared to pure PCM case. Such enhancements in thermal behavior of PCM 

in TES systems is attributed to the high thermal conductivity of the porous structure and the high 

ratio of heat transfer surface to volume in TES composites (Coussy, 2010). These factors are 

among the most important factors in heat transfer engineering and make highly-conductive 

porous structures such as graphite and metal foams extremely desirable for TES applications. For 

instance, graphite foam, with a highly-conductive and highly-porous structure, is an excellent 

candidate for infiltrating PCM into its pores and forming TES composites with improved 

effective thermal conductivity. Therefore, thermal conductivity improvement of TES composites 

(consisting of PCM infiltrated in graphite foam) is studied in this chapter due to its importance in 

design and application of TES systems. 

For this purpose, the effective thermal conductivity of composites of graphite foam 

impregnated with PCM is investigated numerically and experimentally. For numerical 

simulation, the graphite structure was modeled as a three-dimensional body-centered cube 

arrangement of uniform spherical pores, saturated with PCM (based on the outcomes of chapter 

2) and forming a cubic representative elementary volume (REV). Thermal analysis of 

unidirectional heat transfer through the REV was conducted and the total heat flux was 

determined. This leads to evaluation of the effective thermal conductivity based on the Fourier’s 

law.  

For experimental verification, a sample of graphite foam was infiltrated with PCM. The 

effective thermal conductivity was evaluated using the direct (or absolute) method of measuring 
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temperature within the sample under fixed heat flux in unidirectional heat transfer. Upon 

measuring the temperature, the temperature gradient within the composite sample is extracted 

based on dimensions of the sample and positions of the thermocouples. Knowing the applied 

heat flux and the temperature gradient within the sample, the Fourier’s law can be applied to 

extract the effective thermal conductivity of the composite sample.  

The numerical and experimental results indicate a noticeable improvement in the effective 

thermal conductivity of composites compared to the PCM. The numerical and experimental 

results are in good agreement and are also consistent with the reported experimental results on 

graphite foam using other methods (laser flash technique). Moreover, the role of natural 

convection within the pores is studied and found to be negligible. The results of the present study 

were published in Moeini Sedeh and Khodadadi (2013B).  

4.2 Literature Review 

In order to improve the low thermal conductivity of PCM in TES and thermal management 

applications (i.e. increasing the achievable heat flux and decreasing the duration of phase change 

processes corresponding to charge and discharge of energy), different methods have been 

proposed. These methods introduce highly-conductive inserts in different forms, shapes and 

materials including fixed/stationary structures as well as suspended additives (Jegadheeswaran 

and Pohekar, 2009; Fan and Khodadadi, 2011, Oro et al., 2012).  

For instance, Zhang and Faghri (1996) studied heat transfer enhancement in the latent heat 

TES systems using an internally-finned tube for PCM in an annular shell space around the finned 

tube and heat transfer fluid flowing within the finned tube. They considered a transient two-

dimensional heat transfer model featuring heat conduction in the internal fins and melting of 

PCM due to heat transfer from the transfer fluid. They solved the governing equations 
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numerically using the finite difference method. Their results indicated that for fluids with low 

thermal conductivity, adding internal fins is an efficient way to enhance heat transfer in thermal 

energy storage systems. 

Melting of paraffin wax was explored numerically by Shatikian et al. (2005) using 

transient three- and two-dimensional models of a cubic heat storage unit with internal fins under 

heating from below conditions. They performed a parametric study on the fin thickness with a 

constant ratio of the PCM layer to fin thickness. Their results show that the liquid fraction during 

melting of PCM depends on the temperature difference between the base and the mean melting 

temperature and also on the thickness of the fins. They reported an increase in heat flux and 

liquid fraction with decreasing the thickness of the PCM layer that means decreasing the 

thickness of the fin (down to 0.3 mm in this study) and increasing the number of fins per unit 

length of the heat storage unit. 

Tong et al (1996) demonstrated the enhancement of the heat transfer rate during melting 

and freezing of PCM due to insertion of a high-porosity metal matrix. The model was selected as 

a vertical annulus homogeneously filled with water and an aluminum matrix. The Navier-Stokes 

equations were modified to account for Darcy's effect and the density inversion phenomenon of 

water is considered for phase change processes. Their numerical results indicated that the heat 

transfer rates for enhanced cases show an order-of-magnitude increase over the base case, where 

no metal matrix is inserted.  

Mesalhy et al. (2006) performed numerical and experimental studies to investigate the 

thermal characteristics of composites of carbon foam saturated with PCM. For experimental 

studies, they inserted the composite into a cylindrical enclosure under heating from above 

conditions. For numerical simulation, they used the finite volume technique to discretize the 
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volume-averaged heat diffusion equation and employed the enthalpy-porosity method for 

modeling the phase change process. Their numerical and experimental results showed that the 

porosity and thermal conductivity of carbon foam play important roles in thermal performance 

and heat absorption rate of the resulting composite.  

Different studies (Zhong et al., 2010; Wang et al., 2011) on application of porous 

structures of graphite impregnated with PCM for thermal energy storage (TES) revealed that 

highly-porous and highly-conductive structures have a significant potential to improve the 

effective thermal conductivity and increase the solidification and melting rates of PCM. In fact, 

high porosity leads to high ratios of area to volume which is desirable in heat transfer 

applications and TES composites. Consequently, different carbon and graphite structures were 

investigated for heat transfer and TES applications. For instance, thermal storage composites of 

paraffin and expanded graphite were studied by Py et al. (2001), Mills et al. (2006), Sari and 

Karaipekli (2007) and Xia et al. (2010). They reported noticeable improvements in thermal 

conductivity of the resulting composites, as well as a decrease in the overall 

solidification/melting time of paraffin.  

The effect of carbon fiber brushes on improving the thermal conductivity of PCM (n-

octadecane) packed around heat transfer tubes was studied by Fukai et al. (2002). They found an 

improvement in the measured transient thermal responses in composites as the volume fraction 

of the fibers and brush diameter increased. However, due to thermal resistance between the fibers 

and tube surfaces, there is a critical diameter above which no further improvement is expected.  

Thermal behavior of PCM composites with carbon nanofibers and carbon nanotubes were 

explored experimentally by Cui et al. (2011). They found that the thermal conductivity of PCM 

composites increases with the loading of carbon nanotubes or carbon nanofibers. Moreover, 
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carbon nanofibers were found to be more effective in improving the thermal conductivity of the 

PCM.   

Mesalhy et al. (2005) investigated heat transfer and melting rate of the PCM in 

combination with a porous matrix utilized for thermal conductivity improvement. They reported 

that using a high porosity and high thermal conductivity porous solid is the best technique for 

thermal conductivity and heat transfer improvement.  

Development of high thermal conductivity, mesophase-pitch-derived carbon/graphite 

foams by Klett et al. (2000) and recent advancements (Yadav et al., 2011) opened a new horizon 

to TES and thermal management applications. After foaming and graphitization techniques, the 

resulting graphite foams have densities ranging from 200 to 600 kg/m3, and the bulk thermal 

conductivities varied correspondingly with density from 40 to 150 W/m.K which makes them 

desirable for TES applications. Having a porous structure with a high porosity provides a high 

ratio of surface area to volume and is another advantage of graphite foams, making them suitable 

for TES applications.  

Cabeza et al. (2002) compared three methods of heat transfer improvement (i.e. adding 

stainless steel pieces, adding copper pieces and using porous graphite impregnated with PCM) in 

a TES system containing deionized water as the PCM. Conducting similar freezing and melting 

experiments, they found that adding stainless steel pieces to the PCM does not increase the heat 

flux noticeably and consequently does not change the freezing/melting front. On the other hand, 

adding copper pieces increased the heat flux significantly and influenced the freezing/melting 

time favorably. Hence, using porous graphite leads to an even more increase in heat flux and 

decrease in freezing/melting time when compared to the case of using copper pieces.  
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In relation to experimental measurements, Gaies and Faber (2002) measured thermal 

diffusivity of graphite foam samples for different relative densities and at different temperatures 

using the laser flash technique. They evaluated thermal conductivity of graphite foams using the 

heat capacity values of bulk polycrystalline graphite and observed that thermal conductivity of 

graphite samples, including as-processed and chemical vapor infiltrated (CVI) foams, decreases 

with increasing temperature or decreasing density.  

Moreover, Zhong et al. (2010) characterized the thermal performance of paraffin wax (as 

the PCM)/graphite foam composites using experimental measurements of thermal diffusivity and 

latent heat. Using the laser flash technique for measuring thermal diffusivity, their experimental 

results indicated noticeable improvements in thermal diffusivity of the composite compared to 

that of pure PCM, especially with lower porosity of the foam. Using the differential scanning 

calorimeter technique for measuring the latent heat, they found that higher porosities of graphite 

foam leads to a lower decrease in latent heat.  

Considering numerical simulations of the pertinent materials, Lafdi et al. (2008) 

investigated the thermal performance of graphite foam infiltrated with PCM computationally. 

They treated the graphite foam/PCM composite as a porous medium and solved the volume-

averaged equations of mass, momentum and energy conservation numerically for melting of the 

PCM. In effect, the geometrical details of the graphite foam were not resolved.  They compared 

the energy absorption rate for graphite/PCM composite with that of pure PCM and found a 

significant improvement in the energy absorption rate (e.g. output power).  

Furthermore, Yu et al. (2006) considered a unit cube model for graphite foam based on 

interconnected sphere-centered cubes. Simplifying this pore-level geometry into a solid square 

bar structure with the same porosity, neglecting convection of the fluid within the pores, 
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neglecting radiation and assuming local thermal equilibrium between solid and fluid phases at 

the pore level, they derived an expression for the effective thermal conductivity based on the 

geometric features of the unit cell. The results of this model exhibited good agreement with the 

thermal conductivity data of Klett et al. (2004).  

In a recent study, DeGroot and Straatman (2012) conducted a direct simulation on this 

model by defining permeability (using the Darcy’s law as well as a non-Darcy term) in the 

volume-averaged momentum equation and thermal dispersion conductivity tensor in the volume-

averaged energy equation to improve the model predictions and extracting relevant effective 

properties of graphite foams (i.e. effective permeability, thermal dispersion conductivity, 

convective velocity and interfacial Nusselt number).  

Considering engineering applications of TES composites, several studies were performed 

on utilization of graphite foams for performance improvement of evaporators (Coursey et al., 

2005; Jin et al., 2011A), heat exchangers (Yu et al., 2006; Tuzovskaya et al., 2012; Lin et al., 

2013), and thermal management of electronics (Williams and Roux, 2006; Gandikota and 

Fleischer, 2009). These studies highlighted major improvements in the thermal performance of 

the aforementioned thermal components. Further studies were conducted on the effect of 

graphite foams on convective heat transfer improvement (Sultan et al., 2009; Leong et al., 2010) 

and promotion of pool boiling (Jin et al., 2011B), confirming heat transfer increase due to 

utilization of graphite foams. In a theoretical study of the effective thermal conductivity of 

graphite foam, a unit cell model was developed to represent the microstructure of graphite foam 

with the same surface area to volume ratio of the foam (Leong et al., 2011). The obtained results 

are in agreement with previous findings of Klett et al. (2004).  
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Considering the above-reviewed papers, it can be concluded that utilizing highly-porous, 

highly-conductive graphite and carbon foams is one of the most effective methods of improving 

thermal conductivity and heat transfer. Advantages of having high thermal conductivity (higher 

than conductive metals), enabling high ratios of heat transfer surface to volume (due to high 

porosity), and having low densities make graphite/carbon foams ideal candidates for enhancing 

thermal conductivity of PCM and thermal performance of phase change processes. Previous 

papers generally focused on thermal performance improvement (mainly melting time, achievable 

heat flux, or rate of energy absorption). However, this chapter covers the thermal conductivity 

investigation of a TES composite consisting of graphite foam saturated with PCM in pores since 

most of PCM are wetting liquids with almost no void due to the infiltration, as investigated in 

chapter 2.   

In this chapter, thermal conductivity of PCM/graphite foam composite is investigated 

numerically and experimentally. The numerical model was based on a representative elementary 

volume of the composite utilizing the three-dimensional (3D) body-centered cube (BCC) 

arrangement of spherical pores. This was followed by the thermal analysis for unidirectional heat 

transfer through the REV. The experiments were performed using the direct (or absolute) method 

of temperature measurement within a foam sample saturated with cyclohexane as a typical PCM, 

under fixed heat fluxes. The numerical and experimental results of this part are found to be in 

good agreement.  

Prior to this effort, the bulk thermal conductivity of graphite foam was investigated by 

considering air as the working fluid within the pores of the graphite foam in the numerical model 

and also measured experimentally. The numerical and experimental results of this part were also 

in good agreement.  Additionally, a good agreement with previous experimental work, using the 
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laser flash technique (Gaies and Faber, 2002), was realized. Having verified the effective thermal 

conductivity of the foam/PCM composite, the findings of this chapter provide new insight for 

design and development of TES systems and further numerical and experimental investigations 

of solidification and melting within TES composites.  

4.3 Numerical Investigation of the Effective Thermal Conductivity  

Numerical investigation of the effective thermal conductivity of graphite foam/PCM 

composite includes development of a 3D model, grid generation and grid independence study, 

governing equations, boundary conditions and numerical method of thermal analysis.  The 

pertinent details are discussed in this section. 

4.3.1  Modeling of the Graphite Foam/PCM Composite  

A three-dimensional model of the graphite foam/PCM composite was developed based on 

the structure of the graphite foam, as shown in figure 4.1. The scanning electron microscopy 

(SEM) image of the pores reveals their nearly spherical geometry (figure 4.1a). Therefore, in the 

numerical model, the pore geometry was deemed to be spherical. According to figure 4.1 and 

based on in-house pore diameter measurements on the samples of graphite foam, the pores are 

not uniform in size. However, the average pore size and porosity was identified by the foam 

manufacturer (PocoFoam®, Poco Graphite Inc., Decatur, Texas) to be 400 microns and 75%, 

respectively (www.poco.com/Portals/0/Literature/Semiconductor/78962v2PocoFoamFlyer.pdf). 

Thus, a uniform pore diameter of 400 microns was considered in the numerical model. 

Furthermore, the BCC packing was considered for the arrangement of pores in graphite foam. 

According to previous work on modeling thermal transport in graphite foam (Alam et al., 2004; 

Leong et al., 2011; Moeini Sedeh and Khodadadi, 2012), porosity has an important effect on the 

http://www.poco.com/Portals/0/Literature/Semiconductor/78962v2PocoFoamFlyer.pdf
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effective thermal conductivity of composites. Therefore, the porosity of the graphite foam in 

modeling was considered to be equal to the actual porosity of the foam, i.e. 75%. The porosity of 

the BCC arrangement of spheres, tangent to each other, is =
8

3π  68.0175%. 

Consequently, in modeling it is necessary to consider interference among neighboring 

spherical pores to increase the porosity to 75%, in order to match the porosity of graphite foam. 

The interference of the pores (spheres) generates lens-shape volumes as it can be observed in the 

structure of graphite foam in figure 4.1b. The pore volume in this case is calculated as the 

volume of two spheres (corresponding to the BCC structure) minus the volume of interferences 

(eight lens-shape volumes in the REV). Accordingly, the porosity is obtained by dividing the 

pore volume by the volume of the REV. Using the geometric relation between the REV length 

and the distance of spheres (as a function of sphere diameter and the interference), the 

corresponding REV length and the interference of the pores were calculated analytically to 

obtain the porosity of 75%. As a result, by setting the interference, a 3D arrangement of the 

BCC-based spheres with the porosity of 75% was developed as the REV for thermal analysis of 

the composite, and is shown in figure 4.2. 

4.3.2  Grid Generation and Grid Independence Study  

Modeling of the graphite foam/PCM composite was followed by grid generation and grid 

independence studies. Using unstructured tetrahedral grid systems, several grids were generated 

with different grid resolutions and number of cells (0.26 to 1.2 million). The material properties 

were set for graphite as the foam structure and cyclohexane as a typical hydrocarbon-based PCM 

(Yaws, 2008; Silva et al., 2009) and are given in table 4.1. Thermal analyses (including natural 

convection within the pores) were conducted for different grids under the same thermal boundary 
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condition of 300 K on the cold side and 301 K on the hot side, while the remaining four sides of 

the REV cell are insulated. The temperature at the center of the model (which is also the center 

of the middle-pore) and the heat flux on the hot side (which is equal to that of cold side after 

solution convergence) were monitored. The results were found to be grid-independent over grid 

systems having more than 750,000 tetrahedral cells as shown in Figure 4.3. However, the final 

grid selected for the numerical analyses had about 1.11 million cells. This is due to the extremely 

fine grid needed over conjugate heat transfer surfaces in order to couple them and enable heat 

transfer from one surface on solid foam to its pair in the fluid zone. The final grid is shown in 

Figure 4.4. 

4.3.3  Governing Equations  

Transport of momentum and heat is driven by applying a unidirectional temperature 

difference over the REV due to conduction in graphite foam and conduction/natural convection 

in the PCM within the pores. Natural convection is expected to be very weak within the pores 

due to the small pore diameter and temperature difference (the Grashof and Rayleigh numbers 

based on the pore diameter are of the order of 1 and 10, respectively for cyclohexane as the 

working liquid). However, in order to examine the role of natural convection within the pores, 

the continuity and momentum equations were discretized and solved numerically over the fluid 

domain. After inspecting the role of natural convection within the pores (which turned out to be 

negligible), only the thermal energy equation was solved numerically over the fluid and solid 

domains. The governing equations for the laminar flow in the fluid domain (liquid PCM within 

pores) in general Cartesian tensor form are (Anderson, 1995):  
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Equations 4.1 to 4.3 represent continuity, momentum and thermal energy equations, 

respectively. In equation 4.2, fi  stands for body forces including gravity.  In equation 4.3, E is 

the total energy and the first two terms on the right side represent the energy transfer due to 

conduction and viscous dissipation, respectively. In addition, Sh represents the volumetric heat 

source term in general, which is zero here. Also, the stress tensor (τij) is calculated from the 

following relation: 
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The equation of energy in the solid domain (i.e. graphite foam) simplifies to the heat 

conduction equation in which subscript s represents solid properties (equation 4.5): 
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The corresponding governing equations were solved numerically for the PCM and graphite 

foam domains using the finite volume approach (Anderson, 1995; Ansys Fluent 12.0, 2009). 

These equations were subjected to the appropriate boundary conditions that are discussed in the 

following section. 

4.3.4  Boundary Conditions  
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The boundary conditions were set for a unidirectional thermal analysis of the developed 

model subjected to a constant temperature gradient, as the following:  

 Hot side: one side of the cubic REV was selected as the hot side and the temperatures of 

graphite and PCM on this side were set constant, Th.  

 Cold side: the opposite side of the hot side was selected as the cold side with the 

temperatures of graphite and PCM on this side set constant, Tc.  

 The other four side walls were subjected to insulated (zero heat flux) boundary conditions.  

It should be mentioned that the thermal conductivity of graphite foam was defined as a 

function of temperature (according to Klett et al., 2004) and used in different thermal analyses to 

extract the effective thermal conductivity of the graphite foam/PCM composite over a 

temperature range. Furthermore, the pores were assumed to be saturated with the PCM in liquid 

state (i.e. no voids within the pores), and natural convection flow pattern within the pores was 

assumed laminar since the Rayleigh number based on the pore diameter is approximately 10. 

This assumption was later justified upon examination of the numerical results. The no-slip 

boundary condition was used on the walls in contact with the fluid and there is no heat 

generation within the solid and fluid domains. 

4.3.5 Numerical Method and Computational Details  

The governing equations for energy transport in the solid graphite foam and the 

momentum/energy transport in PCM within pores were discretized using second order schemes 

and then solved numerically using the finite volume approach. The CFD package Fluent (Ansys 

Fluent 12.0, 2009) was used with a pressure-based formulation for numerical simulation of the 

governing equations. Upon convergence of the numerical solution for steady-state thermal 

analysis of the developed model, the total heat flux under a constant temperature gradient over 
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the REV was determined by integrating the heat flux over the hot and cold surfaces (the values 

are the same after solution convergence). Knowing the heat flux and temperature gradient over 

the REV leads to evaluation of the effective thermal conductivity of the composite based on the 

Fourier’s law. The results of numerical simulation will be presented in section 4 and compared to 

experimental results as well as other work (Gaies and Faber, 2002; Leong and Li 2011). 

Considering the relatively large number of 3D grids in this model, numerical simulations were 

performed using a high-performance computing cluster (HPCC) for parallel processing. Using 16 

processors in parallel, it took approximately 10-16 hours for different cases of steady-state 

thermal analyses to converge (i.e. normalized residuals of the continuity, velocity and energy 

become less than 10-12, 10-5 and 10-10, respectively). 

4.4 Experimental Investigation of the Effective Thermal Conductivity  

Experimental investigation of the effective thermal conductivity of graphite foam/PCM 

composite includes selection of the experimental method, preparation of composite sample and 

experimental setup, experimental measurements and associated uncertainties that are discussed 

in this section. 

4.4.1 Experimental Method  

Several experimental techniques have been developed for the purpose of thermal 

conductivity measurement. These techniques include steady-state methods such as absolute or 

direct, comparative and radial flow methods as well as transient methods such as the hot wire, 

plane source, 3ω, pulse-power and laser flash (Tritt, 2004). Each technique has its own 

limitations and some techniques are preferred over specific ranges of thermal conductivity or 

temperature. Some techniques are more appropriate to specific geometries of the sample. Some 
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techniques were developed for thermal conductivity measurement of pure materials, while there 

are other techniques that are appropriate for composite, multiphase or inhomogeneous materials 

(Tritt, 2004).  

In general, the steady-state techniques are simpler because of using the Fourier’s law. 

Whereas, the transient techniques have the advantage of being faster in measuring thermal 

conductivity, but their theory is more complicated. In addition, some of the transient methods 

were developed for single-phase materials, such as the transient hot wire (THW) for fluids and 

transient plane source (TPS) for solids, and some techniques have limitations on the sample 

geometry such as the 3ω technique for thin films (Tritt, 2004). Therefore, for the purpose of 

measuring the thermal conductivity of a composite material, consisting of more than a single 

phase (such as the graphite foam/PCM composite as a solid-liquid composite in the present 

work), the direct (i.e. absolute) steady-state method is simpler, less sensitive and preferred, even 

though a dedicated experimental setup is required for experimental measurement of temperature 

within the sample.  

Consequently, the experimental investigation of thermal conductivity was conducted using 

temperature measurements within the composite sample, usually referred to as absolute or direct 

method. Furthermore, the experimental results of the bulk thermal conductivity of graphite foam, 

measured using the transient laser flash technique, are available in the literature (Gaies and 

Faber, 2002). Thus, selection of a steady-state method makes it possible to compare the 

experimental results of two different techniques for further validation purposes. 

4.4.2 Sample Preparation and Experimental Setup  

Several graphite foam samples (PocoFoam®) were prepared for experiments. The 

dimensions and mass of each sample were measured accurately. The samples are cubic in shape 
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with approximate side length of 25 mm. Four K-type thermocouples were calibrated and 

installed within the sample (along the vertical axis of rotational symmetry) at different heights 

for measuring the temperature distribution in the sample. The thermocouples were particularly 

calibrated using high-accuracy thermistors (Omega®, Stamford, CT) with maximum standard 

deviation and uncertainty of temperature readings being 0.021 and ±0.1 °C, respectively. The 

vertical positions of the thermocouples within the sample were measured carefully using a digital 

caliper (General®, No. 147, General Tools & Instruments™, New York, NY) with an accuracy 

of ±0.02 mm.  The schematic diagram and a photo of the experimental set up are shown in figure 

4.5a and b.  

Upon installation of the thermocouples, the graphite foam sample was fitted into a test cell. 

The test cell is cubic in shape and consists of a 2mm thick aluminum plate at the bottom and low 

thermal conductivity glass on the sides, while the top side is open to the ambient. In order to 

realize unidirectional heat transfer, insulation of side walls is of great importance. Thus, in 

addition to the low-conductivity glass, three additional layers of insulation (including two layers 

of felt and a 2-cm-thick layer of Styrofoam®) were used to minimize heat loss from the sides. 

Same insulation was applied to the bottom side after fixing an adjustable thermoelectric 

heater (TEH, Omegalux® model KHLV-101-10, Stamford, CT) under the aluminum plate using 

a thin (~0.5mm) layer of thermal grease. In effect, a constant heat flux is established on the 

bottom surface of the sample and heat transfers only in the vertical direction toward the top 

surface, where heat dissipates to the ambient maintained at a constant controlled temperature. 

Additional thermocouples were mounted on the inner and outer sides of the insulated walls to 

ensure minimum heat loss from side walls, as well as the ambient around the experimental setup 
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to check ambient temperature variation/uniformity. As a result, a total of 15 calibrated K-type 

thermocouples were used in this experimental setup.  

4.4.3 Experimental Measurements and Associated Uncertainties  

A compact real-time data acquisition (DAQ) system (NI cRIO-9014, National Instruments, 

Austin, TX) was used for recording the temperature readings during the tests. Temperature 

recording started before applying the heat flux while the entire setup is at the ambient 

temperature. For applying a constant heat flux, the input voltage of the TEH was provided by a 

variable transformer (Powerstat® type 3PN116C, Farmington, CT). In order to obtain improved 

accuracy, TEH input voltage (V) and electric current (I) were carefully set/measured using a 

digital multi-meter (Hewlett-Packard 3468A, Palo Alto, CA) with an accuracy of ±1.14% for AC 

voltage and current, respectively. Considering the heat flux generated by the TEH as q”=V.I/A 

(with A standing for the constant area of the TEH), the uncertainties of the input voltage and 

current cause a variation of ±2.28% in the resulting heat flux.   

Upon applying the heat flux, the composite sample starts heating up and its temperature 

increases with time until it reaches the steady-state condition while thermocouple readings are 

recorded. After observing a constant temperature distribution within the sample for at least 10 

minutes, the condition is considered as steady, and the experiment is complete. Due to very small 

variations in thermocouple readings (of the order of 10-2 °C with maximum standard deviation of 

0.02 °C over the last 200 temperature readings), the average of the last 200 readings 

(corresponding to the last 200 seconds of the test collected at a frequency of 1 Hz) was used as 

the final steady-state temperature distribution within the sample. Knowing the heat flux and 

temperature distribution, one can evaluate the effective thermal conductivity of the composite 

using the Fourier’s law. Furthermore, having the uncertainties of the heat flux and measured 
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temperatures and based on the Fourier’s law, the resulting uncertainty of the experimental 

effective thermal conductivity turned out to be ±0.88 W/m.K in the range of Keff  <25 W/m.K, 

±1.49 W/m.K in the range of 25<Keff  <29, and ±2.92 W/m.K in the range of Keff  >29 W/m.K.  

Two sets of experiments were performed for measuring the effective (bulk) thermal 

conductivity of the graphite foam (before infiltration with PCM) and graphite foam/PCM 

composite. For each set of experiments, different heat fluxes were applied. For each heat flux, 

the experiment was conducted four times in order to ensure repeatability and extract the 

uncertainty of the experimental data. The experimental results are presented in the next section 

and also compared to the numerical predictions as well as the reported experimental results of 

Gaies and Faber (2002). The obtained results is discussed and compared to the numerical results 

in the next section.  

4.5 Results and Discussion  

The obtained numerical and experimental results are presented in sections 4.5.1 and 4.5.2, 

respectively. For validation purposes, a comparison of the numerical and experimental results is 

given in section 4.5.3 for the graphite foam/PCM composite. Furthermore, the numerical and 

experimental results of the effective (bulk) thermal conductivity of the graphite foam are 

compared against the experimental results of Gaies and Faber (2002) using the laser flash 

technique.  

4.5.1 Numerical Results  

Based on the numerical method explained in section 4.3, several thermal analyses were 

performed at different temperatures for the graphite foam (when pores are filled with air) and 

graphite foam/PCM composite (when pores are saturated with PCM). The thermal conductivity 
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of the solid phase (graphite foam) was defined as a function of temperature (Klett et al., 2004) as 

shown in figure 4.6.  

Different thermal boundary conditions were set and thermal analyses were conducted to 

obtain the temperature distribution within the composite REV, as presented in figure 4.7 for a 

temperature difference of 1 °C (Th=301 K and Tc=300 K) for a graphite foam fully saturated with 

cyclohexane. Based on the obtained temperature field, the heat fluxes can be integrated over the 

hot and cold sides. Knowing the heat flux through the composite REV and the temperature 

difference, one can extract the effective thermal conductivity of the composite using the 

Fourier’s law. The extracted effective thermal conductivity will be assigned to the corresponding 

average temperature of (Th+Tc)/2. The thermal analysis was repeated with selection of different 

thermal boundary conditions to extract the effective thermal conductivity at different 

temperatures. The variation of the predicted effective thermal conductivity with temperature is 

shown in figure 4.8 for the graphite foam (pores are occupied by air) and graphite foam/PCM 

composite (pores are saturated with PCM).  

It should be noted that the effective thermal diffusivity varies proportionally with the 

effective thermal conductivity since graphitepPCMliquidpeffp CCC )()1()()( ρερερ −+=  is 

constant in this study. However, in case of evaluating graphite foam/solid PCM composite, the 

term PCMliquidpC )(ρ  will be replaced with PCMsolidpC )(ρ  which has a different value and will 

affect the effective thermal diffusivity. The evaluated effective thermal conductivity in this study 

covers the range of temperature corresponding to graphite foam/liquid PCM composite.   

In order to study the role of natural convection within the pores on the effective thermal 

conductivity, two sets of thermal analyses (on graphite foam and graphite foam/PCM composite) 

were conducted with and without solving the continuity and momentum equations within the 
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liquid PCM. A small difference was observed between the obtained effective thermal 

conductivities. In fact, considering the pore size, thermophysical properties (table 4.1) and 

thermal conditions, the Rayleigh (Ra) number is approximately 6.7×10-3 and 10 for air and 

cyclohexane, respectively, indicating the negligible role of natural convection as the onset of 

natural convection within spheres was reported to be around 105 (Hutchins and Marschall, 1989). 

The difference is negligible due to size of the pore, very weak velocities and natural convection 

within the pore, and low thermal conductivity of the air (in case of graphite foam) or PCM (in 

case of graphite foam/PCM composite) compared to high thermal conductivity of solid graphite. 

The role of natural convection in pores was also reported to be negligible by (Leong and Li, 

2011). Natural convection can potentially affect the thermal conductivity predictions for larger 

pore sizes (Alam and Maruyama, 2004).  

4.5.2 Experimental Results  

According to the experimental method explained in section 4.4, the temperature variation 

was measured within samples of graphite foam and graphite foam/PCM composite. A 

representative set of the measured temperatures of the composite sample during an experiment is 

given in figure 4.9. As it is observed, upon applying the heat flux on the bottom side of the 

sample, the uniform temperature of the sample (initially equal to the ambient temperature) varied 

with time until it reached the steady-state distribution during which thermocouple readings do 

not change with time.  

The steady-state temperature distribution in the sample was obtained using the average of 

thermocouple readings for the last 200 seconds of test. One should note that during each test, the 

steady-state condition was continued for at least 10 min. Furthermore, each test was conducted 4 

times to ensure repeatability and obtain the associated uncertainties. Based on the averaged (of 
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the 4 tests) steady-state temperature distribution and position of the thermocouples within the 

sample, the temperature gradient (dT/dy) was extracted, as presented in figure 4.10 for three 

different values of the applied heat flux. Having the applied heat flux and temperature gradient 

within the sample, one can obtain the effective thermal conductivity of the sample for different 

heat fluxes corresponding to different average temperatures of the sample. The experimental 

results of the effective thermal conductivity and associated uncertainties are shown in figure 4.11 

for graphite foam (bulk) and graphite foam/PCM composite. It should be noted that the 

uncertainty of thermal conductivity is a function of heat flux, temperature difference, sample size 

and their corresponding uncertainties. The uncertainty of heat flux depends on the uncertainties 

of TEH input voltage and current and turned out to be 2.28% of applied heat flux. Since the 

applied heat flux, its uncertainty and temperature difference in the sample vary among different 

experiments, the resulting uncertainty of thermal conductivity varies with temperature, as 

presented in figure 4.11.   

4.5.3 Comparison of the Results and Validation 

For validation purposes, the numerical results of the effective thermal conductivity are also 

presented in figure 4.11 for graphite foam and graphite foam/cyclohexane composite. A good 

agreement is observed with a maximum deviation of 3.5% between the numerical and 

experimental effective thermal conductivities of graphite foam/cyclohexane composite. 

Additionally, the effective thermal conductivity of graphite foam based on our numerical and 

experimental results is presented in figure 4.12 along with the experimental results of Gaies and 

Faber (2002) that were obtained using the laser flash technique. Results obtained using various 

approaches are in good agreement with the maximum deviations of 2.6% between our 
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experimental results and experimental results of Gaies and Faber (2002) and 9.15% between the 

numerical and experimental results of this study.  

It is also observed that the numerical predictions of the effective thermal conductivity are 

slightly lower than the experimental values. One possible reason is the small amount of heat loss 

from the insulated side walls during the experiments compared to an ideal zero heat flux 

boundary condition used in thermal analyses. Such heat losses can also be the reason why the 

averages of the steady-state thermocouple readings within the sample do not exactly fit to a 

linear temperature distribution (see figure 4.10b and c). Thermal contact resistance between the 

thermo-electric heater and the sample is another deviation between the numerical model and 

experimental setup. Although a thin layer of thermal grease was applied in experimental setup to 

the space between the TEH and the bottom plate, the thermal contact is still not ideal as assumed 

in the numerical model. Furthermore, in the numerical model the pores were idealized as uniform 

spheres, whereas in actual foam there is always a pore size distribution and the pores are not 

perfectly spherical in shape. Also, a slight approximation in defining the thermal conductivity of 

graphite as a function of temperature (using curve-fit to data of Klett et al., 2004) can be a reason 

for slight deviation in numerical results. Another reason could be the presence of non-

homogeneities including small impurities or non-uniformities in the size and structure of pores in 

real foams such as dead-end pores that are not accounted for in the numerical model of the 

composite.  

4.6 Conclusions  

Numerical and experimental investigation of the effective thermal conductivity of graphite 

foam/ PCM composites was conducted. In the numerical approach, the structure of graphite foam 

was modeled as a 3D body-centered cube arrangement of uniform spherical pores, having the 



140 
 

same porosity as the actual foam. The pores were fully saturated with cyclohexane as a typical 

PCM to construct the representative elementary volume of the composite. Thermal analysis of 

the developed REV was conducted for the case of unidirectional heat transfer using isothermal 

boundary conditions on walls in one direction, and insulated walls in other two directions. Upon 

converging the numerical solution, the total heat flux was determined by integrating the heat 

fluxes over the hot and cold surfaces. Having the heat flux, temperature difference and size of the 

3D REV, the effective thermal conductivity was evaluated.  

In the experimental phase of the investigation, a sample of graphite foam was prepared and 

infiltrated with cyclohexane. The effective thermal conductivity was evaluated using the direct 

method of measuring temperature within the sample under a fixed heat flux in unidirectional heat 

transfer. The heat flux was applied on the bottom wall, and the temperature distribution was 

measured using four thermocouples within the sample until reaching the steady-state condition. 

Having the heat flux and temperature gradient, one can evaluate the effective thermal 

conductivity of the sample. 

The numerical and experimental results were found to be in good agreement. Furthermore, 

our results of graphite foam’s effective thermal conductivity are in good agreement with the 

experimental results of Gaies and Faber (2002) obtained using the laser flash technique. It is 

concluded that the graphite foam with its highly-conductive and highly-porous structure, is an 

excellent candidate for improving the thermal conductivity of PCM. In this study, high values of 

the effective thermal conductivity varying from 30 W/m.K (at 20 °C) to 25 (at 90 °C) were 

obtained in comparison with the thermal conductivity of cyclohexane (0.13 W/m.K). 

Furthermore, the role of natural convection within the graphite foam pores was found to be 

negligible.  
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Table 4.1  Thermophysical properties of graphite foam, cyclohexane (PCM) and air (based on 

Yaws, 2008; Silva et al., 2009 and Klett et al., 2004) 

Property Unit Graphite foam Cyclohexane Air 

Density, ρ kg m-3 500 778.9 1.205 

Specific Heat, Cp J.kg-1.K-1 700 1857 1005 

Thermal Conductivity, K W.m-1.K-1 f(T) 

(figure 4.6) 

0.13 0.0257 

Dynamic Viscosity, µ kg.m-1.s-1 N/A 9.8467×10-4  1.82×10-5 

Thermal Expansion 

Coefficient, β * 

K-1 N/A 1.76×10-3  3.43×10-3 

Prandtl Number, Pr  *  N/A 14 0.71 

 *: The value was used in estimation of the Grashof (Gr) and Rayleigh (Ra) numbers.  
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(a) 

 

(b) 

 

Figure 4.1 SEM images of the structure of graphite foam (PocoFoam®, Poco Graphite Inc.) 

showing the interconnected nearly-spherical pores of micro-structure in (a) 100X, and (b) 400X 

magnifications.  

 

 

Pore interference 
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(a) 

 

(b) 

 

(c) 

 

Figure 4.2 Three-dimensional model of (a) solid foam, (b) interconnecting pores and (c) 

assembled model of graphite foam/PCM composite (graphite foam in dark gray and PCM in light 

gray).  
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Figure 4.3 Grid-independence study considering the temperature at the center of the REV (as a 

point-wise quantity), as well as the heat flux on the active sides (hot or cold) of the REV (as an 

integral derivative quantity).  
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(a) 

 

(b) 

 

(c) 

 

Figure 4.4 Selected unstructured tetrahedral grid in (a) graphite foam, (b) fluid within pores 

(PCM) and (c) the graphite foam/PCM composite (total of 1,110,512 tetrahedral cells).  
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(a) 

 

(b) 

 

Figure 4.5 (a) Schematic diagram of the experimental set up for thermal conductivity 

measurement and (b) Photo of the experimental setup and installed thermocouples.  
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Figure 4.6 Thermal conductivity of solid graphite as a function of temperature (reproduced from 

data of Klett et al., 2004).   
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(a) 

 

 

(b) 

 

 

Figure 4.7 Temperature distribution for a difference of 1 °C in the x-direction (Th=301 K and 

Tc=300 K as a periodic boundary condition resembling/corresponding to a temperature difference 

of 22 °C over a composite slab of 1 cm thickness) within (a) the graphite foam structure, and (b) 

the liquid PCM (cyclohexane).   
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Figure 4.8 Numerical predictions of the effective thermal conductivity versus temperature for 

graphite foam as well as graphite foam/cyclohexane composite.  
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Figure 4.9 Measured transient and steady-state temperature distributions within the graphite 

foam/cyclohexane composite sample upon applying a heat flux of 1380 W/m2.   
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(a) q” = 3875 W/m2 

 

(b) q” = 5535 W/m2 

 

(c) q” = 10050 W/m2 

Figure 4.10  Steady-state temperature distribution within the graphite foam sample for 3 

different values of applied heat flux (filled symbols and bars represent the average measured 

temperature and standard deviation, respectively).   
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(a) 

 

(b) 

 

Figure 4.11  Experimental effective thermal conductivity compared to numerical predictions for 

(a) graphite foam and (b) graphite foam / cyclohexane composite (bars represent the 

corresponding uncertainties).   
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Figure 4.12  Effective thermal conductivity of the graphite foam – comparison among the 

numerical and experimental results of this study as well as the experimental results of Gaies and 

Faber (2002).   

 

 

 



154 
 

Chapter 5 Conclusions 

Development, utilization and thermal conductivity improvement of thermal energy storage 

composites, consisting of graphite foam impregnated with phase change materials, were 

investigated in this dissertation. The development of such TES composites mainly depends on 

the characteristics of the infiltration process (chapter 2), whereas utilization of TES composites 

involves phase change processes during freezing/thaw cycles for energy discharge/charge 

(chapter 3). In addition, the resulting composite has an improved thermal conductivity that 

enhances the thermal performance of PCM (chapter 4). The concluding remarks are presented in 

this chapter along with proposed future work regarding the emerging aspects in further 

development and achieving higher effective thermal conductivity in TES systems.   

5.1 Concluding Remarks 

Regarding the development of TES composites, the infiltration process was investigated at 

the pore level numerically and experimentally, with the purpose of elucidating the interface 

behavior and details related to undesirable formation of voids. Existence of these voids as 

reported in the literature by several experimental studies of liquid composite molding is known 

to adversely affect the thermo-physical properties and energy storage capacity of the resulting 

composite. In order to study the evolution of the liquid interface, a multiphase approach was 

selected in the numerical investigation based on the VOF method. The infiltration of PCM (as a 

liquid) into a porous structure (graphite foam) was studied at the pore level and the evolution of 

the interface (liquid front) was investigated for both wetting and non-wetting liquids. The effect 
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of different driving forces and interfacial effects (especially wettability or wall contact angle) on 

infiltration process and liquid interface behavior was studied and reported (chapter 2).  

It was observed that for wetting liquids the shape of the interface is concave and temporary 

and permanent interface pinning occur depending on the combination of pressure difference and 

interfacial effects (surface tension and more importantly the wall contact angle) as the major 

driving forces during the infiltration of wetting liquids. Infiltration criterion for wetting liquids 

was studied and the global infiltration time versus pressure was obtained using dimensionless 

quantities. Infiltration under zero pressure gradient and no gravity, also known as wicking flow, 

occurs in wetting liquids with interfacial effects as the only driving forces. The case of wicking 

flow was investigated numerically and experimentally for validation purposes. Due to the 

concave shape of the interface in wetting liquids, void formation was not observed since the 

liquid wets the walls of the pore prior to filling the interior space (bulk) of the pore. However, it 

should be mentioned that void formation might occur due to other reasons such as presence of 

dead-end pores or vaporization during infiltration.  

Using the same approach, the infiltration process was investigated for non-wetting liquids 

and the interface evolution was elucidated. Unlike wetting liquids, it was observed that the 

interface shape is convex (due to the contact angle greater than 90°) and no interface pinning 

occurs for non-wetting liquids. Instead, a fingering phenomenon was observed during the 

infiltration of the pore followed by the impingement of the liquid finger on the walls of the pore 

that is responsible for entrapment of air and void formation within the pore. The proposed 

numerical method was capable of tracking the interface and predicting the formation of void 

within the pore. The volume and distribution (shape) of the void, also known as infiltration void, 

in the pore was predicted for non-wetting liquids and correlated to the modified capillary 
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number. The void content of the pore (versus modified capillary number) was compared and 

found to be in agreement with the experimental results, available in literature.  

The numerical results were verified against those obtained from the coupled VOF-Level 

Set method, known to have higher accuracy in capturing the interface. The predicted time-

evolving liquid interfaces based on these methods were compared against each other for wetting 

and non-wetting liquids in several selected time instants during the infiltration. The shape and 

position of the liquid interface were found to be in good agreement between the VOF and 

CVOFLS methods. Furthermore, the infiltration time was extracted for wetting and non-wetting 

liquids using both methods and found to be in good agreement.  

Moreover, the numerical results of horizontal wicking flow through the network of pores in 

series (no pressure gradient and no gravity) were validated against the experimental results of 

unidirectional horizontal wicking and theoretical results based on the modified Washburn 

equation. For this purpose, an experimental setup was designed for horizontal (i.e. no gravity), 

unidirectional wicking of cyclohexane (as a typical hydrocarbon PCM with wetting properties) 

into graphite foam samples. To provide wicking flow conditions, the experimental setup was 

designed so that the pressure gradient in the direction of liquid penetration into the porous 

structure was eliminated. The liquid penetration length versus time was extracted from the 

conducted experiments, for which good agreement was found between the numerical, 

experimental and theoretical results based on the modified Washburn equation.  

Regarding the utilization of TES composites, the numerical simulation of the phase change 

processes was performed using a multiphase approach and based on the combination of the VOF 

and the enthalpy-porosity methods. Phase change processes occur when a TES system 

experiences freezing/thaw cycles. Since void formation happens during infiltration of TES 
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composites, the effect of voids were investigated on the solidification and melting processes. 

Additionally, the volume change of PCM during the phase change contributes in formation of 

‘shrinkage voids’ in contrast to the ‘infiltration void’. For this purpose, the final state of the 

infiltration process, as pore contains a void portion, was used as the initial state of the 

solidification process. Therefore, the infiltration void is present within the pore during the phase 

change processes and its effect was included by utilizing the coupled phase change and 

multiphase methods. Moreover, the proposed coupled method takes into account the variation of 

density between liquid and solid phases and is capable of predicting the volume changes 

(contraction or expansion) during the phase change processes.  

Solidification and melting simulations were conducted for a two-dimensional model of the 

pore and the evolution of the freezing/melting fronts in the PCM within the pore were extracted 

along with the volume change of PCM and the final volume of the shrinkage void. With regard 

to verification of results, it was found that the volume of the shrinkage void is in good agreement 

with the theoretical volume change due to density change. Since the simulation is transient, the 

temporal evolution of shrinkage void was extracted during the solidification of PCM which led 

to prediction of the distribution (shape) of the shrinkage void within the pore. Such distribution 

was found rational with respect to the observed convection patterns during the solidification of 

PCM within the pore. Upon freezing the entire PCM content of the pore, the melting process was 

investigated using the same method. The time-dependent evolution of melting front was obtained 

for PCM within the pore. It was found that the shrinkage void vanishes upon melting the entire 

PCM content of the pore. Additionally, a temperature gradient was observed along the PCM/void 

interface within the pore during the phase change processes. 
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Upon observing a temperature gradient on the PCM/void interface (resulting from the 

presence of voids) within the pore, the effect of the Marangoni convection (thermocapillary) on 

the phase change processes was investigated at the pore level. In fact, the presence of the 

infiltration void within the pore can affect the phase change processes by triggering 

thermocapillary effects along the PCM/void interface. The effect of the Marangoni convection 

on phase change processes were studied numerically using the same method. The variations of 

liquid density and surface tension with temperature were included to enable evaluation of the 

volume change as well as thermocapillary effects during the phase change. The time-dependent 

simulations were performed for solidification and melting with and without thermocapillary 

effects. The final status of phase change processes, position and shape of voids, shrinkage void 

formation and its volume, convection patterns within the pore and phase change time (duration) 

were extracted and compared between cases with and without thermocapillary convection.  

It was found that thermocapillary forces are strong enough to overcome the gravitational 

forces and influence the convection pattern within the pore. This led to a significant change in 

the convection pattern as well as phase change time (about 8% reduction in duration of phase 

change due to thermocapillary convection in the pore). Furthermore, verification of the results 

was conducted by comparing the volume of the shrinkage void with the theoretical volume 

change during the phase change.  

Upon considering the infiltration and phase change in TES composites, thermal 

characterization of such composites was investigated. The duration of phase change processes 

and the rate of charge/discharge of energy have been already reported in the literature for TES 

composites. However, evaluation of the effective thermal conductivity of TES composites is a 

novel contribution in thermal characterization of the composites that was investigated in this 
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dissertation. Therefore, the effective thermal conductivity of TES composites was also 

investigated for composites of graphite foam/PCM numerically and experimentally. In the 

numerical approach, the structure of the graphite foam was modeled as a three-dimensional 

body-centered cube arrangement of uniform spherical pores with the same porosity as the actual 

foam. The pores were fully saturated with cyclohexane as a typical PCM (wetting liquid) to 

construct a representative elementary volume of the composite. Thermal analysis of the 

developed REV was conducted for the case of unidirectional heat transfer using isothermal 

boundary conditions on walls in one direction, and insulated walls in other directions. Upon 

convergence of the numerical solution, the total heat flux was determined by integrating the heat 

fluxes over the hot and cold surfaces. Having the heat flux, applied temperature difference 

through boundary conditions and size of the three-dimensional REV, the effective thermal 

conductivity of the composite was evaluated based on the Fourier’s law. Furthermore, the effect 

of natural convection within the pore on the effective thermal conductivity was studied. For the 

case of the graphite foam with an average pore size of 400 microns, the role of natural 

convection was found to be negligible. 

For experimental investigation, a sample of graphite foam was prepared and infiltrated 

with cyclohexane to form a TES composite. An experimental setup was designed to hold the 

TES sample in a test cell for performing thermal conductivity measurement using the direct 

(absolute) method. The test cell was insulated on the side walls with three layers of insulation to 

minimize heat loss during the experiments. A fixed heat flux was applied on the bottom wall of 

the test cell using a thermo-electric heater. Heat was dissipated to the ambient (with constant 

temperature) from the top wall, thus establishing unidirectional heat transfer within the 

composite sample. The effective thermal conductivity was evaluated using the direct (absolute) 
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method of measuring temperature using four thermocouples within the sample under fixed heat 

flux in unidirectional heat transfer. The temperature distribution was extracted from the 

measurements until reaching the steady-state condition. Knowing the heat flux and temperature 

gradient, one can evaluate the effective thermal conductivity based on the Fourier’s law. 

The numerical and experimental results were found to be in good agreement. Furthermore, 

the effective thermal conductivity of graphite foam (when the foam is filled with air) was 

measured using the same experimental method and found to be in good agreement with the 

experimental results of the laser flash technique, available in the literature. It is concluded that 

highly-conductive and highly-porous structures, such as graphite foam, are excellent candidates 

for thermal conductivity improvement of PCM. In this study, high values of the effective thermal 

conductivity varying from 30 W/m.K (at 20 °C) to 25 W/m.K (at 90 °C) were obtained in 

comparison with the thermal conductivity of cyclohexane (0.13 W/m.K).  

5.2 Proposed Future Work  

In this dissertation, the infiltration process was investigated at the pore level using a 

multiphase approach for direct numerical solution of the governing equations. With recent 

advancements in modeling and computations, same approach might be conducted at the level of 

TES composite. For such cases, modeling the porous structure can be conducted for a random 

packing of pores including the pore size distribution. Such modeling techniques have been 

recently developed (for instance by James et al., 2010), however direct numerical solution of the 

governing equations in three dimensions at the system level requires an extensive computational 

resources, power and time. Such simulations can be used to predict details such as fingering 

phenomenon during liquid penetration into the porous structure as the source of air entrapment 

and formation of macro-voids. It should be noted that accuracy of the three-dimensional liquid 
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interface capturing and tracking schemes and extremely fine spatial and temporal grid 

requirements are challenges of such simulations at the system level. 

Vaporization of liquid (PCM) during the infiltration is another source of void formation. 

During the fabrication of TES composites, usually the infiltration process occurs under low 

pressure for the purpose of minimization of voids. Under such conditions, evaporation of the 

penetrating liquid might be a contributing factor to formation of voids. In the present 

investigation of the infiltration process, the evaporation of liquid was not included and is thus 

suggested as a future work. However, including evaporation models adds a new gas phase 

(vapor) to the multiphase method and introduces more governing equations, coupled to the 

existing ones. This adds instability to the numerical solution of the entire set of equations and 

can be challenging, especially due to different time scales and dependence of such phenomena 

on multiple variables/factors.  

The current studies and reported experimental values indicate that formation of the 

infiltration void is inevitable. Removal of the infiltration void is not usually considered in 

different applications due to the prevailing challenges in volume change of PCM during phase 

change, occurring during the life time of TES systems, and possible damaging effects. However, 

optimization of the infiltration void is of great interest in maximizing the energy storage capacity 

of TES composites. Such study is proposed as a future work here and requires an extensive 

investigation of the effects of different parameters (such as ambient pressure and wall contact 

angle) on the infiltration process and correlation of the void content with respect to these factors 

for further optimization.  

Regarding the thermal conductivity improvement in PCM applications, the effective 

thermal conductivity of PCM infiltrated in graphite foam was investigated in this dissertation. 
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The obtained results were promising and exhibited ‘order-of-magnitude’ levels of improvement. 

However, further improvements can be obtained using the notion of ‘dual-scale’ thermal 

conductivity improvement. This consists of thermal conductivity improvement in micro-scale 

(infiltration of the PCM into micron size pores of a conductive porous structure) as well as nano-

scale enhancement by employing nanostructure-enhanced phase change materials (NePCM) with 

an expedited freezing/melting rate. There are currently several challenges regarding development 

and thermal conductivity enhancement of NePCM such as the stability of colloidal suspensions, 

variation of thermophysical properties, especially viscosity and thermal conductivity, in 

nanofluids and formation of dendritic structures during the freezing and melting of colloidal 

suspensions. However, it was shown (Gao et al., 2009; Gharagozloo and Goodson, 2010 and 

Zheng et al., 2011) that in nanofluids, clustering of nanoparticles can lead to formation of fractal 

percolation paths within the nanofluids and thus cause thermal conductivity improvement. Thus 

infiltration of nanofluids, especially with high aspect-ratio nano-structures (Babaei et al., 2013), 

into conductive porous structures (such as graphite foam) might lead to even greater 

enhancements in thermal conductivity due to presence of foam structure in micro-scale as well as 

percolation within the NePCM in nano-scale, which is proposed here as a future study.   
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Appendix A Verification of the VOF Method Incorporated in the Fluent Package 

Before conducting the numerical simulations of infiltration for wetting and non-wetting 

liquids, the results of computations based on the VOF method incorporated in the Fluent package 

were verified. For this purpose, a classic case previously studied and available in literature, was 

selected and simulated using the VOF method. The results of the simulations were compared 

against the available data in the literature obtained using different methods to assess agreement 

in predicting the flow characteristics. The pertinent details are presented in this appendix.  

The dam-break problem was studied by a number of researchers using different numerical 

and experimental methods to understand the behavior of water and flooding waves upon 

breaking a dam. A classic two-dimensional model, proposed for this problem, consists of water 

with high depth behind a vertical wall (upstream) with a shallow water layer downstream, as the 

initial state, as shown in figure A.1a. Upon breaking the dam, the body of water discharges freely 

and floods toward downstream. There are numerous papers in literature focusing on the behavior 

of water in this system, flooding waves, pressure variation, resulting forces, and spatial and time 

domain of flooding after breaking the dam. However, for assessing the accuracy of the solver 

and verification purposes, the initial stages of dam-break flow was considered here and 

compared to the reported experimental results in the literature.  

The experimental studies (Stansby et al., 1998; Ozmen-Cagatay and Kocaman, 2011) 

indicate that a breaking wave is created at the initial stages of dam-break moving toward 

downstream. Similarly, the proposed model and the VOF approach used in this study, show the 
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evolution of a wave traveling downstream in agreement with previous findings, as shown in 

figure A.1. While, preliminary work in this field (such as the marker and cell method by Harlow 

and Welch, 1965) cannot give the details of wave formation and propagation, some simplified 

models and solutions, proposed previously such as 1D surge flows (Hsu and Yeh, 2002), can 

predict a jump in water front; however, such models cannot precisely predict the shape and 

evolution of the wave. Furthermore, the problem of dam-break was studied by Abdolmaleki et al. 

(2004) using the VOF method. Comparing the obtained numerical results with the experimental 

measurements, they reported good agreement between the results as verification of VOF method 

in the Fluent package.  
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(a) t=0 sec, initial conditions (b) t=0.01 sec 

  
(c) t=0.02 sec (d) t=0.03 sec 

  
(e) t=0.04 sec (f) t=0.05 sec 

Figure A.1 Evolution of the wave in the initial stages of the dam-break flow at selected time 

instants of (a) t=0 sec, initial state, (b) t=0.01 sec, (c) t=0.02 sec, (d) t=0.03 sec, (e) t=0.04 sec, 

(f) t=0.05 sec (water is in red color, while air is in blue).  
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Appendix B Verification of Volume-Change during Phase Change using Combined VOF 

and Enthalpy-Porosity Method  

A combination of the VOF and enthalpy-porosity methods was proposed in chapter 3 for 

the investigation of phase change processes in presence of voids within the pores of a porous 

structure. It was mentioned that the proposed method is capable of predicting the volume-

change, resulting from the variation of the density during the solidification and melting 

processes. Since there are contributing effects from the presence of void and interfacial effects in 

the original analysis at pore-level, it is necessary to verify the capability of the proposed method 

in predicting the volume-change during phase change. In this appendix, a numerical simulation 

of solidification was conducted for water in a two-dimensional cavity with the purpose of 

verifying the volume-change during the freezing process. The interfacial effects are not present 

due to the scale of the problem and combined VOF and enthalpy porosity method was used for 

the simulation as described in chapter 3.  

The density of ice/water was considered as a function of temperature over the range of 

applied thermal conditions, as shown in figure B.1 (Haynes and Lide, 2010). The density of solid 

(ice) was constant (915 kg/m3 below 273.0 K), while it was considered as a function of 

temperature for liquid phase and in mushy zone. The density varies linearly with temperature in 

mushy zone (from 273.0 K to 273.15 K). The variation of density accounts for the ensuing 

volume changes in the form of contraction or expansion during the phase change processes 

between the liquid and solid phases. For water, as an anomaly, the density of ice is less than that 
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of liquid (as given in figure B.1), leading to its expansion during freezing. The density varies 

from 999.84 kg/m3 in liquid state to 915 kg/m3 in solid state (ice), resulting a theoretical volume 

expansion of 9.29% for water during the freezing process. The density varies with temperature in 

liquid phase (from 999.84 kg/m3 at 273.15 K to 999.965 kg/m3 at 276 K), although its variation 

is very small compared to density variation during the phase change. Furthermore, the viscosity 

and thermal conductivity of water were defined as functions of temperature over the considered 

temperature range (Van Wylen et al., 1994; Sengers and Watson, 1986).  

The two-dimensional model for simulating this problem was developed as a square cavity 

partially filled with water (60%), while air filled the rest of the cavity at the top as shown in 

figure B.2a. The applied thermal boundary conditions on the four walls are given in figure B.2b 

and the initial temperature of water and air within the cavity was set to be 275 K. Employing the 

combined VOF and enthalpy-porosity method, the freezing process was simulated and the 

relevant details were obtained. The evolving contours of liquid fraction during freezing of water 

are given at selected time instants in figure B.3. Solidification is initially driven by conduction 

heat transfer (for t < 15 sec) and water freezes next to the bottom and side walls of the cavity. 

However, after t= 15 sec, convection patterns appear in the liquid due to anomalous density 

variation of water, as it is observed in figure B.3.  

A comparison of initial and final states of solidification is given in figure B.4 and reveals 

that the final volume of frozen water (ice) is higher than the initial volume of water in the square 

cavity. The final volume of ice in the cavity was evaluated to be 65.44% of the cavity, which in 

comparison with 60% initial volume of water yields a volume expansion of 9.07% during the 

phase change for water. The obtained volume expansion of 9.07% is in good agreement with the 

theoretical volume expansion of 9.29% (with a deviation of 2.37%). As a result, the proposed 
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method (combined VOF and enthalpy-porosity) is capable of predicting volume-change 

(expansion or shrinkage) during the phase change processes (solidification and melting). 

Furthermore, the contours of density during the solidification of water are shown in figure B.5, 

representing the prevailing natural convection patterns and the variation of density during the 

freezing of water within the cavity.   
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Figure B.1 Density of water/ice as a function of temperature, considering the phase change 

process from 273.15 K (liquidus temperature) to 273.0 K (solidus temperature).  
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(a) 

 

(b) 

 

 

Figure B.2 (a) Two-dimensional model of water freezing and contributing phases, and (b) 

Thermal conditions applied to the model (2D square cavity).  
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(a) t=17.5 sec (b) t=32.5 sec (c) t=57.5 sec 

   
(d) t=85 sec (e) t=110 sec (f) t=145 sec 

   
(g) t=175 sec (h) t=225 sec (i) t=300 sec 

   
(j) t=35 sec (k) t=500 sec (l) t=550 sec 

Figure B.3 Evolving contours of liquid fraction during freezing of water at selected time instants 

(liquid is in red while ice is in blue color).  
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(a) initial state (b) final state 

  
(c) air-water interface at initial condition (d) air-ice interface at final condition 

Figure B.4 Comparison of the initial and final states of solidification, representing 9.07% 

volume expansion of water within the square cavity.  
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(a) t=17.5 sec (b) t=32.5 sec (c) t=57.5 sec 

   
(d) t=85 sec (e) t=110 sec (f) t=145 sec 

   
(g) t=175 sec (h) t=225 sec (i) t=300 sec 

   
(j) t=35 sec (k) t=500 sec (l) t=550 sec 

Figure B.5 Evolving contours of density during freezing of water at selected time instants (the 

density range is from 900 to 1000 kg/m3).  

 


