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Abstract

The integrated circuit scaling has been following the Moore’s Law since 1965 [59,
60, 61]. Within these decades, researchers made great effort to shrink the transistor
feature size and maximize the integration level. Together with the growing level of
integration, the burden of testing continues to becoming heavier: the number of bits
in each test pattern is larger because of increasing number of flip-flops and primary
inputs; and larger number of test patterns is required to guarantee fault coverage in a
large design. Both factors result in enormous test data volume. Although it is not a
problem to generate a big test set by using automatic test pattern generation (ATPG)
tools, it puts a higher demand on automatic test equipment (ATE) and prolongs test
time, which increase testing cost rapidly. Nowadays, the testing related cost has taken
about half of the total manufacturing cost. The industry urges to find a solution.

Built-in self-test (BIST) technology is investigated. It’s frequently adopted in
some particular cases like memory test to reduce or remove ATE cost. However,
for more general testing purpose, BIST technology cannot guarantee fault coverage
because of drawbacks like the pseudo-randomness of BIST patterns, which is hard
to detect random-resistant faults and these faults aren’t rare in large designs. An
alternative thinking is to reduce test data volume but maintain the test information
for same fault coverage. Fortunately most bits in test are don’t-cares, which makes
it possible to achieve high test compression level while retaining the fault coverage.
Till now, test compression technologies have been successfully utilized in industry,
compressing test size by up to 100x. Currently, the test compression interface exists

in most large scale designs.
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Improved test planning may utilize ATE and design-for-testability (DFT) re-
sources wisely to reduce testing cost. Some useful metjods are concurrent test, multi-
site test, hierarchical test and reduced-pin-count test (RPCT). These techniques can
shorten test time or increase test throughput. Many solutions work together to limit
the test cost within a reasonable level. For example, more and more test compression
tools start to support low pin count test mode, which is equivalent to RPCT. On
the other hand, RPCT technology enables more chips to be tested in parallel using
multi-site test.

In current RPCT implementations, the test speed has to be the test channel data
rate divided by the width of deserializer interface. The width of deserializer interface
can be large in large system on chip (SoC) devices that support test compression. It
turns out that the test speed needs to be very slow to match the deserializer interface
with the limited test channel data rate. Traditionally, ATE test channel sends and
receives binary data, in which case the data rate equals to the clock frequency. In this
thesis, a revolutionary approach is introduced to improve ATE test channel efficiency
so that test speed can be greatly increased especially for RPCT designs. My approach
is to replace the media of test channel into multi-valued logic (MVL) signal. Here
I choose digital to analog converter (DAC) as the MVL generator in the ATE test
channel, and analog to digital converter (ADC) as the MVL decoder in the device
under test (DUT). For MVL signal, multiple bits of information are contained within
one symbol. So, an MVL link can send multiple bits of information in one clock cycle.
As a result, it boosts the data rate of each physical test channel by several times.
This property makes it suitable for the RPCT technology. The use of MVL interface
can help resolve the problem of reduced test speed.

However, the use of MVL channel comes with additional sources of error over
what we have in a binary system. For example, the insufficient accuracy of MVL

generator and decoder, and larger vulnerability to noise. To tackle these, a new test
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flow including ADC nonlinearity calibration and error detection and correction are
developed. A prototype MVL test setup based on NI ELVIS II and Altera DE2 [5]
FPGA is implemented to show the practicality of the MVL data transmission and
to prove the concept of MVL test application. Further, I succeeded in generating
the MVL signal from the available resources in the ATE system and used it to test
a DUT with integrated MVL and RPCT interfaces. The experimental result shows

that the use of MVL test channel greatly improves the test speed.
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Chapter 1

Introduction
1.1 Very Large Scale Integration (VLSI) Technology

Since 1947, when the first transistor, a point-contact pn junction, was invented
in Bell Labs, human history has stepped into a new era: the information age. In
1960, the first integrated circuit (IC), consisting of a single transistor and few passive
components, was born in Fairchild, and became the prototype of all ICs we have
today. As technology is developing, more and more transistors can be integrated into
one chip. In 1965, Gordon Moore brought up the famous Moore’s Law [59, 60, 61] to
predict the IC industry development speed: transistor count in a single chip doubles
every 18 months. Now we use different terms to describe the integration scale of 1Cs:
small scale integration (SSI), medium scale integration (MSI), large scale integration
(LSI), very large scale integration (VLSI), ultra large scale integration (ULSI) and
giga scale integration (GSI). The component count for each integration level is shown
in Table 1.1, which is available in [34].

However, we have become used to calling it VLSI technology no matter how
large the integration scale goes. Technically, according to the function and structure,
integrated circuits can be classified into digital, analog and analog and mixed-signal
(AMS) ICs. As the name indicates, a digital IC is based on a digital circuit, which im-
plements logic functions like numerical calculation, signal processing and data storage,
etc. An analog IC it deals with continuous analog signals, doing jobs like amplifying,
filtering and voltage conversion, etc. AMS ICs contain both digital blocks and analog

blocks; examples include data converters and transceivers.



Table 1.1: Increasing complexity with generations of IC.

Scale Components Count | Year
SSI (Small Scale Integration) < 100 1963
MSI (Medium Scale Integration) 100-1000 1970
LSI (Large Scale Integration) 1000-10000 1975
VLSI (Very Large Scale Integration) | 10000 — 10° 1980
ULSI (Ultra Large Scale Integration) | > 10° 1990
GSI (Giga Scale Integration) > 1010 2010

1.2 VLSI Testing

VLSI testing has been a part of VLSI technology from the very beginning. From
the design stage to mass production, errors and mistakes are always happening. We
are getting failed parts even with the most mature process technology. Today, the
VLSI testing technology has been well developed, and various simulation and verifi-
cation processes have been invented. In the typical IC product life cycle, the circuit
needs to be first built on a wafer, then cut off and a chip is placed into a package. The
end product will be set on a printed circuit board (PCB) and finally integrated into
certain system. Errors may occur at every stage due to human mistakes (incorrect
design and mishandling, etc.) and non-human factors such as random events during
the production process or process-voltage-temperature (PVT) variations. Because it
is more expensive to correct an error when it is detected at later stages, industry
needs its IC products to be tested after every process stage. For example, there are
wafer test and package test during fabrication, on-board test and system test after
being passed to customers.

Usually, VLSI testing is performed until good chips are sent to customers, includ-
ing wafer test, die test and package test. According to [26], in the aspect of testing

objectives, VLSI test contains parametric test and functional test. Parametric Test



includes DC parametric tests such as leakage current test, etc., and AC parametric
tests like delay test and setup/hold time test, etc. As for functional test, stuck-at
fault test and behavioral functional test are representatives.

VLSI testing is not just giving some inputs to the circuits and checking the
responses. There are lots of hidden work and intelligence involved. For example,
the area of developing fault models tries to extract mathematical models (stuck-at
faults, bridging faults and transition faults, etc.) from real hardware defects. With
fault models, studies on test generation and fault simulation are required to obtain
adequate test vectors. To support VLSI testing in hardware, different design for
testability (DFT) technologies are developed to gain controllability and observabili-
ty (through scan-based test), or to generate test stimulus (BIST), or to manipulate
test data and responses (test data decompressor and test response compactor), etc.
Because of the tremendous amount of money we spend on VLSI testing, it has be-
come one of the most important branches in the IC industry. The developing VLSI
technology pushes the requirements on testing to its limit all the time. Next, I'll in-
troduce more details about recently emerging or still under exploration VLSI testing

challenges.

1.3 Current Challenges in VLSI Testing

In Test and Test Equipment section of International Technology Roadmap for
Semiconductors (ITRS) 2011 [16], the drivers for test technology are labeled as “de-
vice trends” like increasing device integration/interface bandwidth and 3D-stacked
devices, etc., “increasing test process complexity” as caused by adaptive test and
concurrent test, and “continued economic scaling of test” due to test parallelism, test
data volume and interface/socket hardware costs management. These aspects well

represent what problems we have in VLSI testing.
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1.3.1 Increasing Device Complexity and Test Data Volume

Thanks to the higher integration capability, more cores and blocks can be built
in one chip to solve complex problems. SoC and System in Package (SiP) technologies
are the typical examples. New DFT technology should be developed to conduct tests
for these devices efficiently. One challenge is to supply controllability and observabil-
ity for the embedded cores. The IEEE Standard 1500 [15] defines design methods to
solve such problems. This standard was developed from the boundary scan IEEE 1149
Standard, which can be modified to adapt to multi-core testing. The IEEE 1500 Stan-
dard allows testing of individual cores on a whole chip, which is achieved by inserting
a test wrapper for each core. The IEEE 1500 Standard wrapper is shown in Fig-
ure 1.1. It adds to each core independent instruction registers, boundary scan cells
and bypass registers, so that we can conduct any test procedure on any core without

affecting other parts of the chip. This greatly improves the flexibility in test planing.
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Another concern is the huge amount of test data. It is one of the consequences
of the circuit becoming enormously large. As the number of primary inputs (PIs) and
registers increases, each test vector contains more bits. For a large design, the test
data size can be on the order of Giga bits or even higher. A test data volume trend
diagram from ITRS 2011 is shown in Figure 1.2.

In Figure 1.2, we can see that the test data volume for SoC devices that use the
original test set can reach 10,000Gb in ten years. It also shows that some related
technologies (test compression and hierarchical test) can effectively reduce the test
data volume. However, for the multi-core processing unit (MPU) design, even with
test reduction technologies, the test volume will be on the order of 100Gb by 2015.

As a result, more techniques on test data manipulation should be investigated.



1.3.2 New Integration Technology: 3-Dimensional Stacked IC

As the feature size approaches close to sub-nanometer, we’re about to hit the
boundary where quantum effects begin to influence desired device properties. In
order to reap the benefits of integrating more components in tiny areas as described
by Moore’s Law [59, 60, 61], chips are being stacked vertically. This technology is
called 3-dimensional integration [47, 72]. The benefits of 3D stacked devices include

the following:

e Yield: Instead of expanding die area, 3D technology stacks multiple small dies
to achieve the same function. If unclustered defects are considered, the yield [24]
of each die is:

Y =e 49 (1.1)

in which A is the die area and d is defect density (average defects number per
unit area). Clearly, larger die area ends up with lower yield. So, by 3D stacking,

the total yield of the products can be improved.

e Performance: Circuit speed can also benefit from 3D stacking. In a large area
single-chip (2D) device, some signal paths may need to be long, to cross the chip,
resulting in large capacitance and resistance and therefore long path delay. In
a 3D stacked device, such signals can travel through vertical path so that the
length is greatly reduced, which leads to reduced path delay. By this method,

the performance improvement is one of the 3D stacked device advantages.

e Power: Similar to performance comparison, the shorter signal and power supply
paths dissipate less power as heat. Thus, with 3-dimensional routing, the power

consumption is lowered.



e Heterogenous Integration: 3D stacked device can have different substrates or
fabrication processes for different dies. This flexibility can never be gained by

2D devices because of structural and manufacturing limitations.

Besides benefits, 3D integration also brings problems, especially for test engi-
neers. First, a new structure, through silicon via (TSV), is used for wiring between
layers, whose reliability should be guaranteed by test [31]. Second, new test steps are
needed due to new fabrication flow in producing 3D devices, such as pre-bond test,
post-bond test, die-stack test [56], etc. Also, the test flows of 3D devices are different
for different fabrication methods as there are wafer-to-wafer, die-to-wafer and die-to-
die stacking methods [102]. Last but not the least, such complexity in test flow of 3D

devices needs optimum test scheduling for test economics optimization [70, 71].

1.3.3 High Speed and Non-binary Interface Testing

Electronic devices can operate at multi-GHz frequency today. But normally we
do not conduct functional test (for example stuck-at test) on DUTs at such high
speed, because of overheating and other problems due to massive switching activities
during test. However, we still want the high speed I/Os to be tested at the operating
speed. The need to test high speed I/Os requires high speed ATE with ability to
do complex measurements, such as jitter tolerance and generation according to [42].
Contrary to functional test, we can not test high speed 1/Os with low speed ATE.
Additional work must be done to increase the ATE speed. One approach is to use
active test fixture in [63], which multiplies the ATE data speed.

Moreover, lots of communication devices (optical transceivers and wireless transceiver-
s) don’t use binary signal interfaces. So, in order to gain testability of non-binary

interface, another direction is currently under exploration, finding ways to test other



non-binary interfaces like pulse amplitude modulation (PAM) and quadrature am-
plitude modulation (QAM) with digital tester. Reported work [38, 39] gives some

solutions but here is still a long way to go in this area.

1.4 Test Scheduling and Test Resource Optimization

A big portion of test cost comes from the expensive ATE and the cost to run
and maintain it. If the test resources are not fully utilized, the test cost per DUT
increases. So it’s better to have test resources fully exploited. Multi-site test [97, 98],
concurrent test [68] and multi-domain test [88] are some of technologies targeting at
test scheduling and test resources optimization. Optimizing the existing test resources
brings down the test cost without too many changes on the ATE system. For example,
the multi-site test tries to test as many DUTs as possible in parallel [21, 36, 40, 93, 94,
which divides the test cost per DUT. To achieve better parallelism in multi-site test,
RPCT technology is proposed. In current implemented RPCT [27, 30, 62, 76, 99], the
TAM bandwidth is reduced by sending serialized test data. Also, the use of RPCT
helps achieve bandwidth matching between ATE and DUT, whose benefit has been

well discussed in [97, 98].

1.5 Test Compression Technology

As mentioned previously, growing test data volume is an emerging problem to be
solved. Test compression technology is developed to reduce the volume of test data,
so that the storage requirement on tester and test application time can be reduced.
A survey [91] of test data compression technology is conducted years ago. Back in
1999, there was a test data compression algorithm [41] based on statistical coding.
Later, there were more compression techniques being proposed in literatures based

on coding algorithms [23, 28, 29, 43, 44, 53, 77, 89, 90, 96], such as optimal selective
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Huffman coding [43] and bitmask-based code compression [77]. Although these code-
based methods can cut off about 50% to 80% of test volume, this performance is not
good enough for the rapid growing test volume. Together with other drawbacks like
large area overhead, they are never implemented in industry.

On the other side, other mature compression technologies can be categorized into
two types: linear-decompression-based scheme and broadcast-scan-based scheme [100].
They have been able to compress test data volume by 100x, such as adaptive scan [82,
84] in Dftmax [13] from Synopsys, embedded deterministic test (EDT) [33, 74, 75] in
Testkompress [11] from Mentor and OPMISR+ [22, 45, 46] in Encounter DF'T Archi-
tecture [6] from Cadence. These tools are based on lossy compression algorithms.

Next, I'll give an illustration of how test compression technology reduces test
volume. Here the Testkompress compression method is shown as the example. The
core idea of Testkompress is called EDT, which is proposed in [75]. In hardware,
the decompressor of basic EDT is made of a ring generator and a phase shifter, as

Figure 1.3 shows.
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Figure 1.4: Test data decompression of EDT.

As described in [66], the ring generator is a multiple-input signature register
(MISR) with primitive polynomial. The phase shifter is made up of an exclusive-OR
(XOR) tree. Figure 1.4 shows how EDT compresses and decompressed test data.

We can see that the ring generator is set to all Os in the beginning. For each cycle,
the ring generator reads the compressed test data and produces some value in the
linear feedback shift registers (LFSR). Those values will go through the phase shifter
and become decompressed test data, which can be presented in terms of compressed
test data. Then for those decompressed data that need to be set to certain values (1
or 0), we make equations. Ignoring the don’t-care bits, we can have a set of equations
whose variables are the compressed test data. The equation set for this example is

Equation 1.2, as given next.
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a1 ®by=1; ay®as® by @bz =0;
a1 @ ay ®az®by by @by =1;
ap @ az @ az D as Dby by D bs = 1; (1.2)
bo® by =0; bo=1;
a; @ as ® ag® by =0.
Then solving the equation set, we’ll get the compressed test data which should
be stored in the ATE. The decompressor can recover the original test from the de-
compressed test data. This is just the fundamentals of how EDT works. To maximize

the compression efficiency, lots of other tricks are applied in the actual Testkompress

scheme, which are not shown here.

1.6 RPCT Technology in Testing

Optimizing testing resources is an important consideration to save testing cost.
For a long time, the concept of multi-site test helped increase the test throughput
and reduce individual test cost for higher parallelism. RPCT is quite a support
for improving test parallelism. The benefit of RPCT was discussed in [21, 36, 40]
for multi-site test. Currently, the way to implement RPCT is based on test data
serialization and deserialization. Here I use the term serializer/deserializer (SerDes)
to stand for this technique. It only sends serialized data in normal speed. In [62]
and [76], SerDes is used for time-multiplexing the test channels for reutilization.
In [30], Synopsys enables pin-limited mode in their test compression scheme, using
SerDes. Moreover, a supplementary work [27] to EDT compression adopts SerDes as
well. Figure 1.5 shows the traditional way to apply test data, in which multiple test
channels feed into equal number of scan chains.

Figure 1.6 shows how test data is applied in RPCT with SerDes technology, in

which a single test channel feeds test data into multiple scan chains serially. The test

11
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data are serialized in the ATE and deserialized in DUTs. Such a scheme provides a
way to match the bandwidth between ATE and DUTs as discussed in [27, 98], etc.
Moreover, this implementation doesn’t need any modification on the ATE and the
modification on the DUT is quite simple and cheap. That’s why this scheme has
become the most popular implementation for RPCT.

However, when RPCT comes across with test compression, the data rate limit of
the test channel will take effect to limit the test speed. In [27], the author drew the
conclusion that the number of inputs of each decompressor interface should be above
a certain quantity to break the correlation barrier, so that the volume of the top-off
patterns to compensate the lost fault coverage (FC) can be reduced. Figure 1.7 shows

the change in the RPCT interface as the device trend goes to multi-core SOC from

12
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single-core device. In a single core design, there is just one RPCT interface. In this
case, the scan speed is one fifth of the clock frequency. For multi-core SoCs, multiple
RPCT interfaces are concatenated. In this case, the scan speed is one twentieth of the
clock frequency, which dramatically slows down. In conclusion, because the length
of RPCT interface can be quite long with multi-core SoCs, and in order to match
the bandwidth between ATE and DUT, the scan speed should equal the test channel
data rate divided by the length of the shifter registers in the deserializer, resulting in
rather slow scan speed for SoCs. The problem of slow scan speed will be worse as the

complexity of SoCs increases.

1.7 The Objective of This Thesis

In multi-site test, RPCT technology benefits by increasing parallelism, but also
causes problems like test speed reduction, as discussed in previous section. The
conflict arises from the limited data rate with few test pins and growing width of the
deserializer interface. This work explores a new method to apply test data so that the
data rate per test channel can be improved. With higher data rate on a test channel,
the above problem in RPCT can be greatly relieved and furthermore, such technology

can also be the universal solution for test time reduction in general IC testing.
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Chapter 2

Increasing the Data Rate of Test Channel

The importance of increasing test channel data rate has been well discussed.
Next, I will show some possible options. For any kinds of data link, the data rate (bit

rate R) can be expressed as:

R = f;-logy N, (2.1)

where f; is the Baud rate and NN is the total number of different codes in a symbol.
For the commonly used binary links, f, is the clock frequency and N equals 2. It’s
obvious that the only way to boost data rate for binary links is to increase the clock
frequency f,. But in other communication systems, people use different formats of
signals, some of them can increase the data rate by adding more codes in one symbol

(increasing N).

2.1 Increasing Clock Frequency

As stated, the data rate of certain data link is determined by its clock frequency.
SerDes is a widely used technology to achieve high speed data link, which has been
adopted in fields like ethernet transceivers [17], peripheral component interconnect
(PCI) Express [25], serial advanced technology attachment (SATA) [18] and field
programmable gate arrays (FPGAs) [1], etc. It replaces multiple parallel links by
a serial link with a boosted clock, which guarantees the data rate of the serial link
equals to the total data rate of the parallel links, which is shown in Figure 2.1. The

advantages of SerDes technology are described in [19], such as maximum data flow,
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Figure 2.1: Conceptual diagram of SerDes data link.

low pin count, less simultaneous switching outputs (SSO) problem [79], etc. Some
academic explorations in adopting such technology in ATE systems can be found
in [55] and [92]. In these references, the author tries to build high speed test channels
by using the SerDes port in FPGA. However, this method has a couple of drawbacks
for massive product testing, such as: the large power consumption for high speed
switching activities in the accelerated binary signal; and the high frequency bandwidth
requirement on the link wire for a big portion of high frequency parts in frequency
response. If such test interface is integrated with all test channels, the test fixture
design and signal wiring can be very difficult and costly [64]. Therefore a better way
should be found to speed up the test channel. Next, I will introduce another way to

increase data rates of data links.

2.2 Increasing Information per Symbol

By adding more codes (N) in each symbol, some digital modulation techniques

such as phase-shift keying (PSK), QAM and PAM [35], etc. are developed to achieve
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Figure 2.2: Constellation diagram of 8-PAM modulation.

higher data rate. These techniques have the advantage of reducing frequency band-
width requirement as well. The M-lvl PAM bandpass signal with increased symbol

sequence for every T seconds can be expressed as:

s(t) = a(n)p(t —nT), (2.2)

where p(t) is the unit pulse function. The constellation diagram of 8-PAM signal is
shown in Figure 2.2. From this figure, we can see that there are 8 codes to convey
3 bits of binary information. The baseband PAM is used in implementing ethernet,
optical and serial link transceivers [69, 83], etc.

The baseband PAM signal is actually a multi-values logic signal, referred to
as MVL signal for short in this dissertation. As the name indicates, MVL signal
has multiple (> 2) voltage levels within one symbol so that the information of each
symbol is more than a single bit. Study on MVL signal and circuit has become a
field of research. For example, the MVL signal can be used to reduce circuit area
by using compact computing elements [58, 80, 81], to enhance memory storage by
saving multiple-bit information with a single memory cell [48] or to reduce the power
consumption of data bus [86, 87|, etc. Some new idea [85] is proposed to use new
transistor structure for MVL implementation in the future.

To further increase the number of codes in each symbol, QAM is proposed, for

which the M-lvl QAM bandpass signal can be expressed as:

si(t) = Ai - p(t) - cos(2m fot + i)  i=1,2,..., M, (2.3)
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Figure 2.3: Constellation diagram of 16-QAM modulation.

where A; is the amplitude, ¢; is the phase and p(t) is pulse function. If we express

A; and ¢; by orthogonal decomposition, they become:

A; = \JA? + A9®

Al (2.4)
@) i=12.M

)

¢i = tan_l(
With quadrature components (I and Q), QAM bandpass signal can be expressed as:
si(t) = Alp(t) cos(2m fot) — APp(t)sin(2n fot) i =1,2,..., M, (2.5)

A 16-QAM constellation diagram is shown in Figure 2.3. We can see that with
different amplitudes and phases, there are 16 codes in one 16-QAM symbol, so that
each 16-QAM symbol contains 4 bits of binary information. QAM is widely used in

transceiver design [78, 101] too.

2.3 Choosing the Way to Increase Test Channel Data Rate

The advantage of modulation over increasing clock frequency has been discussed

in previous section, which can both increase the data rate and reduce the frequency
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bandwidth requirement. Further more, if we change the format of data on test chan-
nels, we have to consider about the difficulty to decode the new format of signal back
into binary signal in DUT. Due to these considerations, we choose the MVL signal
as the new test data format to boost the data rate for test channels, for its simple

decoder structure.
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Chapter 3
MVL Test Application

Although the ATE used in industry may not readily have the capacity to generate
MVL signals, there has been some progress made toward this goal. In [39], Advantest
proposed an ATE interface with capacity to generate 16 Gb/s 4-PAM signal for
ethernet interface testing. They can even make ATE generate 64Gb/s 4-PAM signal
in a later work [65].

Figure 3.1 shows a simple multi-valued logic test application structure. A multi-
valued logic generator in the ATE converts multiple digital bits into single voltage
level. A multi-valued logic decoder in the DUT converts the voltage level back into
digital bits and feeds them into test structures (like multiple scan chains shown in
Figure 3.1). In order to perform the conversion from binary bits to multi-valued
signals, we use an N-bit DAC. On the other end, we use an N-bit ADC to do on-chip
multi-valued to binary decoding. Compared to traditional ATE, the only modification
is on scan-in path: a DAC is added and the test data are sorted into N-bit slices,
accordingly.

On the ATE side, an ADC is inserted as the multi-valued logic decoder. The
decoded pattern is going to be fed into scan chains or decompressor in a compression

scheme.

3.1 MVL Test Application in Multi-site Test of SoCs

The MVL test application method needs modifications on both ATE and DUTs.
Modifying an ATE system seems expensive but feasible, adding only to the fixed

cost. Actually, the hardest problem comes with the modification of DUTSs, because
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Figure 3.1: Overview of multi-value logic test application method.

we cannot afford multiple ADCs being integrated in DUT with current data converter
technology, which will contribute to high cost for each DUT. However, it still has a
promising application in a popular test scheme. In multi-site test, people always want
a DUT to take less tester resources for testing. So it has been one of the mainstreams
to keep DUTs with very narrow test access mechanism (TAM) in multi-site test,
which is known as RPCT technology. For the DUTs that support RPCT, the width
of TAM can be minimum: one-pin TAM. In the literature [27, 62, 76] describing
such technology, the so-called RPCT technology is adopted, which has a single pin to
receive serialized test data. For these RPCT based designs, only one ADC needs to be
integrated in the DUT, making it practical with current data converter technology.
This is one major reason to apply MVL test application on RPCT devices. But
still, as data converter technology develops, the MVL test application can be used on
general purpose testing when it becomes acceptable to integrate multiple ADCs in a

DUT.
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3.2 Selecting Components for MVL Test Application

In this section, we discuss the requirements of DAC/ADC and give some candi-

date solutions.

e Speed consideration:

The ATE speed generally refers to the clock or data rate it supports. According
to different test schemes, slow ATEs (10-50MHz) or fast ATE (up to 500MHz)
will be set in use, which means the conversion speed of DAC/ADC should follow
the ATEs. Decades ago, flash ADC is the only ADC structure which can meet
fast ATE speed requirement. More recently, as the data converter technology
has developed, we have some other options. From an ADC survey [20] from
Murmann, there are more ADC types reported to be capable of handling multi-

hundred MHz input.

e Space, power and cost consideration:

As the MVL signal generator, a DAC is integrated with the ATE, so it almost
has free space and power budget. Moreover, the DAC only adds to fixed cost
which is ignorable in large volume devices testing. So we are concerned less
about the DAC in power consumption and area overhead. On the other hand,
we have more strict constraints on ADCs, since they are integrated on-chip.
To handle the strict power consumption and area overhead budget, the ADC
structure should be carefully picked, and the ADC resolution cannot be very

high for it exponentially increases power consumption and area overhead.

e Noise consideration:

Because analog parts are involved in this scheme, the impact of noise becomes

more crucial. For MVL signals, the noise margin is cut by half for every bit
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added in data converter resolution. This becomes another restriction on data

converter resolution.

As discussed, choosing a DAC for MVL generator is comparatively easier. Some
reported DACs like [32] and [73] are good enough for high speed ATE application,
and are based on current-steering structure. On the other hand, choosing a high
speed ADC for a MVL decoder is much more difficult, but with the advanced ADC
technology discussed in Murmann’s tutorial [67], we can still find the best solution:
Time-Interleaved SAR ADC. One of this type [49] succeeded in solving area, power
and speed issues concurrently. For fast ATE cases, we can choose current-steering
DAC in the ATE and SAR ADC in DUT. For those slower ATE cases, we have
more flexibilities in choosing data converter types. There is a trade-off in picking
data converter resolution also. Concerns about power consumption, area overhead
and noise margin prevent high resolution data converters. But the data converter
resolution determines the improvement in data rate. So for the objective of increasing
data rate, we want the resolution as high as possible. In the following chapters, we’ll

discuss about how resolution affects testing reliability.
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Chapter 4

Reliability Issues in MVL Test Application

In general, analog devices have reliability issues like noise, interference or process
and environmental variations, which can lead to malfunction. We proposed the idea
in [51] that two major reliability problems exists for MVL test application. First,
data converters have nonliearities. The output voltage of DAC and judge ranges of
ADC can not be ideal, which may cause permanent misinterpretation in design-to-be-
matched converter pairs. We name such situations as intrinsic failure. Second, noise
problem becomes critical because of the shrunk noise margin. For an N-bit converter
pair, the bit-level noise margin is divided by 2%, compared to the binary signal. If
noise causes false decoding of sent test data, we call it an noise-induced application

error. In this chapter, all the mathematical analysis is based on Matlab [57] program.

4.1 Mathematical Analysis of Intrinsic Failure

In order to bring nonlinearities into consideration, we assume the DAC output
voltage of each code is Gaussian distributed at its ideal position instead of a set value.
Similarly, the reference voltages of ADC have Gaussian distribution too. This way
of nonlinearity modeling is used in [54]. Figure 4.1 shows a Gaussian distributed
DAC output and its corresponding ADC judge range which is set by two Gaussian
distributed reference voltages. There are two overspread areas for DAC output and
ADC reference voltage distributions. Therefore, it is possible that Vout(n) of DAC
is larger than Vref(n) of ADC, in which case an originally sent “n” is interpreted as
“n+ 1" by the ADC; or Vout(n) may be smaller than Vref(n — 1) of ADC, in which

W

case an originally sent “n” is interpreted as “n — 17 by the ADC. Normally, INL
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Figure 4.1: Nonideal DAC and ADC characteristics.

(Integral Nonlinearity), DNL (Differential Nonlinearity), full scale error and offset
error are specifications to describe these deviations [37], among which INL and DNL
are of the most concern. Both INL and DNL are scaled by LSB (Least Significant
Bit). The definition of DAC LSB is:

st,ideal + Efs

LSBpac = oN 1

(4.1)

where, Vi igear is the full-scale voltage in the ideal situation and Ey, is the full-scale

error. The definition of ADC LSB is:

‘/ref,ideal(QN - 1) - M‘efjdeal(l)
2N — 2 ’

LSBpac = (4.2)

where, Vyes igear(2Y — 1) is the largest reference voltage and V.cf jgea(1) is the smallest

reference voltage. For a given LSB, the definition of DAC DNL is:

V(n+1)—V(n) — LSBpac

DNLDAc(TL) = LSBDAC

where, V'(n) is the DAC output for code “n”.
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Table 4.1: DNL of N-bit flash DAC.

[ Code [ 0o [ 1 [ 2 [..| 2¥-3 | 2¥-2 | 2¥-1 |
Range | —o0 ref(0) ref(1) | ... | ref(2N —4) ref(2N —3) | ref(2V —2)
ref(0) | ref(1) ref(2) ref(2N —3) ref(2N —2) +00
DNL | — | DNLQ) | DNL(2) | .. | DNL2N —3) | DNL(2" —2) -

We should point out that the definition of ADC DNL varies across the literature.
Because only 2V —1 comparators are needed to build an N-bit flash ADC, codes 0 and
2N — 1 coincide with side boundaries, so no definitions of DNL are needed for these

two codes, as shown in Table 4.1. Here we use the following equation to represent

ADC DNL, specifically for flash ADC:

V;“ef(n) - V;“ef(n - 1) - LSBADC

DNLApc(n) = LSBADC

(4.4)

Next, we express V(n) in terms of DNL so that the nonliear effects are considered:

n—1

V(n) =V(0)+[n+ Y DNL(n)]- LSBpac, (4.5)

in which n € {1,2Y — 1} and V(0) = V(0)igear + Eoy fset-

In order to have correctly working converter pairs, the output V(n) of DAC

should be set in the range of the nth code of ADC, which is described as following:

V(1) € (Vies(n — 1), Vieg(n)}, n € {1,2Y — 2};
V(0) € {=00, Vres (0)}: (4.6)

V(2N —1) € {Vpep (2 = 2), +00}.

If the data converter pair violates the above rules, we mark them as intrinsic failures.

This undesirable situation will lead to malfunctioning data converter pairs. Such a
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Figure 4.2: Intrinsic failure rate vs. data converter nonlinearities.

failed converter pair will always falsely send a certain code, so that it cannot be used
for MVL communication. Next, we need to observe how the scale of data converter
nonlinearities affects the intrinsic failure rate. In a simulation, we randomly generate
10000 4-bit nonlinear data converter pairs as one group (with the same variance for
the Gaussian distribution), for which the RMS DNL and the number of intrinsic failed
pairs are recorded. By varying the variance, we get 100 groups with different DNL
from 0 LSB to 0.15 LSB, as shown in Figure 4.2.

From the simulation result, we can see that the number of failed pairs is increasing
as the DNL of ADC/DAC increases. Also, we find that when RMS DNL of DAC is
the smallest (0.0166LSB), the failed number increases from 0 to 11 across the whole
ADC DNL range. When RMS DNL of ADC is the smallest (0.0166LSB), the failed
number increases from 0 to 6946 across the DAC DNL range. It shows that the
intrinsic failure rate is primarily determined by the DNL of DAC. So, in order to
have fewer intrinsic failures, the performance of DAC is more important than ADC.
In manufacturing testing, there is only one ATE testing thousands of chips. The

performance of the DAC in ATE can be relatively high because we can select a
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Figure 4.3: Intrinsic failure rate vs. ADC DNL with and without offset/gain error
cancellation.

DAC with desired performance and apply many correction techniques to ensure high
linearity. However, the ADCs should be small and cheap to be integrated on every
chip. So in the next step, we assume that the ADCs have basic flash structure with
worse performance than the DAC in ATE.

Another model is simulated with manufacturing testing conditions. In this mod-
el, we have one DAC converter in the ATE and 1000 ADC decompressors in DUT as
a test case. In total, there are 100 such test cases. For the DAC, we assume that it
has the RMS DNL as small as 0.05LSB. To show how ADC nonlinearities affect the
failure rate, we increase the RMS DNL of ADC from 0.05LSB to 0.2LSB. We sepa-
rately simulate the test case with DAC to verify whether the offset and gain error is
canceled. As Figure 4.3 shows, the DAC without offset and gain error cancellation

has an average number of intrinsic failed chips as 147.6 per 1000 at 0.2LSB ADC
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RMS DNL. For the DAC with offset and gain error cancellation, the average number
of intrinsic failed chips is only 16.3 per 1000. The simulation result shows that the

case with calibrated DAC has much fewer intrinsically failed parts.

4.2 Mathematic Model of Noise-Induced Error

Next, I will analyze how noise affects data conversion. To simplify the mathemat-
ical model, we generalize a white noise to add on test channel, standing for all kinds
of noise which the test application system may suffer, including DAC and ADC noise,
environmental interference, and on-chip digital switching noise. We use parameter
symbol error rate (SER) in determining the system reliability in the presence of noise.
Assuming the ideal situation, data converters have perfect transfer functions so that
every DAC output code’s level sits in the middle of the corresponding ADC judge
range, in such a way that it maximizes the noise margin. The SER in ideal case can

be calculated as: erf ((:’/52%), in which AV equals to ZLN and N is the data converter

resolution. Because increasing resolution of data converters shrinks the noise margin,

we can see that SER increases with data converter resolution rapidly in Figure 4.4.
If we bring in the nonlinearities, the noise margin should be further reduced,

making SER even higher. In our simulation considering data converter nonlinearities,

we generalize the condition for a gopod MVL decoding as:

V;ef(n — 1) < %m(n) + Vioise < eref(”)a
(4.7)

eref(n - 1) - ‘/out(n) < Vnoz’se < V;"ef(n> - ‘/out(n)a
in which V,.s(n) is the nth reference voltage of ADC, and V,,(n) is the output
voltage of the nth code in DAC. V,..; and V,,; are distorted because of nonlinearities.
Equation 4.7 shows that if the DAC’s output voltage of the nth code with noise

added still locates in between V,.r(n — 1) and V,.s(n) of ADC, the decoded signal

is identical to DAC inputs. According to the definition of cumulative distribution
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function (CDF), the probability for V., setting into the above region should be:

P(‘/ref(n - 1)_‘/0ut(n> < Vnoise < ‘/;ef(n) - ‘/out(n»

(4.8)
= CDF(Vies(n) = Vour(n)) = CDF (Vies(n — 1) = Vou(n));
Then the correct decoding probability for the nth code should be:
P(n) =CDF[Vies(n) = Vour(n)] = CDF[Viep(n — 1) = Vour(n)]
—0.5{1 + erf Vet~ Vouln)yy
202 (4.9)
re —-1) - ‘/ou '
0.5(1 + er fLet = 1) = Vouln)
202
Vier(n) = Vour(n) Vier(n —1) = Vour(n)
=0.5{er —er .
fer [ 2] e | )
Finally, we estimate the SER by averaging the correcting decoding probabilities of
all codes:
2Nwid —1
2, P
SER = 1—W, (4.10)
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Figure 4.5: SER vs. SNR for nonlinear data converters with different resolutions.

where N4 is the resolution of the MVL signal.

For statistical analysis, we make one group including one ATE and 1,0000 DUTs,
and run 100 times for data gathering. We conduct such simulation with five different
resolutions N,;q. There are three significant variables in a particular conversion: run
time [, DUT m and code n, in which [ € {0,99}, m € {0,9999} and n € {0, 2Nwia —1}.

The average SER in our test application method is:

2Nwid —1
99 9999 > P(l,m,n)

D

SER =1 - =2m=0 T ; (4.11)

Figure 4.5 shows the relation between SER and SNR (signal to noise ratio) with
different converter resolutions, in which ADC/DAC DNLs are 0.2LSB and 0.1LSB,
respectively. Compared with the ideal situation, the SER of converter pair becomes
worse for nonlinearities. The 3/4/5/6-bit data converter pairs require 9.5/7.5/6.5/5
db more SNR at 10~!% SER. In our simulation, to reach an acceptable SER as 1071°,
The 3/4/5/6-bit data converter pairs require 36/37/38.5/40.2 db channel SNR, re-

spectively.
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Figure 4.6: SER vs. ADC DNL and channel SNR.

Next, we keep DAC having 0.1LSB DNL and alter ADC DNL and channel SNR.
The change of SER is shown in Figure 4.6. On the axis of ADC DNL, the SER
increases as ADC DNL increases. When ADC DNL is around 0.4LSB, increasing

channel SNR does not do much to improve SER.

31



Chapter 5
Assuring MVL Test Reliability

From the mathematical analysis of MVL communication reliability in the previ-
ous chapter, we find that the accuracy of data converters plays an important role in
ensuring correct MVL communication. However, with current data converter technol-
ogy, we have to compromise between accuracy, area and power. Therefore, a way to
protect reliability with compromised data converter accuracy should be found. Two
techniques corresponding to intrinsic failure and noise-induced error are proposed
in [52] and further improved in [50]. For intrinsic failure, a calibration scheme can-
cels on-chip ADC nonlinear effect. For noise-induced error, an error detection and

correction scheme detects erroneous test application and reapplies the test data.

5.1 Calibration of ADC Nonlinearity

It has been shown that both DAC and ADC nonlinearities contribute to the
increase of intrinsic failure rate and noise margin reduction. Here I propose the idea

to calibrate ADC nonlinearity.

5.1.1 Avoiding Failures from ADC Nonlinearity

Here we make an assumption that it is much easier to control the performance
of DACs in ATE and, therefore, the major task is to calibrate ADC nonlinearity. We
realize that after fabrication the performance of on-chip ADC is fixed and we lack
the capability to adjust ADC at that point. In an uncalibrated case, the transfer
function of DAC and ADC may look like what is shown in Figure 5.1. Because of

nonlinearities, neither DAC’s nor ADC’s transfer function is linear. Then a mismatch

32



DAC ADC
A Output Ref

A \/oltage
Voltage g
Vdd _ Vdd
|
I | DAC input [ADC output
- ! ! code code
M ' i
Viddr2 ! : b | vaar 00 00
- ]
v ) 1
b i (o D)
I : i [ | 10 10
| ' 1 ! |
| ' ' ! | '
0 : : : : ! Lo - v
! 1 . > ! s !
00 01 10 1 00 01 10 11
Input Code Output Code ADC never generates code 01

Figure 5.1: Transfer function of an uncalibrated 2-bit DAC and ADC pair.
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Figure 5.2: Preventing intrinsic failure by adjusting the DAC output.

exists for this data converter pair. This instance illustrates how the intrinsic failure

happens: there is no chance for this ADC to produce code 01 with the DAC output,

which is known as intrinsic failed. In such condition, we can only do something with

the DAC to eliminate the error. If we lower the output voltage of code 01 in DAC

then, as Figure 5.2 shows, the intrinsic failure is prevented. Our cancellation scheme

is based on this idea of distorting the DAC output to better fit the ADC transfer

function.
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Figure 5.3: Calibrate the nonlinear 2-bit ADC by a 3-bit DAC.

5.1.2 ADC Nonlinearity Calibration Method

To implement this idea, we integrate DAC with higher resolution than ADC
in the test channel. In this way, we can adjust the output of DAC more precisely.
Figure 5.3 illustrates how this modification works. The extra resolution in DAC
enable it to generate much finer output levels. If we pick the DAC output levels
which are marked by red, the ADC can correctly decode all the codes sent by the
DAC. Intrinsic failure in the original case is thereby avoided. We did mathematical
simulation based on the previous model to show the improvement of a 5-bit DAC and
4-bit ADC over 4-bit converter pair.

Figure 5.4 shows that the intrinsic failure rate is greatly reduced. Moreover,
this calibration scheme can maximize the noise margin. Although this scheme adds
to fixed cost of ATE test channels, in long turn, it benefits more by improving test
application reliability. However, there are some kinds of errors in ADC which cannot
be calibrated by this scheme, such as missing code and non-monotonicity. We mark
such defective ADCs as MVL-incompatible. MV L-incompatible DUTs may function
well but cannot receive correct test patterns from an MVL channel, for which they

might not pass the test, resulting in yield loss. Our calibration scheme should be able
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Figure 5.4: Intrinsic failure rate vs. ADC/DAC nonlinearities with/without extra
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to identify the MVL-incompatible DUTs. Then we can have other method to apply
tests to them, eliminating yield loss by malfunctioning ADC.

The calibration procedure has three steps, referred to as DAC input sweeping,
feedback collection and DAC code redistribution or reporting calibration error. Using

the example of Figure 5.3, the whole process is explained below.

e DAC input sweeping: For each test channel and DUT pair, a ramping-up pat-
tern set is fed into the DAC to generate MVL stimulus. In this example, ‘0007,
‘001, ‘010°..., ‘110’ and ‘111’ become the DAC input for each clock cycle. At

the same time, the generated MVL signal is sent to the DUT.

e Feedback collection: The ADC in the DUT will capture the MVL ramping-
up signal and decode it back into digital pattern each cycle. These decoded

patterns will be sent back to the ATE through some receiving test channels.
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e DAC code redistribution or MVL-incompatibility report: The decoded patterns
are received by the ATE as normal testing responses. Then the ATE will select
some particular codes as the calibrated codes for corresponding MVL channels.
The selected codes should be the median of those have the same decoded pat-
tern. For example, ‘0117, ‘100" and ‘101" are all decoded as ‘10’ in the instance.
Then we pick ‘100’ as the DAC input for code ‘10 as it’s the middle one among
three input codes. By this way, intrinsic failures are avoided and noise margins
are maximized. When calibration cannot be done, this step will not redistribute

DAC codes but report an error signal.

5.2 Error Control for Noise-Induced Errors

After taking care of the intrinsic failure, the problem of noise-induced error should
be solved. Assume we have a DAC/ADC pair with certain level of SER. We can
estimate the probability of the whole test being applied correctly as: (1—S ER)%, in
which 7' is the test data volume and R is ADC resolution. We name this probability
as correct application rate (CAR). When the test data is incorrectly decoded, the test
result is not credible, which may damage yield and increase test escape. So here we
propose an error control scheme to detect incorrect test application and resend test

data.

5.2.1 Examining Decoded Test Data and Retest

The basic idea of our error control scheme is to treat the MVL decoder as another
DUT, whose output needs to be examined. In testing, there are two ways to examine
test response: direct comparison of test response and signature based analysis. Direct
comparison requires some test pins to continuously send back test responses, which is
undesired in RPCT. However, the signature based analysis only needs to send back

dozens of bits of test signature at end of the test. Therefore our error detection is
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Figure 5.5: Test data application interface of DUT with MVL decoder and error
control circuit.

based on signature analysis. Figure 5.5 gives a schematic view. An MISR is added
and connected to the output of the ADC. So during the test application, the decoded
test data are being compacted and sent to the scan or decompressor interface. When
the test application is finished, the content in the newly added MISR becomes the
signature for decoded test patterns, and we call it applied test signature (ATS). By
examining this signature at the end of test, we will know if the DUT received correct
test data. If the ATS matches the desired one, the test result of the DUT is verified.
Then we can determine whether it passes the test. However, if the ATS does not
match the desired signature (assume signature aliasing is ignored), this DUT must
have received incorrect test patterns and the test result becomes unreliable. Then we

require it to be tested again.
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5.2.2 Mathematical Analysis of Reliability Improvement

Let CAR be the original correct application rate and N the number of retests.

The correct application rate with retests can be calculated as:
CAR,e=1—(1—-CAR)N™! (5.1)

The incorrect test application rate is suppressed by the power of retest times.
We can equivalently consider the system SER to be lowered with retesting. The

equivalent symbol error rate (SER') with retest time N is calculated as:
SER =1—{1—[1—(1—SER)"R]N+*1}7 (5.2)

in which T is the total test volume and R is the ADC resolution. We define the

normalized SER improvement () as:

SER

I = 10g10 m

(5.3)

We calculated I in different cases to show how it changes with N, SER and %. From

the result shown in Figure 5.6, we can see that I increases with lower SE R and higher

T

= ratio leads to more substantial improvement. In practical

N. Moreover, smaller
use, a maximum retest time should be set to avoid testing one device for too much
time. If a DUT cannot pass the ATS examination with maximum times of retest, it
will be categorized as MV L-incompatible. In conclusion, our error control scheme can
effectively improve the reliability of MVL test application, which can be reflected by
the increased equivalent SER. However, if the original SER is too high, we cannot
gain a satisfactory improvement. What’s more, factors like test data volume, ADC

resolution and maximum retest time should be taken into consideration for particular

testing task.
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Figure 5.6: Normalized SER improvement vs. retest repetitions and SER with
different test volumes.

5.3 MVL-Bypass Mode for MVL-Incompatible DUTs

In both calibration and test application procedures, some devices will be found
as MVL-incompatible, which cannot get correct test stimulus through the MVL test
channel. Because their test results are not credible, they are like untested devices.
Passing them to a customer may result in defect escapes, and discarding them may
result in yield loss. To have control on these devices, another test mode must be
provided. We developed a so-called MVL-bypass mode for these devices. In this
mode, the DUT receives test data in binary format, which skips the MVL decoder
and directly feeds to the deserializer. However, due to the data rate reduction from
switching back to binary data format, the test time will be longer, which has the same
test time with traditional RPCT scheme. When MV L-bypass mode is activated, these

devices can be tested by regular ATE with binary test channels.
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Figure 5.7: Simplified MVL-bypass mode implementation in DUT.

An illustration is shown in Figure 5.7. This diagram shows a DUT with a 4-bit
ADC and an 8-bit decompressor interface. The ‘Bypass’ control signal will determine
whether the DUT is in MVL or MVL-bypass mode. In MVL mode, the eight registers
form four 2-bit long shift registers and supply inputs for the decompressor every two
clock cycles. When it’s in MVL-bypass mode, the ADC is bypassed by a direct
connection from the test channel to the first register. This time, eight registers form

only one shift registers to supply an input vector every eight clock cycles.
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Chapter 6
MVL Test Hardware and Test Flow

6.1 Hardware Modifications on ATE

Our scheme requires test channels to send MVL format data and conduct ADC
nonlinearity calibration, which cannot be achieved with the traditional ATE hard-

ware. Therefore, modifications on ATE is needed.

6.1.1 Requirements on MVL-Compatible ATE

The ATE system needs some hardware modifications to generate MVL signals,
which is implemented by integrating a DAC with each MVL channel as the MVL gen-
erator. To enable the ability of ADC nonlinearity calibration, calibration supporting
circuitry should be integrated along with MVL channels.

The calibration support circuitry should be able to conduct all three calibration

steps, which have been discussed in the previous chapter.

e Calibration step one: First of all, the support circuitry should provide a ramp-
up pattern set to the DAC for ramp-up MVL signal generation, which is imple-
mented as an up-count counter with the width the same as the DAC resolution.
Notice that the ramp-up patterns cannot be provided from the test vectors be-
cause the MVL signal resolution is lower than the DAC resolution, for which

the test vector cannot fill all the DAC inputs.

e Calibration step two: Besides, The support circuitry should also have the a-
bility to process decoded patterns from receiving test channels and accordingly

calculate the calibrated DAC input code for corresponding test vector.
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Figure 6.1: Modifications on ATE to support MVL signal and nonlinearity calibra-
tion.

e Calibration step three: At last, the support circuitry should have storage ele-
ments to store the calibrated DAC input codes. Therefore, these codes can be
applied to the DAC to generate calibrated MVL signals during test. An error

detection circuit should also be added to report the MVL-incompatible devices.

Because each MVL channel only interfaces to its own ADC, and each ADC has
distinctive performance, every MVL channel should have a set of DAC and calibration

supporting circuitry integrated.

6.1.2 Detailed MVL Channel Design

A detailed diagram of modifications of the ATE is shown in Figure 6.1. This

implementation is based on an 8-bit DAC to generate a 4-bit MVL signal. Extra
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4-bit resolution is used for ADC nonlinearity calibration. Next, I will introduce how

this hardware design works to implement the calibration mode and test mode.

e Calibration mode:

In calibration mode, control signal ‘C/T’ selects the lower channel of the 8-bit
2-to-1 multiplexer M1. The test vector ‘Vec’ will have no effect, since it is

blocked by M1.

— Calibration step one:

The 8-bit counter 1 generates the ramp-up patterns and they are fed to
the DAC through M1, so that a ramp-up MVL signal will appear at the
MVL test channel.

— Calibration step two:

The 4-bit register bank V0 holds the value of the currently under calibra-
tion test vector. Initially, it’s reset to all-Os. Every clock cycle, the decoded
patterns are received by four binary channels, which are XORed with ‘V(0’
and ‘VO+1’ separately. This part is to judge how received patterns change.
If the received pattern equal ‘V0’, the XOR result will make VO keep its
current value for the next cycle and enable 8-bit counter 2 to up-count by
1. If the received pattern equals ‘VO+1’, the XOR result will make VO up-
date its value to ‘VO+1’ and reset 8-bit counter 2 to all-Os. Therefore, the
8-bit counter 2 can record how many cycles it takes for received patterns
being increasing by 1, which is used to calculate the calibrated DAC input
code. As we know, the calibrated DAC input code is the middle one of
those applied DAC input patterns whose received patterns are identical.
So this value can be calculated by subtracting half the 8-bit counter 2 val-

ue from the current applied DAC input pattern (value of 8-bit counter 1).
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The halving of the value in 8-bit counter 2 is achieved by cutting off the

LSB of the 8-bit counter and concatenate one ‘0’ on its left.

— Calibration step three:

According to the calibration algorithm, there should be 16 calibrated DAC
input codes generated for 16 codes in 4-bit vector. To reduce the complex-
ity, we don’t assign calibrated values for ‘0000” and ‘1111’ codes. Instead,
we directly assign the minimum (‘00000000’) and maximum (‘11111111")
DAC input codes for them. Then we only need to store 14 calibrated
codes in this case. As the calibrated value is generated by the subtractor,
its output is fed to 14 8-bit register banks (R1-R14) to be stored. ‘V0’ is
fed to a 4-to-16 one-hot decoder to generate control signal to select which
register bank should be loaded with the calibrated DAC input code. For
MV L-incompatible reporting, the comparison result between the decoded
pattern and ‘V0’ is xnored with the comparison result between the de-
coded pattern and ‘VO+1’, generating the output ‘Error’ to report any

MVL-incompatible devices.

e Test mode:

In test mode, the upper channel of multiplexer M1 is active. Any 4-bit test data
are applied as ‘Vec’, as all the calibrated DAC input codes have been stored in
register banks. “Vec’ will control 8-bit 16-to-1 multiplexer M2 to send calibrated

codes to the DAC, generating calibrated MVL signals on the MVL test channel.

6.2 Gate Level Implementation of ATE Modification

6.2.1 Hardware Implementation and Simulation

The above RTL design of the hardware is described in Verilog language, which

is later synthesized to a gate level circuit. The synthesis library used is from ASIC
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design kit (ADK) for TSMC250 technology. We supply the received patterns as the
inputs given in a test bench. By modifying the received patterns, we can imitate
different ADC responses to verify the functionality.

First of all, we supply the received patterns in a way in which regular ADCs would
respond (not MVL-incompatible and have nonuniform response due to nonlinearity).
The simulation result of this case is shown in Figure 6.2. In this waveform, the ‘start’
signal is used for reset register bank V0, which is not shown in hardware diagram.
Signal ‘Dout’ is the ramp-up patterns generated by 8-bit counter 1. ‘Vre’ is the
decoded patterns from the ADC. We make the duration of each code to not be the
same to imitate nonlinear response. The ‘error’ signal stays low during the calibration,
indicating the calibration is successfully done. At the end of the calibration, the
calibrated codes are stored in R1-R14. In this case, the DAC has the calibrated
input ‘00010101" to generate the MVL signal for code ‘0001, ‘00100111" for code
‘0010°, ‘00111001" for code ‘0011°, ‘01001010’ for code ‘0100’, ‘01011101 for code
‘01017, ‘01101100" for code ‘0110°, ‘01111000’ for code ‘0111’, ‘10000100 for code
‘1000’, ‘10010100" for code ‘1001°, ‘10100101" for code ‘1010’, ‘10110101 for code
‘10117, “11000110” for code ‘1100’, ‘11010100" for code ‘1101’ and ‘11100011’ for code
‘1110°. For code ‘0000 and ‘1111’, the calibrated inputs are preset to ‘00000000" and
‘111111171,

45



"uo1yRUSTL[d W [9A9[-01BS M IOIARYD( UOIJRIGI[RD JO JNSol UOlje[nWIS :g'9 9INSI

SU 055ES T J05inD

Q00

TTO00TLL 0000000 000 kel =aT]
ooTOrorT) I BOOODN0E, OCTOTOTT| STW/e 1=/
orToooT L ECC O [OOLRNLD;: OTTO00TT| Zru/g 1)
TOTOETOR N [N TOTOTTOT| Treiq =y
Toroororf [ 00000000 R (s IRt N =)
ooraroot) | Y ICH (ROODNNY; 0OTOTOOT| eu/aw 1=
OOTgoooTy T T OO - O0T0000 efq ey
[ DO00D00CH [alaq i) (SVETLal =)
ooTToTTar I [OOOBE0, 0CTTOTTO| ou/gy 1=y

ToTTTordy e e OG0  FOREEORD

prorooraf i BN - OTOTO0T0

ToorrToar CHOEE IR [{[o[s); " FOOTETO0

T ooTony L orrH DO00000 0OTO0
Tororooc T ooDooo0 oToTooo)  TWgr el
Ms| Jou/q ey
TTTT) OTTT TOTT) OOTT _ TT0T) TO0T) DOOT) [TTT0f__ orra) TOT G [So] ) TTO0] o7 o0 Too0,_ 000 el
iy O AT GO P W G Inog/q ey

o] 1=ms/aT=

AP/

46



4 Jeali_thfdk  [stD
4 Jeali_th/start |0
B4 Jcali_tb/Dout [11111111 W11111111111111]11]111111 ]]]IIIII|||||||||||||||||||]]]]]]]]]]1]]11]]]]]]
Jeali_thjvre  |1111 0101 0110 J0111] {1000 1001 J1010 ji011 3100 1110 1111
Jeali_tbjerror |5t1 I
Jeali_tb/R1  |00010101 |FHBEGELE
Jeali_tb/r2  |o0100111 |[TFTENERE]
Jeali_th/R3  |00111001 |FHEEELGE
Jeali_tb/ra  |01001010 [[TFTWRTRRN|
Jeali th/RS  |01011109 | BiESEEEEEEEEEEGEY

Jeali_th/RE 101101100 VR M § 88§ TFEG) 0]
Jeali_th/R7  |01111000 (TG0 W o1111000
Jeali_th/R8  |10000100 |WEEHIEDN 0010000 100
Jeali_th/RS  |10010100 |FRRHHHAN HOOnO0a0010100
Jeali th/R10 [ 10100103 | FERGGHEG] 10100101
Jesli_th/Rit 10110107 |[EERn] 10110101

Jeali_th/R12 |11111111 |[TRWGNWGE D
[ [

Jeali_th/R13 |00000000 ([T

) Jjeali_th/R14 | 00000000 (DODDOCD
53862 ns

Figure 6.3: Simulation result of gate-level implementation detecting missing code.

Cursor 1

We also did simulations to show how the calibration hardware detect MVL-
incompatible devices. We use the same setup as the above simulation, except for
some changes of the received patterns. We generate sample cases when missing code
and non-monotonicity happen. First, the receive patterns are modified to have code
‘1101" missing. Figure 6.3 shows the simulation result. After receiving code ‘11007,
the ‘error’ signal goes to high as it finds code ‘1101’ is missing.

Next, we modify the received patterns to have the non-monotonicity property,
making ‘Vre’ go back to ‘1011 after ‘1100’. In Figure 6.4, ‘error’ goes to high as it

finds the non-monotonic code ‘1011°.

6.2.2 Extra Test Time and Area Overhead

The nonlinearity calibration procedure costs extra test time, whose number of
clock cycles is equal to the length of the ramp-up pattern set. For an N-bit DAC, it
takes 2V clock cycles to apply all ramp-up patterns. In the above simulation, which
uses an 8-bit DAC, it takes 256 clock cycles for all the calibrated DAC codes to be
stored in register banks. Compared with the time to apply a large volume test data,

it’s only a very small portion.
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Figure 6.4: Simulation result of gate-level implementation detecting non-
monotonicity.

This hardware implementation takes extra area overhead too. Except for in-
tegrating a DAC in each MVL channel, the calibration circuitry has a certain area
overhead. The demonstrated calibration system takes 1028 unit gates. This number

can be reduced to 723 if we replace all the register banks by random-access memory

(RAM) cells.

6.3 Hardware Modification on DUT

In addition to the ATE, modifications are needed on the DUT to support MVL
test application. First of all, an ADC should be built on chip, working as the MVL
decoder. Then we integrate an MISR to be the ATS compactor for decoded test data.
The DUT should also be modified to support testing with MVL channel and testing
in MVL-incompatible mode. We use a single core design with decompressor interface
to show the hardware modifications. The complete design is shown in Figure 6.5.

In the figure, we assume the MVL channel has 4-bit resolution and the decom-

pressor has 8 inputs. An RPCT interface is connected to the decompressor, which
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Figure 6.5: Detailed hardware modifications on DUT.

is made of 8 registers. To decode MVL signals, a 4-bit ADC is connected to the
MVL channel. The outputs of the ADC are fed to the RPCT interface through some
control logic. It’s also connected to an MISR for ATS generation and bypassed to
output for ADC nonlinearity calibration. To implement different functions, we have
four control signals to configure the circuit. The ‘Test’ signal is for selecting between
calibration mode and testing mode. The signal ‘BL’ is for blocking the ADC outputs
from effecting logic under test during the calibration process. The ‘Cal’ signal is
for selecting between reading ATS from the MISR or sending decoded patterns back
for calibration. The last control signal ‘Bypass’ is for selecting between MVL signal
testing or MVL-incompatible testing. Table 6.1 explains detailed configurations for

different modes.
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Table 6.1: Different configurations with control signals.

Configuration ‘ Test ‘ BL ‘ Cal ‘ Bypass ‘
ADC Nonlinearity Calibration | 0 0 1 0
MVL Test 1 1 X 0
ATS Capture 0 0 0 X
MV L-incompatible Test 1 0 X 1

e Configuration of ADC Nonlinearity Calibration:

In this configuration, the control signals ‘Test’, ‘BL’, ‘Cal’ and ‘Bypass’ are
‘0010°.  The blocking AND gates are activated by assigning ‘BL’ to be ‘0,
which stops the decoded patterns from passing to the RPCT interface. The
purpose of ADC output blocking in this configuration is to prevent the decoded
ramp-up patterns from effecting the state of the DUT and causing unnecessary
power consumption. Here, ‘Bypass’ is set to ‘0’ in order to prevent RPCT
interface capturing some unwanted data directly from the MVL channel. ‘Cal’
and ‘Test” are set as ‘10’ to enable the path from the ADC output to output

pins, by which the decoded patterns can be directly sent back to the ATE.

e Configuration of MVL Test:

The control signals are ‘11X0’ in this configuration. This configuration allows
the device to be tested with MVL channels. Blocking AND gates are disabled by
assigning ‘BL’ to ‘1’, so that the decoded test patterns can be sent to the RPCT
interface. Also, setting ‘Bypass’ to ‘0’ reforms the RPCT interface into four 2-
bit shift registers. Control signal ‘Test’ connects the output of multiplexer M1
to the DUT compactor, which lets the DUT transfer test responses back to the
ATE. ‘Cal’ is a don’t-care in this configuration, since the output of multiplexer

M2 has been blocked by MI1.
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e Configuration of ATS Capture:

The control signals are ‘000X’ for ATS capture. ‘BL’ blocks the ADC output
from going to the RPCT interface. ‘Bypass’ is a don’t-care for test activity
being stopped. ‘Test’ and ‘Cal’ are set as ‘00" to send the output of MISR to
the output pins, by which the ATE can capture the ATS and determine whether

the decoded test is correct.

e Configuration of MVL-incompatible Test:

To conduct MV L-incompatible test, the control signals are set to ‘10X1’. In this
configuration, ‘BL’ is ‘1’ to reduce the power consumption of the nodes following
ADC outputs. ‘Bypass’ is assigned to be ‘1’ to directly receive test data from
test channel by the RPCT interface. Moreover, the 8 registers forms a single
chain of shift registers. The ‘Test’ signal is ‘1’ to connect the output pins to the
DUT compactor, which send out the test response. Similar to configuration of
MVL test, ‘Cal’ is a don’t-care bit because multiplexer M1 has already blocked

the output of M2.

As a result, we can see that with these hardware modifications on the DUT, the
DUT can support multiple modes to meet different requirements which are discussed

in the previous chapter.

6.4 MVL Test Flow

In the last section of this chapter, I will introduce the complete test flow de-
sign, which includes all the mentioned test configurations and is supported by above
hardware modifications on the ATE and DUT. The test flow diagram is shown in

Figure 6.6. The Test flow consists of following blocks.

e MVL channel calibration: In the beginning of our test flow, the MVL channel

calibration should be done. The calibration algorithm will distinguish the DUT's
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Figure 6.6: Complete test flow design with MVL test application.

which cannot be calibrated. These DUTs are categorized as MVL-incompatible,
to be tested in MVL-bypass mode test. Those DUTs which can be calibrated

are going to be tested in MVL mode test.

e MVL mode test: As the core of this work, the MVL mode test applies test
data in MVL format. For each MVL channel and DUT pair, the MVL signal
has been calibrated to achieve maximum noise margin. The test response is

captured and analyzed as a regular test does. The DUTSs to test in this step
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have two sources: the DUTs which just get calibrated or those that are required

to be retested.

e ATS examination: After MVL mode test, the first thing to be done is reading
ATS and judging whether the DUT has the correct test data received. With
this procedure, we avoid monitoring the decoded test data all the time, which
causes extra requirements on test channel bandwidth. The test result is justified

when it passes the ATS examination.

e Max retest time check: When the ATS examination turns out to be an un-
matched result, there must be some errors during test data decoding. It’s most
probably caused by some unpredictable noise. Our scheme will require such
DUTs to be retested. But before that, it needs to check how many times this
DUT has been retested. Only if test time doesn’t exceed some set maximum

retest time, the retest will be conducted.

e MVL-bypass mode test: The DUTSs to test in this step have two sources: the
DUTs which are unable to calibrate in the MVL channel calibration step or those
retested DUTs that have reached the maximum retest time. In this mode, the
MVL decoder will be bypassed and binary test data are fed to run the test. The

test result is credible for no MVL data being applied.

e Test response examination: The test responses of DUTs from MVL-bypass mode
test and DUTs in MVL mode test with ATS examination passed are examined.

This procedure decides whether the DUT is defected or good.

With this test flow, all DUTs are tried to be calibrated, all calibrated DUTs are
tested with MVL channel and all MVL-incompatible DUTs are tested with binary
test data. As a result, maximum effort is spent to have all DUTs tested by the MVL

channel and no yield loss happens for MV L-incompatible DUTs.
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Chapter 7

Reliability Measurement and Prototype MVL Test

To have an intuitive understanding of the reliability issue in MVL test data
application, we measured the SER of a data converter pair, which is based on Na-
tional Instruments Electronic Virtual Instrumentation Suite I+ (NI ELVIS I1+) [12]
prototype board. Here we picked an 8-bit DAC AD557 [2|(DNL+0.5LSB) and an
8-bit ADC AD7822 [3](DNL+£0.75LSB) from Analog Devices to work as the MVL
generator and decoder. Like the way used in [95], the ELVIS system is controlled
by Labview [10] program. The signal configuration and sent data are programmed
and stored in a Labview program. Then any digital data can be sent to the ELVIS
prototype board through a USB connection. In the meantime, the prototype board
is able to capture any digital data and sent them back to PC for Labview program

processing.

7.1 SER Measurement for General Data Converter Pair

In this experiment, we try to simulate:

e ATE sending MVL test signal:

Pseudo-random test patterns are generated by a Labview program and sent to

the MVL generator AD557 on the prototype board.

e DUT decoding MVL signal:

The output of AD557 feeds into the MVL decoder AD7822, and the outputs of

the AD7822 are wired back to the prototype board for response capture.
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Figure 7.1: Test setup for SER measurement with NI ELVIS II+ and data convert-
ers.

e Captured data analysis:

The captured decoded data are compared with sent patterns. Any mismatches

are recorded to calculate SER.

The hardware setup for SER measurement is shown in Figure 7.1. In the fig-
ure, the encoding signal pins are connected to the DAC, which provide the pseudo-
random patterns. The decoded signal pins are connected to the ADC, which captures
the decoded patterns. There are other pins supplied by the ELVIS board such as

ADC reference voltage, clock and power supplies. The data converter pair runs at
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Figure 7.2: SER vs noise margin in prototype implementation.

0.4MHz because of hardware restrictions. The Labview program compares the o-

riginal test data and the captured decoded data, calculating the decoding SER as

number of failed patterns
number of sent patterns °

For the MVL signal, the noise margin can be calculated as Vfgff% In order

to show the relationship between SER and noise margin, we use a voltage divider on
the output of the MVL generator to change the full scale voltage of the MVL signal.
By measuring SER with different noise margin, we get the relationship between SER
and noise margin as shown in Figure 7.2.

There are two sets of measured data in this figure: 1) FPGA connected to the
ADC, 2) no FPGA connected. The purpose of having an FPGA connected to the
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ADC is to add digital noise in data conversions. In the figure, both sets of measured
data are well fitted with the Gaussian Noise error function. We can also find that
the requirement on noise margin is increased 5 to 6 times for FPGA-induced digital
noise. However due to the slow conversion speed, it will take tremendously long time
to measure low level SERs, which explains why all the measured SER are higher than
10719 Anyway, we can still predict SERs from the fitted curve. This data is also
used in the following chapter as typical SER data for data converter pairs, for the

purpose of performance estimation.

7.2 ADC Nonlinearity Calibration Method Verification

As introduced in Chapter 5 on assuring the test reliability, we proposed a cal-
ibration method to reduce the reliability damage from ADC nonlinearity. Here we
conduct an experiment based on the prototype system to show the benefit of the
nonlinearity calibration method.

In this experiment, we need to measure the SER in both calibrated and uncali-
brated cases. Specifically, we need a pair of data converters with the same resolution
as the reference group. Another DAC with higher resolution and the ADC in the
reference group form the target group. Furthermore, the calibration method will be
applied to the DAC in the target group. For better utilizing the available resources,
we use the 8-bit data converter pair to create both reference group and target group.
First, we emulate a nonlinear 5-bit DAC with the 8-bit DAC, in which 32 out of 256
output codes are non-uniformly picked to be the emulated DAC’s output. The same
method is applied to the 8-bit ADC for a nonlinear 5-bit ADC. Then we have the
5-bit converter pair as the reference group. The measured transfer function of the

reference group is shown in Figure 7.3.
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Figure 7.3: Transfer Function of the reference group.

Then we measure the SER of reference group with prototype system, in which case

the SER is 1.8872. This SER is so high that it’s impossible to send correct data with

such converter pair.

Next, we use the calibration algorithm to repick 32 codes in the DAC to emulate

the calibrated DAC. Now the target group consists of the new DAC and the previous

ADC. We measure the transfer function of the target group as shown in Figure 7.4.

Compare Figure 7.3 and Figure 7.4; it’s easy to observe that the DAC output

voltage in the target group is much closer to the middle of the corresponding ADC

judging range than what’s in the reference group, indicating that the calibration

method effectively increases the noise margin by only adjusting the DAC. Still, we

measure the SER of the target group, which is 1.0177. It’s five orders smaller than the

result of the reference group, which demonstrates the calibration method does help in

improving the reliability. It should be noted that if missing code or non-monotonicity

happens, then it would be impossible to calibrate.
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Figure 7.4: Transfer function of the target group.

7.3 Prototype Test With M VL Test Application

In this section, I'm going to demonstrate the concept of applying test data in
MVL signal format by conducting scan-based test with the prototype system. Be-
cause the ELVIS system is able to send programmed or pre-stored digital data to the
prototype board through the control of Labview program, it can play the role of a
simplified digital tester. Feeding these digital data to the DAC, the DAC can generate
a corresponding MVL signal. Together, the ELVIS system and the DAC work as a
tester with an MVL test channel. To build a DUT receiving MVL test data, we first
program a benchmark circuit into the Altera DE2 FPGA board as the logic under
test. Then we place an ADC on the prototype board to receive the MVL signal for
decoding. The output of the ADC is connected to the input of the FPGA board so
that the ADC works as the MVL decoder. Figure 7.5 shows the experiment setup.

Compared with the experiment setup of SER measurement in Figure 7.1, the
outputs of the ADC go to FPGA board instead of the receiving pins on the prototype

board, providing the decoded digital patterns for the FPGA. The outputs of the
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Figure 7.5: Test setup for scan test implementation with NI ELVIS II+, data
converters and DE2 FPGA board.

FPGA board are connected to the receiving pins on the prototype board for response
capture.

The core of our DUT is the ISCAS89 benchmark circuit s298 [8], which has been
inserted with a single scan chain. It is programmed into the FPGA board. The test
data for s298 contains 25 patterns. To apply each pattern, 14 vectors are sent to fill
the scan chain. In total, 350 vectors are needed to complete the test, which are stored
in Labview program. The benchmark circuit s298 has seven inputs: /G0, /G1, /G2,
/scan_inl, /scan_en, /blif_clk_net and /blif reset_net. Five of them (/GO, /G1, /
G2, /scaninl and /scan_en) are converted to one MVL signal. The other two inputs
remains binary because the /blif _clk_net is the clock signal which has two values in
one period; and the /blif _reset_net stays 0 during the whole test, so we just ground

it. In this configuration, the 8-bit data converter pair is used to transfer 5-bit MVL
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signal with approximately 8 times bigger noise margin, which increases the reliability.
As a result, there are only two pins to receive test data for the emulated DUT, which
are the MVL signal and /blif _clk_net. On the other hand, there are six outputs
(/G117, /G132, /G66, /G118, /G133 and /G67) for s298. The output pins are all
binary so that the emulated DUT has a total of eight pins connected to the prototype
board.

The reference experiment was also done without MVL test data application. In
this scenario, all six input pins are in binary format, which are provided by the pro-
totype board directly. This time, there are 12 pins needed to be connected for the
emulated DUT. The received test results are the same in both cases, which demon-
strates the concept that we can apply the MVL format of data to conduct tests.
Moreover, this comparison shows that testing with an MVL test channel uses fewer

pins than the traditional way of test (in this case it is eight pins over 12 pins).

61



Chapter 8

Benefit Analysis of MVL Test Application

As discussed in Chapter 2, the use of MVL increases the amount of information
contained in each symbol, so that the data rate of MVL communication can be much
higher with the same symbol rate, which is determined by the clock frequency of the

channel.

8.0.1 Ideal Data Rate Improvement

The data rate in traditional binary transmission equals the channel clock fre-
quency. By converting the media signal into MVL format, the data rate of each
channel is the channel clock frequency times the resolution of the MVL signal, in this
case, the on-chip ADC resolution. We denote the data rate in binary communication

as Ry, which can be calculated as:

Ry = far -10gy 2 = fur, (8.1)

where f. is the channel clock frequency and there are 2 levels in a binary symbol.

Next, we calculate the data rate in MVL communication (R,,.,;) as:

Rmvl = fclk : logQ N = fclk . R, (82)

in which there are N levels in an MVL symbol and R refers to MVL signal reso-

lution. If we assume the same channel clock frequency for both binary and MVL

62



communication, the data rate improvement (¢;) in the ideal case can be shown as:

= R, (8.3)

in which the ideal case indicates no errors happening in both binary and MVL com-
munication.

For the current communication technology, it is assumed that the binary data
transmission is reliable in ordinary conditions. On the other hand, the MVL commu-
nication is not reliable, so that protection methods should be applied for it to increase
the reliability, which has been well discussed in previous chapters. In this work, we
use an error detection and retest scheme to deal with it. However, retest consumes
more time to correctly send the same amount of data. MVL-incompatible devices
need to be tested with binary signals after a maximum repetition of MVL mode
tests, which completely loses the advantage over the traditional case. These situa-
tions increases the average time to test a DUT, which equivalently lowers the channel
data rate. In the next section, analysis of data rate improvement with retest and

MVL-incompatible devices considered is given to show the benefit more realistically.

8.0.2 Data Rate Improvement in a Real Condition

In this part of the analysis, we ignore MVL-incompatible devices which fail at
the nonlinearity calibration stage, because such cases are very rare and the causes of
them are usually unpredictable.

It’s easy to know that each retest consumes a fixed length of time and the time
to test MVL-incompatible devices is fixed as well. The key factors in determining

real data rate improvement depend on:

e What’s the chance for a retest to happen?

e How many times should retest be repeated?

63



e How many devices are MVL-incompatible after a maximum repetition of retest?

All the above factors are related to the reliability level of MVL communication.

C AR, the correct application rate, is calculated by the following equation:
CAR = (1— SER)F, (8.4)

where 7' is the volume of test data and R is the MVL signal resolution. The physical
meaning of CAR is the chance to correctly sent T' bits of data in R-bit MVL format
with symbol error rate SER. Also, we define the time to send all data in MVL format
as tme, and t, in binary format. We can easily get t,,,; = R-t, with the same number
of physical channels. First we calculate the chance of MVL-incompatible test (P1)
as:

Pl =(1—-CARN*, (8.5)

where N is the maximum retest time. This portion of devices need to be tested in
MVL test mode for N + 1 times and MV L-incompatible mode for one time. So the

time expectation for this portion (7'1) is:
T1=(1—-CARNT(N + Dty + t3). (8.6)

For those devices which do not need to be tested in MVL-incompatible mode,

the chance of conducting n times (n < N + 1) of MVL test (BP,) is:
P, =CAR(1 - CAR)" . (8.7)

We know that the corresponding test application time for P, is nt,,, so that we

can get the time expectation for a device to receive correct data within maximum
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times of retest (72) as:

N+1
T2 = tpyCARY n(l—CAR)". (8.8)
n=1

Then we can get the time expectation to test a random device in real condition (T eq)

as:

Trear = T1+ T2
N+1

= (1= CAR)MM(N + Dty + ty] + tmuCAR Y (1 — CAR)" . (8.9)
n=1

Finally, we can have the data rate improvement in real conditions (¢,eq) as,

1

¢ _ Treal
real — T 1
ty

R
= N+1 : (8].0)
(1— CARN*(N + 1+ R)+CAR 3" n(1 — CAR)"!

n=1

For a more intuitive illustration, the graph in Figure 8.1 gives a relationship
between ¢,.; and C'AR for a sample case where we assume that R is 5 and N is 4.
We observe that ¢,., equals R only when C'AR is 1, which is the ideal situation. In
the worst case when all devices need MV L-incompatible test (CAR = 0), ¢req is the
lowest as 0.5, which is even worse than the traditional test method. Besides, it also
shows that ¢,.. and CAR have a near linear function and the minimum C'AR for the
system to have benefit is around 0.2. Therefore, we definitely want C AR as high as

possible to have better data rate improvement.
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Figure 8.1: Realistic data rate improvement vs. CAR.
8.1 How to Configure MVL Channels

As discussed in the previous section, a higher value of C AR is crucial to achieving
high MVL channel data rate. We also know that C AR is determined by system SER
and the number of symbols to be sent (%) in Equation 8.4. Usually we can’t change
the test size T" but we can choose ADC resolution R and have methods to adjust
system SER. It should be noted that the choosing of ADC resolution is also an
important way to adjust SFER; meanwhile it affects the value of %, because the ADC
resolution determines the noise margin. To simplify the problem, we assume a fixed
noise level in MVL data communication. Therefore, we only have control of the MVL
signal resolution and full-scale voltage. However, it’s still a complicated problem
with many variables interacting with each other and having a combined impact on
CAR. Therefore, I will use an example analysis to show how we sort this problem

out, finding the optimum variables combination for the best data rate improvement.
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Table 8.1: SER for different test size (7') and resolution (R) to reach 90% C AR
and corresponding ¢,.eq;.

T (bit) s 1 >
106 3.16 x 1077 | 421 x 1077 | 527 x 1077
108 3.16 x 1072 | 4.21 x 1072 | 5.27 x 107?
10%0 3.16 x 1071 | 4.21 x 107 | 527 x 10711
Prea 2.7 3.6 4.5

8.1.1 Configuring the MVL Channel

Here we provide an example case to analyze, which has already had some preset

testing requirements for the test scheme:
e The maximum retest time (V) is 4.

e 99.999% of DUTs are required to receive correct test data in MVL test mode,

which means less than 0.001% DUTs are MVL-incompatible.
e The test size (T') of possible tests are 10° bits, 10® bits and 10 bits.
e ADCs with 3-bit, 4-bit or 5-bit resolution are available.

e The maximum full-scale voltage of MVL signal is 1.5V because of limits on

power supply and ADC technology.

With the first two requirements, we can calculate the needed C AR as 90%. Next,
we calculate the required SER and data rate improvement in real conditions (@eq),
corresponding to different test size (7) and resolution (R), which is shown in Table 8.1.
From this table, we know the needed SER level for each configuration to meet the
given requirements. To connect these SER values to the hardware requirements,

we use the representative data in Figure 7.2. By looking up the noise margin of
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Table 8.2: Minimum noise margin and full-scale voltage for each case in Table 8.1.

43.9mV / 702.4mV | 43.4mV / 1388.8mV | 46.9mV/3001.6mV
51.3mV / 820.8mV 50.8mV/1625.6mV 50.5mV/3232mV
57.8mV / 924.8mV 57.4mV/1836.8mV 57.1mV/3654.4mV

corresponding SER from the curve with FPGA load in the figure, we can derive
Table 8.2 showing the required noise margin (left side value) in each case.

With the noise margin known, we calculate the full-scale voltage in each case,
which is also shown in Table 8.2 (right side value). According to the last requirement
of maximum full-scale voltage 1.5V, there are only four cases satisfying it in the table,
which are marked in bold. As the result, the best achievable ¢,., for test size 10®
and 10 bits is 2.7 with a 3-bit ADC, and the best achievable ¢,.q for test size 10°
bits is 3.6 with a 4-bit ADC. The we can choose the ADC with most benefit (3-bit
for test sizes 10% and 10'%; 4-bit for test size 10°).

The analysis of this example gives a way to find the MVL configuration for the

best achievable data rate improvement.

8.2 Benefit of MVL Test Application for Devices with RPCT and Test

Compression
Two relevant DFT techniques are:

e Test compression: Except for BIST-based test plans, test compression is al-
most a required test-related technology. The benefit of test compression is so

significant that the test volume and time can be reduced by up to 100x.

e Test pin reduction: On the other hand, for better supporting multi-site test,
technologies for reducing test pins are also quite popular. There are some liter-

atures talking about test pins reduction, such as much earlier work [99] to more

68



recent ones such as [62], [30], [76] and [27]. These works are named different-
ly, such as RPCT, LPCT(Low-Pin-Count Test) and Pin-limited Test, etc. But
they have the same basic idea to time-multiplex the test data through fewer test
channels, which sends serialized test data from the ATE and deserializes them
in the DUT. In [27], the author discussed how RPCT benefits test compression
based design in detail. The major benefit comes from avoiding fault coverage
loss, so that less top-off patterns are needed in bypass mode, resulting in total

test volume and time reduction.

8.2.1 Integrating RPCT-Compatibility for Devices with Test Compres-
sion and RPCT

MVL test application greatly increases the test speed to test RPCT and test
compression based devices, especially for multi-core SoCs. Here I propose the use of
MVL test application with RPCT interface. Associated to the instance in Figure 1.7,
the proposed structure is shown in Figure 8.2. The RPCT interface of an RPCT-
only scheme concatenates decompressor inputs of four cores into one chain with 20
cells. Like in the previous analysis, the internal scan speed is just Q—fO. When the test
channel is replaced by a 4-bit MVL channel and the MVL decoder is integrated in
the DUT, the long chain is broken into four chains with five cells, and the output of
MVL decoder feeds into each chain. As a result, the internal scan speed is now %,
which is improved by 4x.

When test data are supplied with MVL test channel, the long RPCT interface
can be divided into several shorter ones, therefore it requires fewer test clock cycles to

match the bandwidths of test channel and RPCT interface, speeding up the internal

scan speed.

69



corel core3

|
|

corel

core3 %
@ clock @ clock f %

Decompressor
Decompressor
Decompressor
Decompressor

ADC

core2 cored core4

Decompressor
Decompressor
Decompressor
Decompressor

SOC soC

Figure 8.2: MVL test application for multi-core SoC with RPCT interface and
decompressor.

8.2.2 Performance Comparison Between RPCT only and RPCT with

MVL Test Applications

To intuitively show the benefit of the scheme of combining RPCT with MVL
test application, we generated real tests for some DUTs and compared the test time
reduction. The DUT we chose is ITC99 benchmark circuit [9] b19. We use Testkom-
press [11] to insert EDT logic for b19. The inserted blocks include a decompressor,
an X-mask and a test response compactor. After EDT insertion, the DUT has 6.6K
registers and 59K faults. Then we generate compressed test patterns by Testkom-
press and top-off test patterns in bypass mode with Fastscan. We list five possible
configurations for comparison, which are shown in Table 8.3.

The first configuration is the original full scan design with one scan chain. The
second one is EDT compression inserted. The third one is EDT compression inserted
with RPCT interface. The fourth one is EDT compression inserted with MVL test
application. The last case is EDT compression inserted with MVL test application
and RPCT interface. All configurations assume to be tested with one physical channel
and the MVL channel is in 4-bit resolution. The third column refers to the width of
the EDT decompressor input. From the original fault coverage in Table 8.3, we can see

that smaller width of EDT decompressor input, results in less fault coverage with the

70



Table 8.3: Test volume and time reduction in different scenarios.

Test Orig. | Bypass ) FC w/ | Test Test

Channel Orig. )
Config. Type Interf. Test Test FO Bypass | Vol. Time
BW Vol. Vol. Test | Reduc. | Reduc.

Full scan binary 1 4.4M - 99.6% - - -
Comp. binary 1 | 3334K | 1.5M | 93.5% | 99.6% | 2.33x | 2.33x
binary 4 666.4K | 981.5K | 95.6% | 99.6% | 2.67x | 2.67x
RPCT+ binary 8 710.8K | 661.8K | 95.7% | 99.6% | 3.21x 3.21x
comp. [27] binary 12 750.6K | 479.2K | 95.7% | 99.6% | 3.58x | 3.58x
binary 16 707.6K | 471.7K | 95.7% | 99.6% | 3.73x | 3.73x
MVL+comp. | MVL 4 666.4K | 981.5K | 95.6% | 99.6% | 2.67x | 10.68x
MVL+ MVL 8 710.8K | 661.8K | 95.7% | 99.6% | 3.21x | 12.84x
RPCT+ MVL 12 750.6K | 479.2K | 95.7% | 99.6% | 3.58x | 14.32x
comp.* MVL 16 707.6K | 471.7K | 95.7% | 99.6% | 3.73x | 14.92x

compressed test patterns. This effect becomes insignificant when the decompressor

width exceeds 8. From the data in the fifth column, we can see the major cause of

test volume increasing is from the bypass patterns. Also, the column of “Test Vol.

Reduc.” tells that the reduction in test volume in [27] and this work are the same.

However, according to the data in the last column, it shows that our scheme can

conduct tests at four times the speed of the approach in [27].
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Chapter 9
MVL Test Using RPCT Interface on ATE Platform

In the previous chapter, we showed a conceptional MVL test application imple-
mentation and analyzed the data rate benefits with practical considerations. In this
chapter, to further demonstrate the idea of MVL signal based testing, we endow the
real ATE system with the capability to generate MVL signals. Furthermore, we use
this ATE system to test a MVL-compatible DUT with RPCT interface, showing the
reduction in test time and channels from the combination of MVL test application

and RPCT technology.

9.1 Implementing MVL Channel on Advantest T2000GS ATE System

Hardware Description

The tester we worked on is the T2000GS from Advantest. This tester is available
at the department of Electrical and Computer Engineering in Auburn University.
Functionally, the T2000 system consists of 3 major parts: main unit cabinet

(mainframe), test head and user interface (keyboard, mouse and monitor).
e Main unit cabinet:

The main unit cabinet holds the system and site controllers, power supplies
and interconnecting buses. The site controller send orders to control different
modules in the test head.

o Test head:

The test head has the ability to mount multiple test modules for different testing

purposes, such as sending and receiving digital or analog signal, measuring
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voltage and current and powering the DUTSs, etc. These test modules are plug-
in boards which makes it easy to configure the tester.
e User interface:

The user interface consists of a keyboard and mouse set and a monitor, which

enables the user to program the test activity with a PC-like interface.

Test Program Description

To configure and conduct test behavior, a test program is required, which is
based on open architecture test programming language (OPTL) [14].

A complete test program includes a set of files:

* bdefs: bin definitions description.

*.ctyp: custom type description.

* fh: description of pre-headers for custom function.

*1vl: voltage levels assignment.

* pat: provide the test patterns.

* ph: description of pre-headers for test classes.

* plist: assign the used .pat files in test flow.
e *.pxr: set timing maps, registers and resource selectors.
e *.scf: description of system controller flows.

e *.spec: describe specifications for test.

* tcg: describe test condition group.

* tim: describe timing behaviors.
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Figure 9.1: Relationship of used files in our test program.

e *.tmap: map timing description to test flow.

e *usrv: define user variables.

A flow chart to show the relationship of the files used in our test program is given

in Figure 9.1.

9.1.1 Building the MVL Channel

The test modules involved in regular digital test are 250MHz digital logic test
module (250MHz DM) and 500mA device power supply (500mA DPS). The 250Mhz
DM has 128 I/O channels, which are capable of driving and comparing signal pins.
It can apply digital test data to the DUT and capture the test response from the
DUT. The 500mA DPS supports the DUTs with 32 channels of power supply. The
generated voltage range is from -2V to 12V and the resolution is 1mV. With this
module, we can power the DUT according to its specifications. To build the MVL
channel, we also used these two modules.

Notice that the 500mA DPS is capable of generating 32 different voltage levels,
which can be used to provide voltage levels for MVL signals. 32 voltage levels can

support MVL signals with 5-bit resolution. Because some DPS channels are needed
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Figure 9.2: Generation of MVL signal with 500mA DPS and 250MHz DM.

to power up the DUT, we decided to use 16 500mA DPS channels to generate voltage
levels for a 4-bit MVL signal and use the left channels for power supply. When
the 500mA DPS channels are activated, the generated voltage levels are consistently
presented on the terminal heads. In order to create an MVL signal, we need to
multiplex these 16 voltage levels. Therefore an analog multiplexer is used to do the
job. The analog multiplexer is 16-to-1 controlled by 4 selecting bits. In such a way, the
information of the 4-bit MVL signal is actually conveyed by four selecting bits, which
are driven by the I/O channels from 250Mhz DM. The MVL channel implementation
diagram is shown in Figure 9.2.

For this MVL channel implementation, the test data is applied by four 250Mhz
DM channels (D3-DO0 in the diagram), and the voltage levels of the MVL signal are
from the 500mA DPS (V15-VO0 in the diagram). As a result, we built up a 4-bit MVL

channel with the T2000GS ATE system by adding an additional analog multiplexer.
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9.2 Building MVL-Compatible DUT with RPCT Interface

In the previous chapter, we verified the concept of MVL test application with the
ELVIS prototype board based experiment. The DUT was the benchmark circuit s298
with a single scan chain. To justify our scheme, which combines RPCT with MVL test
application, a new DUT should be built. The way to build the new DUT is similar
to the simulated case in Section 7.3, but this time we need it to be implemented as
a real device. We picked ISCAS89 benchmark circuit s38584 [8] as the logic under
test. Twenty-eight scan chains are inserted by using Dftadvisor. EDT insertion is
completed by Testkompress [11] with five EDT channels, meaning the input width
of decompressor and output width of compactor is 5-bit. The s38584 with EDT
inserted has total 23 inputs, including 15 primary inputs, five decompressor inputs
and three control signals (edt_clock, blif_clk_net and blif reset_net). Because the
DUT is synchronized by the three control signals, there are 20 inputs left to be sent
in MVL format. As stated before, we have a 4-bit MVL channel available, therefore
the 20 inputs should be driven by a 4-to-20 RPCT interface, to be loaded with the
four outputs of MVL decoder. The structural view of the DUT is shown in Figure 9.3.

The size of the Testkompress generated test is 59.2Kb which consists of 12351
vectors. In the RPCT only scheme, the 4-bit ADC is removed. Instead, a 1-to-20
RPCT interface is used to receive test data through a binary channel. As a result, it
takes 20 cycles for the RPCT interface to receive one vector. To complete the test,
247020 clock cycles are needed. In our scheme, the 4-to-20 RPCT interface can receive
a vector in five cycles with a 4-bit MVL channel, so that it takes a total of 61755
cycles to complete the test. In both schemes, the number of test pins is reduced from
23 to four. But our scheme has a superior performance in test speed improvement,
which is four times the speed of the RPCT-only scheme.

The hardware implementation picture is shown as Figure 9.4. The multiplexer

shown in the picture is the CD74HC4067 [7] from Texas Instruments. The ADC

76



I
edt_clock ¢ [
B I 4-to-20)/ \]\ |
! rRecT (o [T M |
I | 2 FH o I
| > Y |
I 12T T 6‘ I
_ Q . .
4-bitMVL! |3 18| |5 P!
input I~ |= ] E - 18 |
! < 1o HH H- S '
| Ll |
I . —H H- I
I \ e I
I - I
I I
| ™ |
| |
| |
! $38584 |
| |
| |
: I I
blif_reset_net )
blif_clk_net ! |
y DUT FPGA "
r e .—_———,———,—,—,m e Y — 0 ™ @m4m mmm-—m—mm/—me00eY}mZm/]/m/ /) /) /) /) I

Figure 9.3: Structural view of implemented DUT.

used is the 8-bit AD9057 [4] from Analog Devices, for which we used the first 4 bits
of output to work as a 4-bit ADC with larger noise margin. The DUT structure
except for the ADC, is programmed into the DE2 FPGA board [5]. The output of
the DUT is captured by the ATE through 250MHz DM channels. To test the RPCT-
only scheme, we bypass the ADC, directly sending test data to the FPGA board
through one 250MHz DM channel. The clock frequency of test channels is 2MHz.
We conducted tests with both schemes, whose results are repeatable and identical to
the desired test response. The time reduction in our scheme is justified as well. It
takes 247020 cycles x 500 ns/cycle = 123.51 ms to test with the RPCT-only scheme.
The ADC has a pipeline structure, for which the decoded pattern appears at the third

clock cycle. Therefore two extra clock cycles are needed in our scheme. In total, it
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takes (2 + 61755) cycles x 500 ns/cycle = 30.88 ms to test with our scheme, which
is almost one fourth that of the test time with the RPCT-only scheme. The extra
two cycles come from the latency of the pipelined ADC. This experimental result
justifies the feasibility of our scheme and shows its significant advantage in test time

reduction.
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Figure 9.4: Hardware implementation of our ATE based experiment.
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Chapter 10

Conclusion

In this thesis, the use of MVL format in test application is proposed, which can
increase the data rate of each physical test channel by multiple times. The major
challenge in MVL test application is to solve the reliability problem. I analyzed the
problem by mathematical models and developed two techniques to tackle with it. A
calibration procedure is done before MVL test application to calibrate the nonlinearity
of ADC on DUT, which is supported by MVL channel. An error detection and retest
based test flow is adopted to ensure the DUT receiving correct test data all the
time. Consider about the behavior of MVL test application, we use a signature based
detecting method, which reduces the hardware requirement to minimum. According
the mathematical analysis, my method will greatly improve the reliability of MVL
test application so that possible yield loss and test escape can be avoided.

The benefit of MVL test application may come from test speed improvement or
consuming less ATE resource. By replacing every binary channel into MVL channel,
the test speed can be increased by multiple times, or to replace multiple binary
channels into one MVL channel, keeping the test speed while reducing the number
of test pins, which reduces the yield loss in wafer sort and lowers the requirement
of test head complexity. However, due to the overhead issue of MVL decoder, it is
impractical to send test data to DUT through many MVL channels, which prevents
a universally use of MVL test application.

Fortunately, MVL test application is suitable for some current popular test
scheme, which is the RPCT with test compression. Now the test compression tools

start to support RPCT in their schemes and [27] has talked about the join of test
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compression and RPCT in detail. One discovery in [27] is RPCT technology help-
s increase the input bandwidth of the decompressor with few test channels, which
helps the compression algorithm break the input correlation barrier for higher fault
coverage. However, we find that the RPCT with test compression scheme will suffer
great test speed loss for multi-core SoC designs, in which case the RPCT interface is
very large. Then we propose the idea to use MVL test application with RPCT and
test compression, which greatly increase the test speed.

To justify the proposed idea, two experiments are done. An ELVIS system based
experiment proves the feasibility of MVL test application and the benefit of calibration
scheme. In this part, we did SER measurement for data converter pair and conduct
scan based test for s298 with MVL test pin. The next experiment is to generate MVL
signal with real ATE system T2000GS and justify the idea of combining MVL test
application, RPCT and test compression technology. The experiment result shows a

big test time saving with our scheme compared to [27].
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