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Abstract 

 
 

 In this work, three main projects are studied: (1) the mechanism and product 

specificity of protein arginine methyltransferase 1 (PRMT1) (2) the design and development of 

agonists that target peroxisome proliferator activated receptors (PPAR) as potential drugs to 

manage diabetes and (3) the characterization of plasmodium falciparum thioredoxin reductase 

(pfTrxR) inhibitors, as antimalarial drugs, using in silico techniques and biological assays. 

Chapter 1 is concerned with the introduction of the three proteins that were investigated 

in chapter 3 (PRMT1), chapter 4 (PPAR) and chapter 5 (pfTrxR). Chapter 2 is mainly concerned 

with the overview and theoretical background of the computational methods used in this 

research. Chapter 3 reports the results of the simulations carried out on PRMT1 in order to 

elucidate how its active site is engineered for specific product formation. The role of specific 

residues (Glu144, Glu153 His293 and Met48) in catalysis and controlling product specificity are 

discussed. Chapter 4 presents the results of a joint computational and experimental study that 

lead to the discovery of compound 9, a dual PPARδ/γ agonist that doesn’t elicit undesirable 

effects associated with full PPARγ agonists. Chapter 5 presents the results of the determination 

of antiplasmodial activity and binding affinity of certain compounds towards pfTrxR using 

combined computational and experimental approaches. 
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Chapter 1: Introduction 
 

1.1 Protein arginine methyltransferase 1 (PRMT1) 

1.1.1 Biological methylation 

When genes coding for specific proteins are expressed, a specific part of the DNA is 

copied into messenger RNA (mRNA) through transcription. During translation, the mRNA then 

serves as a template for the protein's synthesis with the decoding to amino acids done by 

ribosomes. The amino acids are then folded into a three-dimensional protein. To extend their 

polypeptide diversity beyond the limits of the encoded amino acids, eukaryotic cells use 

posttranslational modifications which expand the information encoded by the human genome, 

from about 25,000 genes to over 1 million proteins that compose the human proteome.1 Proteins 

can be modified by modifications such as phosphorylation, methylation, acetylation and 

ubiquitylation, creating binding sites for specific protein domains where the modifications 

modulate molecular interactions, protein localization and stability.2,3 

Methyltransferases (MTases) catalyze the transfer of methyl groups from a methyl donor 

such as S-adenosyl methionine (SAM) to the methyl acceptor such as a peptide substrate. The 

substrate molecule enters the active site of the enzyme and binds by a number of non-bonded 

interactions to different protein residues. The positively charged sulfur atom of SAM attracts 

electron density from the methyl group while the substrate, usually the nucleophilic entity with 

lone pair of electrons or a partial negative charge, abstracts the methyl group. Fig. 1.1 shows a 

general reaction mechanism where a base is required to abstract a proton from the substrate.4,5 
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Figure 1.1 The general SN2 mechanism for SAM-dependent enzymes. 

1.1.2 Protein arginine methyltransferases 

Protein arginine methylation is a common modification involved in cellular processes 

like signaling, RNA processing, gene transcription, and cellular transport function.6 Arginine 

methylation is catalyzed by the protein arginine methyltransferases (PRMTs) and their 

significance in human diseases has been increasingly studied, especially in cardiovascular 

diseases1,7 and cancer8-10.  

So far, 11 PRMT isoforms have been identified with the length of the proteins varying 

between 316 and 956 amino acid residues (Fig. 1.2).11 Depending on the type of methylarginine 

product generated, PRMTs are divided into four major classes (Fig. 1.3). Type I and II PRMTs 

both catalyze mono-methylation of the guanidinium nitrogen of specific arginine residues in 

substrates. The mono-methylation product (MMA) can either be further methylated to an 

asymmetric (ADMA) by Type I or a symmetric di-methylated arginine (SDMA) by Type II 

methyltransferases. Type III enzymes catalyze only the mono-methylation of the ω nitrogen in 

arginine residues in proteins while type IV generates a mono-methylated arginine residue on the 

δ nitrogen of the substrate.12  
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Figure 1.2 Representation of the eleven human PRMTs, all containing a conserved 

methyltransferase (MTase) domain (Adapted from wolf11). 
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Figure 1.3 Methylation of the arginine side chain by PRMTs. 

With the biological significance of these proteins gaining appreciation over the last 

couple of years, the current understanding of their biochemistry is limited. Adding to the 

complexity of the PRMT field, different methylation statuses (MMA, ADMA, or SDMA state) 

of the same substrate can lead to distinct biological outputs.13 For example, symmetric 
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dimethylation of arginine 3 of histone H4 (H4R3) leads to repression of gene expression, while 

asymmetric dimethylation of H4R3 is associated with gene activation.14  

1.1.3 Protein arginine methyltransferase 1 (PRMT1) 

PRMT1 is the predominant type I PRMT in mammalian cells, accounting for 85% of 

cellular PRMT activity and is involved in the transfer of the methyl group from SAM to the 

guanidino group of arginines in protein substrates, resulting in exclusively the MMA and ADMA 

products.11,15 

1.1.4 PRMT1 structure 

The crystal structure of rat PRMT1 was first determined by Zhang et al. in complex with 

the reaction product S-adenosyl-L-homocysteine (SAH) and a 19 residue R3 peptide substrate 

containing three arginines.15 However, the reported structure contained only a single arginine 

residue as the substrate as the rest of the residues did not have clear electron densities. The 

monomeric protein is a two domain structure: the SAM binding domain and the β-barrel domain. 

The structure contains four major parts: N-terminal, SAM binding site, the β-barrel and the 

dimerization arm (Fig. 1.4). As seen in the structure, the N-terminal constrains the bound SAH.  

 

Figure 1.4 The monomer structure. N-terminal (red), SAM binding (blue), β-barrel (yellow) and 

dimerization arm (green). 
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The whole protein is an oligomer with a hydrophobic dimer interface between the 

dimerization arm and the SAM binding site. Beyond showing that that the dimerization of the 

protein is essential for SAM binding, Zhang et al. reasoned that the interface in the ring-like 

dimer would allow the processive production of the methylation product since isolated products 

of the enzyme reaction are usually completely or almost completely dimethylated (Fig. 1.5). This 

is conceivable by the cooperation of multiple active sites where the product of the first 

methylation reaction enters the other part of the dimer without releasing the mono-methylated 

substrate or re-binding SAM. 

 

Figure 1.5 The ring-like dimer of rat PRMT1 with the N-terminal shown in red and the 

dimerization arm shown in green. 

1.1.5 Mechanism of PRMT1 

Rust et al. probed the mechanism of this enzyme.16 In their study, they evaluated the role 

played by some highly conserved active site residues (Tyr39, Arg54, Glu100, Glu144, Glu153, 

Met155 and His293) in SAM recognition, substrate binding and catalysis. Their hypothesis was 

that catalysis involves three conserved active site residues: Arg 54, Glu144 and Glu153 (Fig. 

1.6A). Arg54 and Glu144 help position the substrate for the attack while Glu153 plays a role in 

increasing the nucleophilicity of the guanidinium moiety of the substrate arginine through 
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electronic effects. They proposed a mechanism that involves the formation of a dication 

intermediate (Fig. 1.6B). 

   

Figure 1.6 (A) The conserved active site residues Arg54, Glu144, Glu153. (B)1.6b: Rust et al.’s 

proposed dication intermediate (Adapted from Rust et al.16). 

 

The proposed mechanism was supported by their findings that indicated the reaction being 

mainly driven by proximity effects. The prior deprotonation of the substrate guanidinium may 

not be necessary for the rate-limiting step of the mechanism. 

1.1.6 Regulation of PRMT1  

To understand the biological function of PRMTs, it is imperative to understand how the 

respective states of methylation are achieved as this is the key to product specificity. The 

conserved Met48 in PRMT1 has previously been shown to be involved in substrate recognition 

and activity which impacts on the degree of methylation in the substrate.13 In addition, the M48F 

mutant (Phe is the equivalent residue in PRMT5 – a type II PRMT) generated both ADMA and 

SDMA.5 However, the mutant enzyme was highly impaired and the production of SDMA was 

low. Complicating the role of M48 in specificity is that M48A and M48L exclusively produce 

ADMA as the dimethylation product. 
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Interestingly, the mutation of the conserved phenylalanine (F379) to methionine at the 

corresponding location in PRMT5 converts it to a more active enzyme that catalyzes both 

symmetric and asymmetric dimethylation of arginine in seemingly equal amounts.14  

Furthermore, no such activity was detected with the F379A mutation. This necessitates a deeper 

evaluation of the elements of PRMTs that dictate how its active site is engineered to control 

product specificity. 

1.2 Peroxisome Proliferator Activated receptors (PPAR) 

1.2.1 Nuclear receptors 

The nuclear receptor superfamily is a class of proteins that work with other proteins to 

regulate transcription, the first step in gene expression where a particular segment of DNA is 

copied into RNA. They are one of the most abundant classes of transcriptional regulators in 

biology and they control diverse functions from development, metabolism to homeostasis.17,18 

Nuclear receptors have a common structural organization. This includes a DNA binding domain 

(DBD) which is a highly conserved region found approximately along the center of the 

polypeptides and targets the receptor to highly specific DNA sequences. The second region is the 

ligand binding domain (LBD) and is located in the C-terminal half of the receptor and recognizes 

specific endogenous and exogenous ligands directing specificity to biological response. Other 

regions are the variable N- and C- terminal domains that are highly variable both in sequence and 

size as well as a variable length hinge region that links the DBD and LBD.17,19  

The superfamily can be divided into two groups: type I are the steroid receptors while 

type II contains the hitherto orphan receptors, such as, peroxisome proliferator activated 

receptors (PPARs), and the retinoid X receptors (RXRs). In order to bind their suitable response 

elements, almost all of the type II’s, in particular PPARs, form heterodimers with RXR.20,21 
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1.2.2 RXR:PPAR Heterodimer and gene expression – PPAR mechanism of action 

RXRs are composed of three subtypes (α, β, and γ) and their ligands are retinoids, a set of 

structural and functional analogues of vitamin A. PPARs are also ligand-activated transcription 

factors constituted by three subtypes α, β, and γ and regulate the expression of numerous genes 

involved in a range of important biological processes.22,23 For their function, PPARs require 

RXR as a heterodimeric companion. They undergo a conformational change upon agonist 

binding which results in the release of histone deacetylase (HDAC) co-repressors, enabling the 

heterodimerization with RXR. To this complex, the recruitment of RNA polymerase II and co-

activators with histone acetyl transferase (HAT) activity then takes place and the heterodimer 

(PPAR and RXR) then binds to the peroxisome proliferator responsive element (PPRE) in target 

genes leading to chromatin remodeling and eventual gene expression (Fig. 1.7).22,23 

 

Figure 1.7: The RXR:PPAR Heterodimer activation of gene transcription (Adapted from 

Shimizu et al.22). 

1.2.3 PPAR subtypes 

Peroxisomes are organelles found in eukaryotic cells and contain enzymes involved in 

metabolic reactions, including energy metabolism processes.24 In the early 1990’s, an orphan 

receptor that induced peroxisome proliferation in rodent hepatocytes in response to exogenous 
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chemicals (peroxisome proliferators) was cloned and characterized and the isoform later labelled 

PPARα.25 Since the discovery of PPARα, two other PPAR subtypes have been identified and 

labelled PPARβ/δ and PPARγ, with the individual subtypes encoded by different genes and 

having a slightly different tissue distribution with disparate physiological roles and endogenous 

agonist preference. Unlike in PPARα, neither PPARδ nor PPARγ is activated by peroxisome 

proliferators in rodents and none of the PPARs cause peroxisome proliferation in human.26,27 

Each of the three isotypes either activates or suppresses different genes with only partial overlap 

in activity. All subtypes are involved in lipid homeostasis and energy balance through glucose 

homeostasis.28 

PPARα is found primarily in metabolically active tissues such as the heart, liver, kidney, 

skeletal muscle, macrophages and brown adipose tissue. In the liver, PPARα is centrally 

involved in lipid metabolism and plays an important role in fatty acid uptake, transport and 

catabolism and its activation lowers lipid levels.29,30 The activation of PPARα prevents high-fat 

diet-induced obesity, increase insulin sensitivity and mitigate metabolic syndrome symptoms. 

The endogenous activators of PPARα include fatty acids and eicosanoids and the activation of 

the pharmaceutically relevant hypolipidemic drugs (fibrates e.g. clofibrate, fenofibrate, and 

bezafibrate) causes a decrease in circulating lipid levels in humans.23,31 

The gene for PPARγ codes for four distinct variant of the isoform, PPARγ1-4.32 These 

variants are found in several tissues including liver, muscle and heart and adipose tissue. PPARγ 

is involved in the differentiation of adipocytes (fat cells), regulation of genes involved in energy 

homeostasis, lipoprotein metabolism, and insulin sensitivity.28,33 The endogenous ligands for 

PPARγ include fatty acids and eicosanoid derivatives which activate PPARγ at μm 

concentrations. Its activation is of clinical importance since it’s involved in improving insulin 
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sensitivity. The thiazolidinedione (TZD) class of antidiabetic drugs (e.g., rosiglitazone and 

pioglitazone, troglitazone and ciglitazone) lower blood glucose levels in humans at the nm 

ranges in vitro.30,33  

Unlike PPARα and γ, the PPARδ subtype has been studied less extensively. It is 

expressed ubiquitously in human tissues though some tissues like the brain, liver, adipose tissue, 

and skeletal muscles exhibit higher concentrations. It is involved in fatty acid oxidation, and in 

blood cholesterol and glucose homeostasis. Its activation in adipocytes results in fatty acid 

oxidation and utilization and has therefore become of interest in the management of obesity and 

obesity related disorders. Ligand activation has also been shown to decrease serum triglycerides 

and increase insulin sensitivity. Endogenous agonists of this subtype include fatty acids and 

prostacyclin (PGI2).23,28  

1.2.4 PPAR structure 

The PPAR proteins have domains that are very common in virtually all nuclear receptor 

superfamily (Fig. 1.8). The A/B domain (N-terminal) contains the ligand-independent AF-1 

(transactivation function) site and is least conserved. The DNA binding domain (two zinc finger 

motifs) is a highly conserved region found approximately along the center.  

 

   DBD  LBD   
 

 

 

Figure 1.8: The domain structure of the PPARs.27 

The zinc fingers bind PPREs in the regulatory region of PPAR-responsive genes. The extreme C-

terminal section of the receptor is also conserved and contains the ligand binding domain (LBD) 

2 zinc fingers LBD & dimerization 
arm 

AF-1 AF-2 

N-terminal C-terminal 
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which encompasses a ligand-dependent transactivation function (AF-2). Additionally, the LBD is 

required for receptor dimerization and interaction with auxiliary proteins.26,27,33 

PPARs LBD structures have been studied extensively (due to their importance as antidiabetic 

34,35 among other drug targets23). X-ray apo and agonist co-crystal structures of PPARα36,37, 

PPARγ35,38 and PPARδ39,40 are available with good resolution.  

1.2.5 PPAR’s LBDs as drug targets  

 

    

Figure 1.9: (A) The secondary structure elements H1-H12 and β-strands S1-S4 with the AF-2 

helix H12 shown in orange (B) and (C) PPARγ LBD. (Adapted from Berger at al.33 and Zoete et 

al.41). 
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The overall LBD structure is common in all 3 subtypes and is composed of 13 α-helices 

and a small 4-stranded β-sheet (Fig. 1.9A). In comparison with other nuclear receptors, it has a 

large cavity (Fig. 1.9B) which allows the receptors to interact with a wide variety of structurally 

distinct natural and synthetic ligands. It is Y- shaped and extends from the C-terminal AF-2 helix 

to the β-sheet between helices 3 and 6 (Fig. 1.9C).33,41,42  

The cavity starts from the entrance and extends into arm I and arm II pockets. Arm I is 

substantially polar while the entrance and arm II are mainly hydrophobic. The binding cavity is 

composed of 34 residues with 80% conservation across the subtypes. Natural and synthetic 

ligands usually conform to a standard pharmacophoric model in which they are composed of a 

polar head that binds in arm I and a hydrophobic tail that binds in arm II and the entrance. Most 

agonists interact with the conserved polar residues of Arm I (together with a residue of the AF2 

helix) which include Thr289, His323, His449 and Tyr473 (AF2) of PPARδ, Ser280, Tyr314, 

His440 and Tyr464 of PPARα, and Ser289, His323, His449 and Tyr473 (AF2) of PPARγ, 

respectively. These residues are part of a hydrogen-bonds network involving the carboxylate 

group of fatty acids and eicosanoic acids, the natural agonists.41,43 

Due to their various metabolic and therapeutic actions, PPARs have become major drug 

targets. Synthetic ligands that interact with PPAR-γ can either be full agonists, partial agonists, 

or antagonists. The structural basis of full and partial agonists has been extensively studied 

whereas antagonists have received less attention.41,44 The full or partial character of synthetic 

ligands seems to be provided by specific H-bonds with the conserved polar residues of arm I. For 

most full agonists, H-bonding typically occurs with Ser289, His323, Tyr473 and His449. H-

bonding with Tyr473 is crucial to the stabilization of the AF2 helix H12 which allows the 

binding of coactivators that lead to the activation of the genes responsible for adipogenesis 
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(formation of fat cells) and insulin sensitivity.41,44  Partial agonists lead to a lesser degree of AF-

2 stabilization and allow for binding of coactivators responsible for insulin sensitivity without 

affecting adipogenesis. Antagonists on the other hand show high affinity, but do not activate 

PPAR-γ. 41,44 Recent efforts have seen research into the new generation of drugs, i.e., PPARα/γ 

dual agonists that have the capacity of insulin sensitization without the associated side effects.28 

1.3 Plasmodium falciparum Thioredoxin reductase (PfTrxR)  

1.3.1 Malaria 

Malaria remains a huge public health and economic development threat in the tropical 

and sub-tropical regions despite century long efforts to eradicate the disease. Approximately 

40% of the world population lives in high risk areas and 97 countries and territories had ongoing 

malaria transmission in 2014.45,46 In 2013, According to the World Health Organization’s World 

Malaria Report estimates, 198 million cases of malaria occurred worldwide resulting in ~ 

500,000 deaths. Globally, majority of the deaths occurred to under-five year olds.45,46  

The disease is caused by infection with the plasmodium parasite transmitted by the 

female Anopheles mosquitoes. There are five major plasmodium species that infect humans 

namely; P. falciparum, P. vivax, P. ovale P. malariae P. and knowlesi. Of this species, P. 

falciparum is the most deadly while the rest cause a comparably milder form of the disease that 

is rarely fatal. The control strategies currently being employed include early diagnosis and 

treatment in combination with preventive measures targeting mosquito control. Unfortunately, 

the malaria parasite is rapidly acquiring and spreading resistance to anti-malarial drugs and so 

far, there are no new drugs in advanced stages of development or effective vaccine in the 

pipeline.45,47-49 This could be due to the fact that the parasites have a complicated life cycle.  
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1.3.2 The life cycle of the Plasmodium parasite 

Their life cycle (Fig. 1.10) involves the sexual part (in the mosquito) and the asexual part 

(in the host). A mosquito ingests the sexual stages of the malaria parasite (gametocytes) during 

blood feeding from a malaria infected host. These gametes then fertilize in the mosquito mid-gut 

resulting into zygotes that then develop into oocysts. The oocysts then grow and divide 

producing sporozoites that invade the salivary glands. Infection of a new host starts when a 

mosquito bites for a blood meal. The mosquito’s saliva containing sporozoites enters the 

bloodstream and reaches the liver infecting hepatocytes. This stage shows no symptoms. The 

sporozoites then proliferate in the liver cells producing a very invasive form referred to as the 

merozoites, which are then released into the bloodstream invading the host’s red blood cells 

where the asexual blood cycle begins. In the red blood cells, the cytoplasm gets consumed 

followed by binary divisions that produce more merozoites that burst the host cells to infect a 

new round of red blood cells. This is when illness and complications of malaria begins and that’s 

why most antimalarial drugs target the blood stage.50-52  

 

Figure 1.10: The life cycle of the malaria parasite (Adapted from Su et al.52). 
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1.3.2 Oxidative reductases as drug targets 

The extremely complex life cycle of Plasmodium require specialized protein expression 

for intracellular and extracellular survival in host environments.53 During the asexual blood 

cycle, as the parasites attack the red blood cells, they decompose hemoglobin as a source of 

proteins and this releases toxic heme. Heme together with activated macrophages of the host 

exposes the parasite to oxidative stress.54 To cope with the high fluxes of reactive oxygen species 

(ROS), the parasite has its own battery of defense mechanisms and produces its own antioxidant 

enzymes that involve a network of NADPH-dependent redox enzymes.55 The two major redox 

systems that regulates cellular antioxidative capabilities are the glutathione/glutathione disulfide 

(GSH/GSSG) that governs the antioxidative capacity of cells and the dithiol/disulfide of 

thioredoxins (Trxred/Trxox) systems that form a distinct but complementary redox system.56 

Disrupting the antioxidative systems in the malaria parasite holds promise and these two systems 

have become targets for drug development in order to inhibit the survival of the parasite in host 

cells.57,58 

1.3.3 PfTrxR structure 

P. falciparum Thioredoxin reductase (PfTrxR) is a homodimeric flavoenzyme that 

reduces thioredoxin (Trx) to an active dithiol containing form acting as an important antioxidant 

defense by donating electrons to a range of target molecules.59 

NADPH + H+ 
Trx-S2 NADP+ + Trx-(SH)2  

The only PfTrxR crystal structure available (PDB ID: 4B1B) shows that the monomeric unit 

contains three domains: a NADPH binding domain, a FAD binding domain, and a monomer–

monomer interface.55 Comparison between the human and parasite TrxRs shows that they have 
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46% sequence identity and overlay with an RMSD of 0.91 Å between 374 monomer atom pairs 

(Fig. 1.11). 

 

Figure 1.11: Superposition of hTrxR60 (brown) with pfTrxR55 (blue) crystal structures. 

The structural differences between the PfTrxR and its corresponding human protein 

(hTrxR) can be exploited for the development of selective inhibitors. First, in the hTrxR, the 

active site contains a Cys-selenocysteine (Sec) pair which is absent in PfTrxR, an attractive 

target for selectivity.61 Second, the dimer interface can be exploited for selective noncompetitive 

inhibitors between the two enzymes. PfTrxR is narrower than in hTrxR due to the presence of 

Tyr101 and His104 (Fig. 1.12) and can therefore host smaller molecules. Their counterparts in 

the human isoform are Gln and Leu and this difference can determine the chemical nature of 

suitable inhibitors.55 

 

Figure 1.12: PfTrxR (blue) in comparison with HTrxR (green) (Adapted from Boumis et al.55). 
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Chapter 2: Methods 

2.1 Molecular Dynamic Simulations and Theory 

A major tool that can be used in the theoretical study of biological systems is molecular 

dynamics (MD) simulations. Based upon the principles of physics, MD simulations can readily 

provide information on the internal motions of a macromolecule as a function of time at the 

atomistic level.62-64 Alder and Wainwright were the first to introduce molecular dynamics and 

they applied the theory to calculate equilibrium properties on hard spheres65. The first 

simulations were however done by Rahman66 in the 1960’s for liquid argon while the first 

protein simulation was carried out by McCammon in the 1970’s67. The techniques have greatly 

improved over the years. At present, MD is routinely applied to complex systems68, including in 

complimenting experimental procedures such as the refinement of NMR structures69.  

In this work, molecular dynamics simulations using AMBER have been performed on 

Protein Arginine Methyltransferase 1 (PRMT1) in chapter 3, in order to investigate how its 

active site is engineered to control product specificity. This section contains the underlying 

theory of molecular dynamics implementation in the AMBER biomolecular package70 as well as 

a basic overview of the organizational structure of the suite of programs.   

2.1.1 Ensemble Averages 

Simulations of molecular systems compute macroscopic properties from microscopic 

interactions and the connection between the two is made through statistical averages. The 

properties of the system depend on the microscopic state (positions and momenta) of the number 

of particles (N) that contain the system. An ensemble is a collection of all possible systems 

which have different microscopic states but have an identical macroscopic or thermodynamic 

state. The ensemble average is given by equation 2.1 below: 



 18 

< 𝐴 >𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = ∬𝑑𝑑𝑁𝑑𝑑𝑁𝐴(𝑝𝑁 , 𝑟𝑁) 𝜌(𝑝𝑁 , 𝑟𝑁)                      (2.1) 

Where:  

 𝐴(𝑝𝑁 , 𝑟𝑁) - is the property of interest, p is the momenta and r the position. 

(< >) - indicates an ensemble average or expectation value. 

𝜌(𝑝𝑁, 𝑟𝑁) – is the probability density of the ensemble, i.e., the probability of 

finding a configuration with momenta pN and positions rN.  

Molecular dynamics simulations thus aims at generating enough representative 

conformations that samples ideally all the possible states. With enough sampling, information on 

the structural, dynamic and thermodynamic properties of the system of interest can be computed. 

Different macroscopic variable constraints can result in different types of ensembles.71,72 The 

constraints usually involves the number of particles (N), volume (V), energy (E), temperature 

(T), chemical potential (μ), and pressure (P). Examples include,  

1) The microcanonical ensemble (NVE) – is the state where the number of particles (N), the 

volume (V) and the energy (E) of the system are fixed. In this state, the system is referred 

to as isolated. 

2) The canonical ensemble (NVT) - the number of particles (N), the volume (V) and the 

temperature (T) of the system are fixed. Helmholtz free energy is derived from this 

ensemble.   

3) Grand canonical Ensemble (μVT) - is the state where the chemical potential (μ), the 

volume (V) and the temperature (T) of the system are fixed. 

4) Isobaric-Isothermal Ensemble (NPT) - is the state where the number of particles (N), the 

pressure (P) and the temperature (T) of the system are fixed. 
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2.1.2 The Equation of Motion and Time-integration Algorithms 

Molecular dynamics simulation is based on Newton’s equation of motion where the 

solution of the equation 2.2 yields the time evolution of a collection of interacting particles.  

𝐅𝑖 = 𝑚𝑖𝐚𝑖  =  𝑚𝑖
𝑑𝒗𝑖
𝑑𝑑

  = 𝑚𝑖  𝑑
2𝐫𝑖(𝑡)
𝑑𝑑2

                              (2.2) 

Where:  

a, v and r – are the acceleration, velocity and position of the particles respectively.  

A trajectory that encompasses the positions, velocities and acceleration of particles as they vary 

with time can then be achieved by integrating the above second order differential equations. The 

trajectory allows the state of the system to be predictable at any time while its analysis provides 

values of averaged properties. The position and velocity vectors describe the time evolution of 

the system in phase space and are usually propagated with a finite time interval using numerical 

integrators. The integration is broken down into many small steps. Each step is separated in time 

by a fixed time interval Δt and the aim is to express the positions ri(t + Δt) at time t + Δt in terms 

of the already known positions at time t.73  

There are many algorithms for integrating the equations of motion but one of the most 

accepted numerical integrators is the Verlet algorithm74 due to its simplicity and stability. Using 

Taylor expansion of the coordinate of a particle, around time t, the algorithm’s expression can be 

described as equation 2.3 below: 

𝐫𝑖(t + Δt) ≈  2𝐫𝑖(𝑡) - 𝐫𝑖 (𝑡 − 𝛥𝛥) + 𝐅𝑖(𝑡)
𝑚𝑖

 Δt2                                  (2.3) 

One disadvatage of this algorithm is that it lacks an explicit velocity term, however, the 

velocities are calculated from the knowledge of the trajectory by dividing the difference in 

positions at time t + Δt and t - Δt by 2Δt. The leap frog algorithm 75 was introduced in 1970 by 

Hockney to include the velocity explicitly into the Verlet algorithm. 
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The most resource-consuming part of molecualar dynamics simulation is calculating the 

force acting on each atom with the fastest motions in the system determining the intergration step 

(Δt). Bonds involving hydrogen atoms are the fastest, but not crucial most of the time. They are 

regulary eliminated to fasten the calculation by imposing constraints on the lengths. In AMBER, 

this is usually done using the SHAKE algorithm76 which reduces and averages out the highest 

frequency vibrations by limiting the degrees of freedom. 

2.1.3 The Force Field and the Interatomic Potentials 

Using a classic model to describe the molecular dynamics of a system, the basic 

consideration is the fact that interatomic forces are responsible for the holding together the 

collection of atoms. The interaction law describes the potential energy of the atoms as a function 

of their positions and the force acting on each atom is then related to the gradient of the potential 

energy as shown by equation 2.4 below: 

𝐅𝑖 = −∇𝒓𝑖𝑉(𝒓1 ···· 𝐫𝑁)                                           (2.4) 

Models of atomic force fields are usually based on empirical potentials which contain a 

function that represents the potential energy of the system together with the related parameters 

that are required. The total energy of the system is usually computed from the sum of the bonded 

and non-bonded energies as shown by equation 2.5 below: 

Etotal = Ebond+ Eangle + Edihedral + Enon-bond                    (2.5) 

The basic force field used in AMBER takes the functional form shown in equation 2.6 below: 

𝑉 (𝑟𝑛) = ∑ 𝐾𝑟𝑏𝑏𝑏𝑏𝑏  (𝑟 − 𝑟𝑒𝑒)2  +  ∑ 𝐾𝜃𝑎𝑎𝑎𝑎𝑎𝑎  (𝜃−𝜃𝑒𝑒)2 

 + ∑ 𝑉𝑛
2𝑑𝑑ℎ𝑒𝑒𝑒𝑒𝑒𝑒  [1 +  𝑐𝑐𝑐(𝑛𝑛 − 𝛾)] + ∑   𝑖<𝑗   �𝐴𝑖𝑖

𝑅𝑖𝑖
12 +  𝐵𝑖𝑖

𝑅𝑖𝑖
6 +  𝑞𝑖𝑞𝑗

ɛ𝑟𝑅𝑖𝑖
�                   (2.6) 

Where the potential energy V is expressed as a function of the positions r of n atoms and 

Kr, req, Kθ, θeq, Vn, n, γ, Aij, Bij, ɛr, qi and qj are all empirically defined parameters. In this 
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function, req and θeq are equilibrium structural parameters whereas Kr, kθ and Vn are force 

constants.   

 

The first term is used to represent the stretching of a bond between two atoms and is 

modeled as a simple harmonic oscillator. The second term describes the angle bending of three 

covalently bound atoms, also modeled as a harmonic oscillator. The third term is for the torsional 

energetics and utilizes a Fourier series expansion. n is the multiplicity (number of minima in a 

360° rotation), φ is the dihedral angle and γ is the phase angle that determines the location of the 

minima. The non-bonded terms are a combination of Lennard-Jones and Coulomb terms. The 

Lennard-Jones 12-6 function models the Van der Waals interactions while the Coulomb potential 

represents electrostatic interactions.77,78 The electrostatic and van der Waals interactions 

described above assume that the total non-bonded interaction energies are the sum of all atom 

pairs. However, three-body interactions aren’t additive. To account for these effects, the 

AMBER force field therefore incorporates an efficient way to deal with this caveat by using 

“effective” pair potentials when calculating the non-bonding interactions.  

Computing the non-bonded interactions is very computationally demanding. The van der Waals 

interaction between atoms decreases rapidly with distance and therefore, a common practice is to 

truncate the potential. However, electrostatic interactions are longer ranged and truncating the 

potential may introduce unacceptable error in the energy. 

2.1.4 Long-range Integrations  

The Ewald summation technique79 , is a method for computing long-range interactions in 

periodic systems. It was first developed as a method for calculating electrostatic energies of ionic 

crystals, and is now commonly used for calculating long-range interactions in molecular 
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mechanics simulations. In this method, each particle interacts with all the other particles in the 

simulation box and with all of their images in an infinite periodic array. The position of each of 

these boxes, with reference to the central box, assumed to be a cube for simplicity, of side L 

containing N charges, can be described by a translation vector (±iL,± jL,±kL), where i, j, k are 

positive integers. For the interaction of atoms within the central box, the electrostatics are 

calculated using the Coulomb potential whereas those between the central box and in the image 

boxes, the distance is modified by the translational vector n (= nxL, nyL, nzL). The total 

electrostatic energy is given by equation 2.7 below:  

𝑉 =
1
2

 ���
𝑞𝑖𝑞𝑗

4𝜋ɛ0|𝑟𝑖𝑖 + 𝑛|

𝑁

𝑗=1

𝑁

𝑖=1

′

|𝑛|

 

|n| = (nxl,nyL,nzL)                                                          (2.7) 

This potential now includes the interactions between all pairs of charges, qi and qj in the central 

box and all image boxes positioned at a cubic lattice point |𝒏|. The prime on the first summation 

indicates that the series does not include interaction i = j for n = 0. 

The problem with the Ewald sum (2.7) is that it converges extremely slowly. Amber uses 

the Particle Mesh Ewald (PME)80 summation method approach which uses a grid based system 

to replace the point charges with their continuous coordinates. The atom centered point charges 

are then distributed on the grid taking care to reproduce the original location of the charges 

potential.  The PME algorithm rapidly converges to zero at long distances, hence the direct sum 

converges quickly. 

2.1.5 Periodic Boundary Conditions  

Modeling a solution requires a very large number of solvent molecules which 

complicates the molecular dynamics simulation. Again, having a box of solvent molecules 
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creates challenges due to the solvent molecules at the edge of the solvent being surrounded by a 

vacuum. Periodic boundary conditions are therefore employed in order to have a relatively small 

number of solvent molecules and reproduce the properties of the bulk.81 Using this technique, the 

particles in the simulation are enclosed in a box which is then replicated in all directions to give a 

periodic array (Fig. 2.1). 

 

Figure 2.1 Periodic boundary conditions in two dimensions. 

The coordinates of each particle in the image boxes can be computed by adding or subtracting 

integral multiples of the box sides. The number of particles within the central box remains 

constant since if during the simulation a particle leaves the box, it is replaced by an image 

particle that enters from the opposite side at the same time (Fig. 2.1).81  

2.1.6 Accelerated Molecular Dynamics 

Due to the computational resources required by biological systems, the simulation is 

normally restricted to the nanosecond time scale. Adequate consideration of the energy 

landscape for these systems by molecular dynamics simulation is challenging due to the number 

of metastable states present separated by large barriers. The presence of multiple potential energy 

wells gets the system stuck in some local minima for extended periods during simulation and it is 

paramount for proper sampling to have a way of simulating transitions between potential energy 

wells in order to perform thorough simulations of systems. There are a number of approaches 
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that have been used to tackle this challenge.82 Examples include replica exchange83, self-guided 

molecular dynamics84 and conformational flooding85.   

In this study, accelerated molecular dynamics (aMD) was used. This is a bias potential 

implemented in AMBER which was introduced by McCammon82. The technique adds a bias 

potential that enables the surmounting of high energy barriers and only requires the evolution of 

a single copy of the system, i.e., it doesn’t require advance information of the location of either 

the potential energy wells or saddle points.86 

The bias boost potential function ΔV(r), which is a continuous positive value, is 

introduced whenever the true potential value V(r) gets below a certain chosen value E (Fig 2.2) 

and the simulation is performed using the modified potential V*(r) = V(r) + ΔV(r) showed by the 

dashed lines.  

 

Figure 2.2 A representation of the normal potential, the biased potential, and the threshold boost 

energy, E (Adapted from Hamelberg et al.82). 

 

When the true potential function V(r) is greater than the chosen value E, the simulation is 

performed on the true potential, V*(r) = V(r). The minima and the barriers are still maintained as 
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such thereby conserving the shape of the real potential which is recovered by a reweighting 

procedure.   

The modification of the potential is described by equation 2.8 below: 

𝛥𝛥 (𝑟) = (𝐸𝐸−𝑉 (𝑟))2 
(𝛼𝛼+𝐸𝐸−𝑉(𝑟))

+ (𝐸𝐸−𝑉𝑉 (𝑟))2 
(𝛼𝛼+𝐸𝐸−𝑉(𝑟))

                                                    (2.8) 

Where:  

V(r) and Vd(r) – the normal potential and the normal torsion potential respectively.  

Ep and Ed - average potential and dihedral energies. They are the reference energy for  

        comparing the present position and therefore the relationship to the  

        boosting factor to be applied. 

αP and αD - factors that determine the strength of the boost to be applied. 

AMBER supports acceleration based on the entire potential or only the torsional terms of the 

potential. It also allows the possibility to boost the whole potential with an extra boost to the 

torsions86.  

2.1.7 Overview of the Amber Simulation Package 

 Amber87 was originally developed in 1978 at Peter Kollman's laboratory88. The term 

refers to a suite of programs that enables the carrying out of molecular dynamics simulations for 

proteins, nucleic acids and carbohydrates. The programs work in synergy in the input 

preparation, carrying out simulations and analyzing the outputs.70 The current main scientific 

groups involved in the development of MD methods particular in Amber are over 40 researchers, 

external collaborators and contributors.86  

The information flow is depicted in Fig. 2.3 where the three main steps involved are: input 

preparation, simulations and analyzing the outputs. 
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Figure 2.3 The basic information flow in the AMBER program suite (Adapted from Case et 

al.70) 

Preparation programs: The preparation programs are mainly antechamber and LEaP. 

Leap is the primary program to create a new system in Amber, or to modify existing systems. It 

creates inputs, solvates them and prepares the force field parameters that are required. 

Antechamber prepares the residues whose parameters are not part of the standard libraries using 

the general AMBER force field (GAFF).  

Simulation programs: Sander is the main energy minimizer and molecular dynamics 

program. Pmemd, whose name stands for “Particle Mesh Ewald Molecular Dynamics”, is a 

sander version optimized for speed and for parallel scaling. The Pmemd.cuda is the code that 

runs on GPUs.  

Analysis programs: The Ptraj analysis program analyzes MD trajectories for clustering 

of trajectories, hydrogen bonding occupancies, entropy and distance calculations among other 

variables. The Mm-pbsa.py program carries out energy analysis of snapshots from a molecular 

dynamics simulation. 
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2.2 Protein modeling 

X-ray crystallography is the most widely used technique for determining high resolution 

3D protein structures. However, crystallization requires several years to elucidate a new crystal 

structure. NMR is the second widely used and accepted method but is not always suitable for 

biological systems. In the absence of an experimental crystal structure, protein modeling can be 

used to predict the 3D structure with comparable accuracy to experimental results.89 Protein 

structure prediction using computational methods can be divided into two general approaches. 

The first one is comparative (homology) modeling which relies on similarity of the amino acid 

sequence with at least one known structure. The second approach is the de novo or ab initio 

method which depends on amino acid sequence only to predict the structure, without relying on 

known related structures.90 

In this work, homology modeling technique has been used utilizing the comparative 

modeling program MODELLER 9.10.91 This was done to model the missing portion of the N-

terminal helix and re-orient Glu153 in PRMT1 (chapter 3). 

2.2.1 Homology modeling 

Homology modeling is based on 2 main ideas89: 

1) If the amino acid sequence of a protein is known, it is feasible to obtain the 

structure since the unique 3D structure of a protein is determined by the sequence. 

2) Rost’s rule92 that states if the length of two protein sequences and percent of 

identical residues lies in the “safe” region in the Fig. 2.4 below, the two proteins are certain to 

adopt a similar structure. This is based on the observation that, evolutionally changes associated 

with the structure are much slower than the related sequence and even distant relatives fold into 

similar structure.93 



 28 

 

Figure 2.4 The two zones that demarcate the percentage of sequence identity that’s safe to 

guarantee similarity in structure given a certain aligned residue length (Adapted from Bourne et 

al.89). 

The method usually involves three steps94:   

Step 1: Template recognition and initial alignment. Template(s) recognition involves 

sequence searches from the PDB database95 to identify similar sequences by percentage identity. 

This is usually done using the Basic Local Alignment Search Tool (BLAST)96, a computer 

algorithm available for use online at the National Center for Biotechnology Information (NCBI) 

website.  BLAST align and compare a query protein sequence with the database of sequences 

containing available crystal structures (the Protein Data Bank), which makes it an important tool 

for template recognition and initial alignment between the target protein and the suitable 

template(s).97 

Step 2: Model building. To construct the 3D of the entire protein or part of the protein, 

the software package MODELLER can be used to generate the model.  The user provides the 

sequence alignment of a sequence to be modeled with known related structures and the program 

calculates a model with all non-hydrogen atoms. MODELLER builds a structure by satisfaction 

of spatial restraints that include distances, angles, dihedral angles, pairs of dihedral angles and 
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other spatial features which are either homology-derived, obtained from the CHARMM-22 force 

field and/or from a representative set of known protein structures. The spatial restraints are then 

expressed as probability density functions (pdf) that are summed into an objective function. The 

optimization of the created model is then done by a combination of conjugate gradients and 

molecular dynamics with simulated annealing.98 

Step 3: Model Validation. Errors in homology models mainly depend on the percentage 

identity of the amino acid sequence between the target and the template as well as the 

imperfections of the template. It is therefore imperative in homology modeling to evaluate the 

quality of the created model.89 There are various quality validation tools that are available for 

accessing correctness of the overall fold, errors over localized regions and stereochemical 

properties of the model. Examples of these tools are PROCHECK99, WHATCHECK100, 

WHATIF101, PROSA102, VERIFY 3D103 and ERRAT program104.  In summary, the entire 

process of protein structure prediction may be represented by Fig. 2.5 below. 

 
Figure 2.5 The protein structure prediction flow chart. 
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2.3 Molecular Docking 

Molecular docking of small-molecule ligands on two targets, the peroxisome proliferator 

activated receptors (PPAR) and plasmodium falciparum thioredoxin reductase (pfTrxR), have 

been carried out in this work. The target proteins are discussed in chapter 4 and 5. Docking tools 

were used in order to establish high affinity agonists for the PPAR and inhibitors for pfTrxR. 

This section is an overview on molecular docking and the programs used in the study. 

2.3.1 Ligand-Protein Binding Affinities  

Modern drug discovery programs are increasingly incorporating computer modeling of 

ligand-protein interactions. Drug discovery researchers who are most adept with computational 

tools have the potential of delivering new drug candidates quicker and at a highly reduced 

cost.105 The different classes of computer methods can be grouped based on the fastest (robust 

but least rigorous physically) to slowest (most rigorous physically). The classes can be listed as 

follows106:  

1) The molecular docking methods. Examples include AutoDock107, Surflex108, Glide109 and 

GOLD110. These methods make the most approximations, especially on solvation, but are 

reasonably fast and generally reliable which is desirable for screening large libraries. 

2) Approximate free energy methods. Fewer approximations are made and also account for 

solvent and protein motions. 

3) Relative binding free energy methods. They take into account solvent and protein 

motions fully, but require some prior knowledge on how the ligand binds to the protein. 

4) Absolute binding free energy methods. Are the most physically rigorous methods and 

therefore requires a lot of computer resources. No prior knowledge of the complex 

formed between the protein and the ligand is required to predict affinities. 
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The binding free energy has two components, ΔG = ΔH – TΔS, where H and S are enthalpy 

and entropy, respectively. The binding affinity (dissociation constant – 1/Ka) is related to the 

binding free energy by equation 2.9 below: 

𝛥𝛥˚ =  −𝑅𝑅 ln (𝐶˚ 1
K𝑎

 )                                           (2.9) 

Where: 

 R – gas constant 

 T – absolute temperature 

 C˚ - the standard concentration (1M) 

Docking techniques usually start with a validated structure of the protein and a known 

ligand structure and then aims to generate structural information from the bound conformation. 

Many methodologies typically treat the protein as a semi-rigid structure, allowing for some 

motions of the active site residues in the protein (requires more resources - time and computer 

power), while the ligands are typically allowed to sample different conformations. Docking is 

usually achieved through two interrelated steps: 1) by exploring multiple ligand conformations 

and orientations, and in some cases even different potential binding sites, 2) by ranking these 

conformations based on their free energy of binding via a scoring function that is normally a 

physical or knowledge-based potential. The scoring functions are usually simplified with a 

simple solvent model such as a distance-dependent dielectric for the sake of speed. These 

approximations affect the predictions since, for instance, they do not capture the loss of 

interactions between ligand polar groups with the solvent upon ligand binding.111 Some energy 

models in docking techniques neglect configuration entropy whereas others account for it based 

on the number of rotatable bonds in a ligand. In addition, any restriction of the protein residues 

and ligand’s motion when bound will lead to a penalty in the binding affinity due to neglect of 
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configuration entropy.112 In the best case scenario, the sampling algorithm should reproduce 

experimental binding mode of known ligand-protein complexes and among the generated 

conformations, the scoring function should rank it highest.106,113 

An example of a scoring function is AutoDock’s semiempirical free energy force field.114 

It estimates the free energy of binding using six pairwise terms (V) (equation 3.0) to approximate 

the ligand-protein interaction and an empirical method for solvent contribution.  

Δ𝐺 = [𝑉bound −  𝑉unbound]𝐿−𝐿 + [𝑉bound −  𝑉unbound]𝑃−𝑃 

+[(𝑉bound −  𝑉unbound)𝑃−𝐿 +  𝛥𝑆conf]                                       (3.0) 

Where P and L are the protein and ligand respectively. 

The aim of the empirical technique is to incorporate the enthalpic and entropic contributions 

(𝛥𝑆conf) in easily evaluated terms. The entropic contribution includes all the torsional degrees of 

freedom and is taken to be directly related to the number of rotatable bonds in the ligand. Each of 

the pair-wise energetic terms includes evaluations for dispersion/repulsion (first term), H-

bonding (second term), electrostatics (third term) and desolvation potential (fourth term) 

(equation 3.1).114 
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To calibrate the empirical free energy to match experimental values, the weighing constants W 

are usually optimized. The parameters A and B for the dispersion/repulsion term are adopted 

from the AMBER force field whereas the parameters C and D are allocated to give a potential 

well depth of 5 kcal/mol at 1.9 Å for O-H and N-H, and 1 kcal/ mol at 2.5 Å for S-H. 

Directionality of the H-bond is heightened by limiting the number of bonds available to each 
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point in the grid to the definite number of hydrogen bonds. The desolvation potential is based on 

the volume of atoms (V) that shelter a given atom from solvent weighed by a solvation parameter 

(S) and an exponential term that is based on the distance with a weighting factor σ that is set to 

3.5 Å.114 

2.3.2 Overview of AutoDock, AutoDock Vina and Surflex Dock  

AutoDock: AutoDock calculations are performed in several steps: 1) preparation of 

coordinate files using AutoDockTools which include defining the required charges and atom 

types in the input PDB structure. 2) Pre-calculation of atomic affinities using AutoGrid. 

Autodock uses a grid-based method that allows rapid evaluation of the binding energy of trial 

conformations. 3) Docking of ligands using AutoDock, and 4) analysis of results using 

AutoDockTools.  

The main method for conformational searching is the Lamarckian genetic algorithm whereas a 

semi-empirical free energy force field is used to predict the free energies of binding of small-

molecule ligands to target protein structures.107 

AutoDock Vina: AutoDock Vina was developed in the same laboratory as AutoDock. It 

is faster than AutoDock by two orders of magnitude and has parallelism implemented. Vina 

considerably improves the accuracy of the binding mode predictions relative to AutoDock.115 

AutoDockTools is used in the preparation of input files and analysis of results. The Iterated 

Local Search global optimizer is used for conformational searching whereas a knowledge based 

potential with a conformation-dependent part of the scoring function referred to as “Vina” is 

used for ranking the orientations. 

Surflex-Dock: Surflex utilizes an idealized active site ligand (referred to as a protomol) 

as a target to produce conformations of molecules or molecular fragments. It combines the 
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Hammerhead scoring function with a molecular similarity method (morphological similarity) in 

generating and ranking the conformations.108,116 
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Chapter 3: Mechanism and Product Specificity of PRMT1: A Combined Simulation and 

Experimental Study 

3.1 Introduction 

When the structure of PRMT5 (forms SDMA exclusively) was solved, a conserved 

phenylalanine, Phe-379, was found at the corresponding location in the active site as Met-48 in 

rat PRMT1 (Fig. 3.1).14  

 

Figure 3.1 (A) The PRMT1 active site bound with S-adenosyl-L-homocysteine (SAH) and the 

substrate Arg as observed in the crystal structure (Protein Data Bank (PDB) ID 1OR8).15 (B) The 

PRMT5 active site bound with S-adenosyl-L-homocysteine (PDB ID 3UA3)14 with the substrate 

Arg modeled into the active site. The position of the reacting Arg was approximated by 

overlaying with the 4GQB PRMT5117 crystal structure that contained the Arg substrate and an 

analog of S-adenosyl-L-homocysteine. The phenylalanine is critical for PRMT5 to specify 

symmetric addition of the second methyl group as changing it to a methionine converts PRMT5 

to an enzyme that catalyzes both symmetric and asymmetric dimethylation of arginine. 

 

Reprinted with permission from J. Biol. Chem., 2014, 289 (13), 9320–9327. Copyright 2014, 

The American Society for Biochemistry and Molecular Biology. 
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Mutation of Met-48 to phenylalanine in rat PRMT1 enables the remodeled PRMT1 to generate 

both ADMA and SDMA, although the amount of SDMA was relatively limited5. The low 

amount of SDMA formed in PRMT1-M48F prompted us to evaluate the free energies of 

activation, ΔG‡, of each methyl group transfer step in MMA, ADMA, and SDMA formation 

using gas-phase quantum mechanical (QM) calculations in order to establish the energetic 

barriers of the enzyme-free reactions. Our study revealed unique energetic challenges for 

SDMA-forming methyltransferases and highlights the exquisite control of product formation by 

active site residues in the PRMTs. 

Additionally, we investigated the mechanism and product specificity of type 1 methyl 

transferases by employing accelerated-Molecular Dynamics (aMD)10 simulations of rat PRMT1 

protein. The following are the simulated complexes:  

Wild type protein  

1.  with SAM and the arginine substrate (WT-Arg) (Fig. 3.2).  

2. with SAM and the monomethylated arginine substrate methylated on the Nη1 nitrogen 

(WT-MMANη1).  

3. with SAM and the monomethylated arginine substrate methylated on the Nη2 nitrogen 

(WT-MMANη2).  

Mutants 

4. M48F with SAM and the arginine substrate (M48F-Arg). 

5. M48F with SAM and the monomethylated arginine substrate methylated on the Nη1 

nitrogen (M48F-MMANη1).  
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Figure 3.2: The positioning of the substrate’s guanidino group indicating the labeling of the two 

nitrogens, Nη1 & Nη2. 

6. M48F with SAM and the monomethylated arginine substrate methylated on the Nη2 

nitrogen (M48F-MMANη2).  

7. H293A with SAM and the arginine substrate (H293A-Arg). 

8. H293S-M48F with SAM and the un-methylated arginine substrate (H293S-M48F-

Arg). 

9. H293S-M48F with SAM and the monomethylated arginine substrate methylated on the 

Nη1 nitrogen (H293S-M48F-MMANη1).  

10. H293S-M48F with SAM and the monomethylated arginine substrate methylated on 

the Nη2 nitrogen (H293S-M48F-MMANη2).  

Molecular dynamics enabled us to shed more light on the mechanism and product specificity 

from a dynamical point of view.  

3.2 Methods  

3.2.1 Gas-phase Calculation of the Activation Energy for Methylarginine Formation 

All geometries and energies in the present study were computed using density functional 

theory118 and the high-level composite method CBS-QB3119 as implemented in the Gaussian 09 
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program120. For the density functional theory calculations, the B3LYP 121,122 and M06-2X123 

methods with the 6-311++G(2d,p) basis set have been employed. Frequency calculations were 

used to characterize all structures as minima or first-order saddle points and to provide 

thermodynamic corrections. 

3.2.2 Enzyme Preparation for Molecular dynamics Simulations 

The published PRMT1 crystal structure (PDB ID: 1OR8) has 3 limitations: 

(1) No electron density was given for the first N-terminal helix that supplies residues to the 

active site. 

(2) Glu153, one of the active site residues involved directly in catalysis16, is oriented away 

from the active site, which may be due to the crystallization conditions (pH 4.7)15. Under 

these conditions, Glu153 and the substrate would both be protonated (Glu153’s pKa is 

~6.2)16 and lead to poor electrostatic interactions.  

(3) Apart from the arginine that undergoes methylation, the rest of the substrate’s side chain 

densities were not sufficiently resolved to allow identification of the amino acids (the R3 

peptide - RGG repeat sequence).  

A model of PRMT1 that includes the missing portion of the N-terminal helix and a re-

modeled Glu153 region was therefore created through homology modeling. A standard Protein 

BLAST was performed using Position specific iteration-basic local alignment search tool (PSI-

BLAST)124 against the PDB95 database using the default general algorithm parameters. Only the 

PRMT3 structure (PDB ID: 1F3L), with a sequence identity of 51%, has the extra N-terminal 

residues and was thus used as the template to append 15 residues (Ala26 – Ala40) to the PRMT1 

structure. The comparative modeling program MODELLER 9.1091 was used.  



 39 

A sequence alignment of the original structure (1OR8) and the target sequence was 

performed and an initial model of PRMT1 with the extra residues constructed. This resulted in a 

model with a disordered region at the added residues. The rest of the protein (His41 – Arg353) in 

this initial model was then restrained during optimization where default protocols were adjusted 

for a thorough optimization and refinement by a combination of conjugate gradients and 

molecular dynamics using 1F3L as the template to re-model the secondary structure of the 

region.   

In order to re-orient Glu153, residues Cys149 to Leu160 were manually sliced from the 

1OR8 model and re-build using 1F3L as the template since the conserved corresponding 

glutamate in 1F3L was considered appropriately oriented. The same protocol used for 

constructing the missing N-terminal helix was utilized.  

3.2.3 Molecular Dynamics Simulations 

All MD simulations were performed using AMBER70,125 with minor modifications from 

protocols described in our previous study.126 The re-modeled structures were prepared using the 

leap module where the appropriate hydrogen atoms were added. The ternary systems were 

solvated in an octahedral box of TIP3P127 water molecules with solvent layers 10 Å from the 

edge of the protein, and the system neutralized with Na+ counterions. The AMBER GAFF force 

field128 was used to generate the parameters for Adomet while ff99SB force field129 was used to 

construct the topology files. Parameters derived by Papamokos et al.130 were used for the 

modified amino acid residues, i.e., mono-methylated or di-methylated arginines of the peptide 

substrate.   

Minimization was started with 200 steps of conjugate gradient for the water molecules 

only, followed by 10,000 steps for the entire system. The system was then gradually heated from 
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0 to 300 K at NVT for 50 ps using the weak-coupling algorithm with a temperature coupling 

value of 2.8 ps, then, equilibrated at NPT for 500 ps at a constant pressure of 1 atm using a 

coupling value of 2.0 ps. Following additional 500 ps of NVT equilibration, 300 ns periodic 

boundary dynamics production simulations were carried out for the whole system at NVT with a 

time step of 1fs for each protein complex using the GPU-accelerated version of AMBER 12.131 

The coordinates were saved every 5,000 steps (5 ps) while the energy data was dumped every 

10,000 steps (10 ps). The SHAKE132 algorithm was used to restrict all covalent bonds involving 

hydrogen atoms with the Particle Mesh Ewald (PME) method133 employed to treat long-range 

electrostatic interactions with a non-bonded cutoff of 10 Å.   

MD Analysis: Clustering, hydrogen bond analysis, distance calculations, root-mean 

square fluctuation (rmsf) and root-mean square deviation (rmsd) calculations were computed 

using the ptraj and cpptraj programs within AmberTools.134 

3.3 Results and Discussion 

3.3.1 Computational Simulation to Understand the Energetics for Different Methylarginine 

Formation 

To better understand why the formation of SDMA is limited, it was questioned whether 

the formation of SDMA in the absence of protein was energetically more costly as compared 

with MMA and ADMA. Calculations have been applied for studies with protein lysine 

methyltransferases (PKMTs) suggesting that the energetics of the methyl transfer reactions, at 

least in part, may determine the product specificity of protein lysine methyltransferases.135-138 

Recent calculations on PRMT1 predicted a more facile ability to form ADMA as compared with 

MMA, but SDMA formation was not investigated.139 New gas-phase calculations were 

performed here to establish the free energies of activation for MMA, ADMA, and SDMA 
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production in PRMTs. Modeling entire proteins in enzymatic reactions typically requires 

extensive computational resources and may not always be necessary to predict the energetics or 

product formation. For example, truncated methyl transfer reaction models involving 

dimethylammonium, tetramethylammonium, and trimethylsulfonium to dimethylamine have 

been successful in furthering the understanding of catechol O-methyl-transferase.140 As such, in 

our PRMT1 reaction model (Fig. 3.3), AdoMet was truncated at the Cα of the methionine moiety 

and at the oxolane ring of the adenosyl moiety. This is believed to appropriately represent the 

electronic structure of the cofactor because the main role of the positively charged sulfur atom of 

AdoMet is to attract electron density from the methyl group as the arginine abstracts the methyl 

group. 

 

Fig 3.3: MMA-forming transition state model featuring a truncated AdoMet and a nucleophilic 

arginine. 

The calculations were attempted with both protonated and deprotonated arginine in place 

of the nucleophilic arginine in Fig. 3.3 as experimental solvent isotope effects have indicated that 

prior deprotonation of the substrate guanidinium may not be required for PRMT1 methyl 

transfer.16 However, the energetics of the methyl transfer to the protonated arginine were 

predicted to be prohibitively large, i.e. ΔG‡ of 110.5, 98.0, and 107.2 for MMA, ADMA, and 

SDMA production, respectively (Table 3.1).  
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Table 3.1: Computed gas-phase free energies of activation, ΔG‡, (kcal/mol) for the 

MMA, ADMA, and SDMA methyl-transfer reactions using a protonated arginine. 

 MMA ADMA SDMA 

CBS-QB3 110.5 98.0 107.2 

 

The extreme activation barriers reflect the repulsive nature of the positively charged residue 

coming in close contact with the positively charged sulfur atom on AdoMet. The difference is 

also reflected in the perturbed transition structure distances (Table 3.2).  

Table 3.2: Computed transition structure distances (Å) between (AdoMet)S–C(methyl) 

and (methyl)C–N(protonated arginine) for the MMA, ADMA, and SDMA methyl-

transfer reactions. 

 MMA ADMA SDMA 

S···C C···N S···C C···N S···C C···N 

CBS-QB3 2.89 1.72 2.72 1.84 2.85 1.72 

 

It is clear that the protein environment is crucial for modulating the charges during the reaction 

and could be indicative of a concomitant proton transfer during reaction. Thus, we further 

focused on arginines in a nucleophilic state where the proton had been previously abstracted to 

have the electronics necessary to perform the nucleophilic attack. 

The computed transition structure distances between the SN2 reacting atoms (AdoMet)S–

C(methyl) and (methyl)C–N(arginine) given in Table 3.4 are generally in close agreement 

between the different methods. CBS-QB3 has been shown to be particularly accurate in the 

prediction of methyl transfer reactions140 and is assumed to produce the best gas-phase results for 
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these reactions among the methods applied. Illustrations of the optimized transition structures for 

ADMA and SDMA formation are given in Figure 3.4.  

 

Figure 3.4: Transition structures for the ADMA and SDMA reactions computed using CBS-

QB3. 

Table 3.3: Computed gas-phase free energies of activation, ΔG‡, (kcal/mol) for the 

MMA, ADMA, and SDMA methyl-transfer reactions. 

 MMA ADMA SDMA 

CBS-QB3 9.5 10.2 13.4 

M06-2Xa 13.3 10.9 17.0 

B3LYPa 11.6 13.5 17.2 

  a 6-311++G(2d,p) basis set. 

Comparison of the computed ΔG‡ between MMA and ADMA formation finds that the preferred 

product differs based on the method used, e.g. CBS-QB3 and B3LYP favor MMA over ADMA 

in contrast to M06-2X (Table 3.3).  

Comparison with recent simulations by Zhang et al.139 that carried out mixed quantum 

and molecular mechanical (QM/ MM) ONIOM calculations on the entire protein utilizing 

B3LYP/6-31G(d) on a protonated arginine, part of AdoMet, and residues Arg-54, Glu-144, and 

Glu-153 found nearly identical energies and geometries as the current gas-phase work. For 

example, the QM/MM B3LYP/6-31G(d) method and the current gas-phase B3LYP/6-
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311G++(2d,p) method yielded energy barriers of 11.76 and 11.6 kcal/mol, respectively. The 

QM/MM calculation of ADMA production gave a nearly identical activation energy (11.63 

kcal/mol) to MMA production; however, an MP2/6-31G(d) single point energy calculation 

significantly increased the difference in the energy barriers of MMA and ADMA, i.e. 19.08 and 

14.94 kcal/mol, respectively. This strongly suggests a more facile formation of ADMA. The 

large energetic preference for MMA of ~4 kcal/mol is unrealistic as this value would suggest an 

increase of several orders of magnitude in the rate constant for ADMA, whereas experimental 

kcat measurements yielded more muted values of 0.39 min-1 as compared with 0.79 min-1 for the 

unmodified and monomethylated substrate, respectively.141 The current M06-2X and B3LYP 

methods also overestimate the energy differences. This highlights that higher theory levels such 

as CBS-QB3, despite their large computational costs, may be required to properly reproduce 

experimental rates. The computed free energies of activation, ΔG‡, predicted a lower barrier for 

the ADMA reaction relative to SDMA at all theory levels (Table 3.3).  

Table 3.4: Computed transition structure distances (Å) between (AdoMet)S–C(methyl) 

and (methyl)C–N(arginine) for the MMA, ADMA, and SDMA methyl-transfer reactions. 

 MMA ADMA SDMA 

S···C C···N S···C C···N S···C C···N 

CBS-QB3 2.29 2.14 2.26 2.17 2.27 2.15 

M06-2Xa 2.24 2.07 2.22 2.08 2.23 2.08 

B3LYPa 2.30 2.13 2.27 2.16 2.29 2.14 

 

The CBS-QB3 ΔΔG‡ of 3.2 kcal/mol favoring ADMA formation is a significant value 

and would represent several orders of magnitude difference in the enzymatic rate constant. The 

energy difference is in line with the exclusive formation of ADMA observed experimentally for 

WT-PRMT1. The higher ΔΔG‡ for SDMA can be rationalized when considering that methyl 
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groups are electron-donating, making the unmethylated guanidino nitrogen on the SDMA-

forming arginine a weaker nucleophile relative to the adjacent ADMA forming methylated 

nitrogen atom. However, given the limitations of a gas-phase environment, it is important to 

expand the model to include the full protein complex. 

3.3.2 Analysis of the Modeled Molecular Dynamics Starting Structure 

The quality of the obtained structure (Fig. 3.5) was extensively evaluated. For example, 

the stereochemistry of the model was analyzed with Procheck142 whereas other qualities of the 

modeled structure were evaluated using ProSA (Protein Structure Analysis)102. A 

Ramachandran’s plot (backbone dihedral angles ψ vs φ of amino acid residues in a protein 

structure) showed that of the 15 inserted PRMT1 residues, 13 of them fell within the most 

favored region, 2 in the additionally allowed and generously allowed regions, whereas none is in 

the disallowed area (Fig. 3.6). The PROSA curves represent the residue interaction energies with 

negative values corresponding to stable parts of the molecules. The inserted region (26-40) has 

negative values suggesting reliability of the model (Fig. 3.7). Computational modeling of 

missing residues is a common practice and generally provides accurate results if care is taken.143  

   

Figure 3.5 (A) PRMT1 structure with the appended N-terminal shown in orange. (B) The 

original Glu153 orientation is shown in purple while the re-modeled Glu153 region is shown in 

yellow.  
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Figure 3.6 (A) Ramachandran Plot of the model (B) Ramachandran Plot for 1RO8  

 

Figure 3.7 (A)  ProSA energy plot for the model  (B) ProSA energy plot for 1OR8 

In order to extend the substrate in the active site, the software program BOMB144 was 

used to add Gly residues on either side of the crystallographically resolved Arg. The peptide 

substrate Gly-Gly-Arg-Gly was grown into the active site region of the Adomet bound PRMT1. 

3.3.3 Overall Molecular Dynamics Analysis 

To evaluate the connection between the structural changes that occur within the active 

site of PRMT1 bound to the cofactor and the arginine substrate in the respective methylated 

states, a detailed analysis of the MD simulation was performed. The root-mean-square deviation 
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(RMSD) and the root-mean-square fluctuations (RMSF) of the trajectories were calculated in 

order to monitor the structural stability and global conformational changes of the production 

runs. Fig. 3.8 shows the RMSD of the backbone protein atoms with average values of ~3.5 Å 

over 300ns for all complexes confirming good stability. 

 

  

 

Figure 3.8: RMSD of the protein backbone atoms (N, Cα and C) for the respective simulations 

relative to first frame.  

Fig. 3.9 shows the positional fluctuations of the backbone atoms for all the residues with 

the dimerization arm being very flexible. This encompasses the residues Arg188 to Lys215 and 
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is made of three helices linked by a loop: αhelix 188-194, 3/10 helix 196-199 and α-helix 210-

214. The region undergoes drastic conformational changes during the simulations of between 10-

12Å and it appears Asp187 and Glu216 acts as hinges. The enzyme is active as a dimer and 

based on a careful examination of the dimeric unit, the dimerization arm wouldn’t be expected to 

fluctuate this drastically.  

 

 

 

Figure 3.9: RMSF by residue of the C, Cα and N atoms relative to the average structure.  

On the other hand, considering the substrate undergoes a two-step reaction, these fluctuations 

might suggest that the motion of this region has significant impact on substrate binding and/or 
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product release. The hydrophobic interactions between the dimerization arm of one subunit and 

the SAM binding site of the other subunit may play a large role. 

The calculated fluctuations of the SAM binding site residues (28-145) show that these 

residues are modestly flexible (Fig. 3.9). Among these residues, 26-50 is the N-terminus region 

whereas the others are part of the core binding site. The first two helices (43-63) of the N-

terminus lie at the entrance of the binding site and they fluctuate appreciably as expected since 

they should open and close for substrate binding and product release. In fact, this region’s 

flexibility is evidenced by the lack of clear electron density in the co-crystal structure by Zhang 

et al.15   

3.3.4 Intermolecular Interactions and the Chemical Step 

SAM interactions: Key interactions between SAM and active site residues involve long 

lasting H-bonding, e.g., with Arg54, Thr81, and Glu100 have been monitored over the course of 

the MD simulation.  

Table 3.5: H-bonds formed between SAM and active site residues.  

Complexes 

WT-

Arg 

WT-

MMANη2 

M48F-

Arg 

M48F- 

MMANη2 

H293

A-Arg 

H293S

-M48F 

H293S-

M48F- 

MMANη1 

H-acceptor H-donor %occupancy 

GLU100@OE1+OE2 SAM@H14 99.4 99.5 99.5 99.0 99.4 98.9 99.1 

GLU100@OE1+OE2 SAM@H15 99.9 99.9 99.9 99.9 99.9 99.9 99.9 

         

SAM@OXT+O THR81@HG1 79.1 93.2 90.3 71.4 67.3 87.1 97.0 

         

SAM@O+OXT ARG54@HH22 76 49.8 87.5 45.4 60.2 18.4 32.1 

SAM@O+OXT ARG54@HH12 36.2 65.6 33.3 39.4 47.1 45.5 81.1 

         

GLU129@OE1 SAM@H16 4.9 0 3.9 13.2 14.8 1.3 13.8 

GLU129@OE2 SAM@H17 8.2 0 2.8 14.6 10.0 1.4 17.4 
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The carboxylate group of Glu100 forms H-bonds with the hydroxyl groups of the ribose moiety 

of SAM and these constitutes very high occupancy of above 98% for all the simulations (Table 

3.5). Since the ribose ring is at the middle of SAM, the residue’s role is seemingly to anchor the 

cofactor in position (Fig. 3.10). SAM’s methionine moiety is held in position by H-bonds with 

Thr81 and Arg54 for significant part of the simulation time for all the systems whereas the 

adenosyl part appears to be positioned by non-electrostatic interactions as only Glu129 forms 

any appreciable H-bonds and for very short amount of time, ~10% occupancy across board. 

 

Figure 3.10: Key residues that H-bond with SAM. 

Other important interactions are mainly hydrophobic with residues Met155, Met48 and the side 

chain rings of Tyr39 and Phe36. However, residues 155 and 48 have been shown to be 

particularly important for SAM binding15, catalysis5 and product specificity5,13.  The simulations 

find that the side chain of Met155 forms a key electrostatic interaction with the purine ring that 

helps in positioning of the cofactor.  

Substrate interactions: It is well documented that enzymes can enhance the rate of 

reactions by lowering the activation barrier through transition state stabilization.145 This 

stabilization is achieved by enzyme-substrate intermolecular interactions to yield high affinity 

complexes. For the WT complex, the percentage occupancy of the H-bonds formed by both 
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oxygens of the carboxylates of Glu144 (94.5 and 53.2%), and Glu153 (92.2 and 62.6%), the 

imidazole of His293 (60.4%) and the substrate are consistently high (Table 3.6).   

     

(A) WT-Arg    (B) WT-MMANη2 

 

(C) H293S-M48F-MMANη1 

Figure 3.11: Key residues that H-bond with the substrate. P1 and P2 are positions 1 (Nη1) and 2 

(Nη2) respectively. Only the reacting part of the substrate is shown. The rest is omitted for 

clarity. 

Table 3.6: H-bonds formed between substrate and active site residues. 

Complexes 

WT-

Arg 

WT-

MMANη2 

M48F

-Arg 

M48F- 

MMANη2 

H293A

-Arg 

H293S-

M48F-

Arg 

H293S-M48F- 

MMANη1 

H-acceptor H-donor %occupancy 

GLU144@OE1+OE2 ARG@HH12 94.5 55.1 94.3 17.1 74.5 16.3 85.62 

GLU144@OE1+OE2 ARG@HH22 53.2 N/A 74.1 N/A 70.8 22.1 68.1 

         

GLU153@OE1+OE2     ARG@HE 92.2 83.8 65.4 68.3 41.7 20.3 27.9 

GLU153@OE1+OE2     ARG@HH21 62.6 81.6 25.1 85.5 47.0 20.4 21.2 

         

HIS293@NE2 ARG@HH11 60.4 49.0 61.0 25.2 N/A N/A N/A 
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These key electrostatic interactions (Fig. 3.11A) are critical in regard to the positioning of the 

substrate’s guanidinium and in increasing the nucleophilicity of the guanidino moiety for the 

methylation reaction, an otherwise poor nucleophile.  

M48F and H293A single mutations in M48F-Arg or H293A-Arg systems respectively 

don’t have a dramatic impact on the H-bonds occupancies. However, double mutation in the 

H293S-M48F-Arg system significantly reduces the substrate’s ability to effectively interact with 

both Glu144 and Glu153. This implies Met48 and His293 play a synergistic role in substrate 

positioning for PRMT1 and therefore the double mutant could be severely impaired. 

The introduction of a methyl group on position P2 (Nη2) (Fig. 3.11B) reduces the 

interaction with Glu144 but doesn’t severe it (WT-MMANη2 and M48F-MMANη2). This 

coupled with the presence of a hydrophobic methyl group in a polar active site seems to be the 

reason why MMA containing peptides are poor substrates for the enzyme.146,147 

Experimental evidence indicated His293 is important for catalysis with its main role 

being unclear. This was concluded from H293Q and H293A mutants having effects on both the 

kinetic parameters for SAM and the peptide substrate with evidence refuting its acting as a 

general base.16  

 

Figure 3.12: The salt bridge between His293 (yellow) and Asp51 (blue) believed to be 

structurally important. The N-terminal helices shown in green.    
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His293’s main role was therefore hypothesized to be the formation of a salt bridge with a 

conserved residue Asp51, thereby playing a critical part in forming the two-helix boundary that 

separates the SAM and peptide binding portions of the active site (Fig. 3.12). 

In all the simulations, this salt bridge is ubiquitous implying justification of this hypothesis 

(Table 3.7). However, the integrity of the active site in the H293A system remains intact during 

the 300 ns simulation, perhaps suggesting H293’s involvement in modulating the nucleophilicity 

of the substrate, and therefore rate enhancement, cannot be undervalued.   

H-bond network between Arg54-SAM-Glu144, Tyr39-Glu153, Asp51-His293 and 

the Substrate: The simulations have confirmed the intermolecular interactions between Arg54, 

SAM, Glu144 and the substrate are very important in stabilizing the ternary complex for the 

methylation. Arg54 makes key H-bonds with both SAM and Glu144, one of the crucial residues 

in catalysis (Fig. 3.13). The interaction fixes SAM and the glutamate in position for the reaction 

(Table 3.5 & 3.7).   

A similar interaction involving Tyr39 and Glu153 is ever-present with occupancies above 

90% especially in the WT systems (Fig. 3.13 & Table 3.7). The importance of this interaction 

was experimentally highlighted by the enzyme’s pH profile where the protonation and 

deprotonation of Tyr39 and Glu153 must be achieved for optimal PRMT1 activity.16 The 

simulations show that Arg54, Tyr39 and Asp51 play a significant role in forming electrostatic 

interactions with Glu144, Glu153 and His293 respectively, orienting them and influencing their 

electronic arrangement for effective modulation of the substrate’s nucleophilicity for catalysis. 
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Figure 3.13: H-bond network involving Arg54-SAM-Glu144, Tyr39-Glu153, Asp51-His293 

and the Substrate.    

Table 3.7: H-bond network in the active site.  

Complexes 

WT-

Arg 

WT-

MMA-

Nη2 

M48F-

Arg 

M48F- 

MMA-Nη2 

H293A

-Arg 

H293S-

M48F-

Arg 

H293S-

M48F- 

MMA-Nη1 

H-acceptor H-donor %occupancy 

Glu144@OE1+OE2 Arg54@HH11 78.5 75.5 91.7 83.8 65.7 68.0 95.0 

         

Glu153@OE1+OE2 Tyr39@HH 92.7 97.8 90.8 76.7 70.8 22.0 95.2 

         

ASP51@OD1+OD2 HIS293@HD1 81.3 87.1 84.3 83.5 N/A N/A N/A 

 

3.3.5 Proposed Mechanism 

Different methyltransferases have diverse structural requirements for the way they bind 

the substrate and cofactor but they all share the same basic mechanism. The positively charged 

sulfur atom on SAM causes the S-CH3 bond to be polarized. A base in the enzyme’s active site 
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abstracts a proton from the arginine substrate making it more nucleophilic. SAM then attracts the 

electron density from the methyl group as the nucleophile attacks the methyl group.148 

His293: Based on evaluation of the crystal structure15, Rust et al.16 concluded that His293 

is >6 Å from the approximate position of the substrate guanidinium, a distance too far to abstract 

the proton or directly influence catalysis. However, in the PDB structure the cofactor is in the 

product state. The manual addition of the methyl group to convert SAH to SAM together with 

the re-orientation of Glu153 required the substrate to re-position within the active site. 

Minimization of all solvated ternary systems before MD simulations reduce the distance between 

the guanidinium nitrogen and His293, enabling the realization of the H-bond (Fig. 3.11A, 

3.11B). This is persistent in the WT simulations (Table 3.6) suggesting its absence in H293A 

should have a significant effect on the nucleophilicity of the substrate, potentially explaining the 

experimental decrease on the catalytic potency of this mutant.16  

Glu153: The previously reported mechanism by Rust et al.16 involve the formation of a 

dication intermediate with Glu144 responsible for the abstraction of the proton. They found 

Glu144’s H-bonding ability to both the substrate and Arg54 is far more important than its charge 

whereas for Glu153, both the charge and position are essential for catalysis. This fact downplays 

Glu144 as the general base and points to Glu153. Additionally, the pH profile of the enzyme was 

attributed to the deprotonation and protonation of Glu153 and Tyr3916 further supporting this 

view.     

From the current simulations, Glu144 only abstracts the proton during the second 

methylation step if MMA binds with the methyl group on Nη1. This would result to the loss of 

the interaction between the substrate and His293. Alternatively, with MMA’s methyl group on 

Nη2, the hydrogen that ought to be abstracted in ADMA formation is H-bonded to Glu153 and 
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not Glu144 (Fig. 3.11B). MMA bound this way does not disrupt interactions between the 

substrate and active site residues. Based on this and the persistent Tyr39-Glu153-substrate H-

bond network, it is possible that Glu153 behaves as the general base. The dication formed during 

both MMA and ADMA formation has three active site residues (Glu144, Glu153 and His293) to 

stabilize the charges (Fig. 3.14). 
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Figure 3.14: Alternative catalytic mechanism of PRMT1. His293, Glu144 and Glu153 H-bond 

with the guanidinium nitrogen to activate arginine for the nucleophilic SN2 reaction.  

 3.3.6 Substrate Binding and Origin of Product Specificity 

  A potential way for controlling product specificity in PRMTs is to control the binding of 

MMA by active site residues for the methylation that leads to either ADMA or SDMA. To probe 

why PRMT1 exclusively makes ADMA, the preferred orientations by the substrate in the various 
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ternary systems were evaluated by comparing the distributions of d + 0.5(cosθ) over time for all 

the trajectories (Fig. 3.15, 3.18, 3.19 and 3.20). d is the attack distance between arginine’s 

nitrogens (Nη1 and Nη2) and SAM’s methyl carbon while θ is the respective attack angle 

N···C···S.. The angle (θ) is in radians and therefore, the most ideal attack angle (180˚ = π 

radians) should have a value of -1 (cos π) whereas the least ideal (90˚) have a value of 0. The d 

value is thus scaled downwards by a favorable angle (90-180) and upwards if the angle is 

unfavorable (between 0 - 90).  

   

   

   

Figure 3.15 Probability distributions of d + 0.5(cosθ) calculated from the MD trajectories. The 

WT-MMANη2 - P1 distribution has MMA methylated on Nη2 and the second methylation 

13.9512.4010.859.307.756.204.653.10

1.25

1.00

0.75

0.50

0.25

0.00

d+0.5(cosθ)

P
ro

b
ab

ili
ty

WT-Arg-Nη1

13.9512.4010.859.307.756.204.653.10

1.25

1.00

0.75

0.50

0.25

0.00

d+0.5(cosθ)

P
ro

b
ab

ili
ty

WT-Arg-Nη2

13.9512.4010.859.307.756.204.653.10

1.25

1.00

0.75

0.50

0.25

0.00

d+0.5(cosθ)

P
ro

b
ab

ili
ty

WT-MMANη2 - P1 

13.9512.4010.859.307.756.204.653.10

1.25

1.00

0.75

0.50

0.25

0.00

d+0.5(cosθ)

P
ro

b
ab

ili
ty

WT-MMANη2 - P2



 58 

occurring on position 1 (P1) leading to SDMA. WT-MMANη2 - P2 has MMA methylated on 

Nη2 and the second methylation occurs on P2 leading to ADMA.    

 

The average distances were evaluated to quantify the proximity of the arginine substrate’s 

guanidino moiety (Nη1 and Nη2) to the methyl group on SAM (Fig. 3.16).  

WT complexes: The WT protein bound with MMA substrate (WT-MMANη2) has a 

wider spread and shifts to larger values in distribution compared to the WT-Arg (Fig. 3.15). This 

would be expected since MMA substrates bind poorer to PRMT1, impeding a consistent 

formation of near-attack conformers. The distribution in WT-MMANη2 - P1 has shifts to 

slightly larger values implying the expected fact that WT-MMANη2’s second methylation 

should be on position 2 (P2) leading to ADMA. 

In the WT-Arg complex, the nitrogen – carbon attack distance between the substrate’s nitrogen 

and SAM’s carbon averaged 3.8 and 4.0 Å for P2 and P1 (Fig. 3.16) with the reactants forming 

productive near-attack conformations.  

 

Figure 3.16: The average near-attack distance between the nucleophiles nitrogens (Nη1 or Nη2) 

and the carbon of SAM’s methyl group.  

 



 59 

For WT-MMANη2, the average was 4.5 and 5.0 respectively and the substrate is in an 

orientation suitable for methylation. Through electrostatics, Glu153 and His293 confine the 

substrate in position for the reaction (Fig. 3.17).   

   

Figure 3.17: Glu153 and His293 help localize the substrate for methylation using H-bonds. 

However, for WT-MMANη1, the distributions for either the P1 or P2 show widespread 

tabulated frequencies, highlighting poor substrate binding when MMA is methylated on the Nη1 

nitrogen (Fig. 3.18). Additionally, the average distances are 6.4 and 6.7 for Nη2 and Nη1 

respectively (Fig. 3.16). 

   

Figure 3.18 WT-complex (WT-MMANη1). 

A plot of the attack distances of the 60,000 frames over the 300ns trajectory (not shown) indicate 

that the guanidino moiety veer away to much longer values (10-15Å) from SAM’s CH3 group 

with the first 2 helices of the N-terminal eventually opening up the active site. Over time, the 

substrate gets improperly placed, a confirmation that this orientation is very unfavorable.  
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This can be explained since MMA methylated on Nη1 precludes the formation of the substrate-

His293 interaction while causing some repulsion in the active site. Overall, the consistently 

lower distances of Nη2 over Nη1 in all trajectories demonstrate preference for the first and 

second methylation taking place on Nη2.  

In addition to other factors5, this simulation results find the product specificity of PRMT1 

is partially achieved by controlling the binding of the substrate for the formation of conformers 

that lead to ADMA.    

M48F complexes: The introduction of a hydrophobic residue in a polar active site shows 

unexpected distributions since experimental studies found this mutant impaired (Fig. 3.19 vs 

3.15). One would expect the M48F systems to cause a dramatic structural change in the active 

site with near-attack conformations reduced in frequency.  

   

   

Figure 3.19 M48F-complexes. M48F-MMANη2 - P1 would lead to SDMA whereas M48F-

MMANη2 - P2 would lead to ADMA.   
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The M48F-Arg and M48F-MMANη2 complexes have the guanidino moiety closer to 

SAM’s methyl group than in the WT-Arg and WT-MMANη2, respectively. Additionally, the 

distances show the substrate’s guanidino nitrogens on M48F-MMANη2 have a slight preference 

for Nη1 over Nη2 attacking SAM, implying a higher propensity for SDMA formation, in line 

with experimental observations5. Perhaps a favorable cation-π interaction between the positively 

charged guanidino moiety and the phenylalanine’s aromatic ring results from an altered 

positioning.  Energetically significant cation-π interactions are ubiquitous in proteins and are 

regarded as an important noncovalent binding interaction relevant to structural biology.149  

Distances for the M48F complexes imply this mutation should be comparable to the WT 

which contradicts its poor experimental activity. It should however be noted that positions alone 

cannot capture all factors that determine reactivity. The presence of the hydrophobic and 

inflexible Phe48 in a polar active site for instance halves the substrate-His293 H-bond occupancy 

from 49.0 (WT-MMANη2) to 25.2 % (M48F-MMANη2) (Table 3.6). This should affect electron 

redistribution in the nucleophile conceivably depressing the nucleophilicity.  

An important attribute of M48 maybe its flexibility coined with non-hydrophobicity. 

Therefore, M48’s lack of negative repulsions in the active site.  M48A and M48P formed 

ADMA exclusively, but reduced catalytic efficiency by 338 and 70 fold respectively (Ala and 

Pro are hydrophobic but small) whereas M48L formed ADMA reducing efficiency by a factor of 

only 3 (hydrophobic but flexible).13    

The simulations for the M48F mutant do not show a clear structural preference for 

methylation on either nitrogen for the exclusive formation of ADMA or SDMA. This 

underscores that product specificity in PRMTs is not as straightforward as the Phe/Tyr switch 

that controls specificity in lysine methyltransferases.150  
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H293A/S complexes: For the H293A-Arg complex, the conformations of the reactants 

sample sub-optimal orientations with the substrate’s reacting moiety being relatively dynamic. 

The distributions for H293S-M48F-Arg complex (Fig 3.20) are similar to the H293A-Arg system 

and the substrate is not well localized within the active site. The average distances (Fig. 3.16) are 

however longer and these observations emphasize the additive efforts of Met48 and His293 are 

important for its positioning. Clearly, this double mutant should lose considerable activity 

considering M48F or H293A individually are experimentally impaired.    

   

   

Figure 3.20 H293S-M48F-complexes. H293S-M48F-MMANη1 - P1 would lead to ADMA 

whereas H293S-M48F-MMANη1 - P2 would lead to SDMA.  

 

The introduction of the methyl group on the Nη1 position of MMA in the H293S-M48F-

MMANη1 system helps restrain the substrate (Fig. 3.20). Near-attack conformers are formed 

more often than the system with the arginine substrate. Perhaps this is due to the hydrophobic 

interaction between MMA’s methyl group and Phe48, combined with the absence of His293 
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since the repulsion between the histidine and the methyl group is eliminated. It therefore 

becomes feasible that this mutant should tolerate MMA methylated on the Nη1 nitrogen 

(MMANη1) and possibly form some SDMA if it retains any activity.  

3.4 Conclusions 

From the Quantum Chemical Simulations 

Gas-phase QM to compute the free energies of activation for MMA, ADMA, and SDMA 

formation revealed that SDMA formation is more energetically costly than ADMA, which would 

lead to a significant difference in methylation rate constants for asymmetric and symmetric 

dimethylation. An energetic argument is consistent with the activity displayed by the M48F-

PRMT1 mutant as well as the activity displayed by recombinant PRMT5. This indicates that 

SDMA-forming methyltransferases overcome the energetic challenges in vivo, using 

mechanisms that may represent another exciting layer of enzymatic regulation. 

From the Molecular Dynamics Simulations 

1.  Since there are no water molecules near the methylation site, Arg54-Glu144, Tyr14-

Glu153 and Ser51-His293 hydrogen bond network is important in increasing the 

nucleophilicity of the otherwise poor guanidino group. Glu153 may be responsible for the 

proton abstraction in addition to stabilizing the transition state during the methyl transfer 

reaction.   

2. The electrostatic/H-bonding interaction between His293 and the substrate indicates that it 

could be involved in determining substrate orientation. Its presence enables PRMT1 to 

yield ADMA exclusively by precluding MMA from binding with the methyl group on the 

Nη1 position which is more favorable in SDMA formation.  
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3. Based on the molecular dynamics simulations, it was hypothesized that the PRMT1 

mutant H293S and/or H293S/M48F might form SDMA.  
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Chapter 4: Design, development and evaluation of novel dual PPARδ/PPARγ Agonists 

4.1 Introduction 

Type 2 diabetes mellitus is at epidemic proportions and is associated with excessive 

cardiovascular morbidity and mortality. Both impaired insulin secretion and resistance contribute 

to the development of the disease. The thiazolidinediones (TZDs) represent a class of drugs 

which improve whole body insulin sensitivity.151 The beneficial effects of TZDs are attributed to 

the activation of the nuclear receptor class of transcription factors; PPARγ (Peroxisome 

Proliferator Activating Receptor). However, TZDs are associated with adverse cardiovascular 

events mostly due to development of peripheral edema and weight gain.152 The PPAR family of 

nuclear receptors constitute three members; PPAR-α, β/δ, and γ that are highly conserved in 

mammals, each forming a functional heterodimeric complex with 9-cis retinoic acid receptor 

(RXR). PPAR β/δ activation is associated with improving overall circulating cholesterol levels 

(HDL, LDL and triglycerides) and is ubiquitously expressed throughout the body. Recently, it 

has been found that overexpression of PPAR β/δ in skeletal muscle improves the glycolytic 

muscle fiber type in animal models and thus improves circulating glucose and fatty acid 

levels.153 However, agonists for this class of receptors do not have a significant impact upon 

improving insulin sensitivity.154 Consequently, because diabetes and metabolic syndrome are 

associated with defects in glucose oxidation and lipid metabolism, the concept of discovering 

dual agonists which can activate both PPARβ/δ and PPARγ simultaneously, has emerged as a 

potential therapeutic target for improving outcomes of diabetes.  

Reprinted with permission from Bioorg. Med. Chem. Lett. 2013, 23(3), 873-9. Copyright 

2013, Elsevier Ltd. 
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Thus, the goal of the current study was to rationally discover new dual PPARγ and 

PPARδ agonists without the deleterious side effects of full PPARγ agonists. To accomplish this 

task a joint computational, synthesis and gene regulation study of novel dual PPARγ and PPARδ 

agonists were carried out. Twenty-three nontraditional compounds have been designed and 

synthesized as potential agonists. Docking simulations of the proposed compounds within the 

ligand-binding domain of PPARγ and PPARδ have been performed. Compounds found to be 

having high and low binding activity on PPARγ/δ as determined by the docking studies were 

evaluated for biological significance. In vitro cellular assays were utilized to test transcriptional 

regulation of both PPARγ and PPARδ targets as well as for adiposity and mitochondrial 

biogenesis. 

We studied 23 compounds by docking calculations (as described further below) and 

predicted that compound 9 (Fig. 4.1) to possess the highest binding affinity in both PPARγ and 

PPARδ binding pockets. Compound 3-121 (Fig. 4.1) was found to have low binding affinity for 

PPARγ and average affinity for PPARδ. 

 

Figure 4.1: Compound 9 (top) and 3-121 (bottom) structures. 
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4.2 Methods 

4.2.1 Chemical Synthesis  

The general synthesis of compounds 9 and 3-121 are depicted in Schemes 1 and 2.  

Scheme 1: Treatment of 4-(aminomethyl)benzoic acid 2 with Fmoc chloride, Na2CO3, 

dioxane, water, at 0 ˚C provided 3. Nucleophilic substitution of 3 with 2-chlorotrityl chloride 

resin, D-IPEA, COMU, methanol, DCM, and DMF provided intermediate 4. Subsequent 

treatment of 4 with 3,5-bis(trifluoromethyl) benzyl bromide, DIPEA, sodium hydride and DCM, 

followed by deprotection of Fmoc using DCM, DMF, Piperidine in a 1:1:2 ratio, yielded 5. The 

Fmoc protected amino propyl bromide intermediate 6 was created by reacting 3-

bromopropylamine hydrobromide with Fmoc chloride, sodium carbonate, dioxane, water, at 0 

˚C. The intermediate compound 6 was reacted with 5, DIPEA, sodium hydride, DCM, DMF to 

generate 7. 4-Methylbenzyl bromide, DIPEA, sodium hydride, DCM, DMF were reacted with 7 

for 12 h before subsequent treatment with DCM, DMF, Piperidine in a 1:1:2 ratio to remove the 

Fmoc and generate 8. The last step involved to generate the final compound 9 was to clip it from 

the resin using 90% TFA and DCM for 1.5 h to dissociate resin from final compound 9.  

Scheme 2: Treatment of aminoacetaldehyde diethyl acetal 1 with 2-mesitylenesulfonyl 

chloride, 10% NaOH, CH2Cl2 for 24 h, provided 2. Nucleophilic substitution of 4-

(triflouromethyl)benzyl bromide, NaH, DMF, under nitrogen, with 2 yielded 3. The last step 

required to generate 3-121 was reacting 3 with HBr solution (33% acetic acid), phenol, ethyl 

acetate, for 24 h, to create 3-121. 
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Scheme 1:  Reagents and conditions: (a) FMOC, Na2CO3, Dioxane, Water, at 0 ˚C; (b) 

2-Chlorotrityl chloride resin, DIPEA, COMU, Methanol, DCM, DMF; (c) 3,5-Bis 

(trifluoromethyl) benzyl bromide, DIPEA, NaH, DCM; (d) DCM, DMF, Piperidine, 

1:1:2; (e) 3-bromopropylamine hydrobromide, FMOC Chloride, Na2CO3, Dioxane, 

Water at  0 ˚C; (f) (8), DIPEA, NaH, DCM, DMF; (g) 4-methylbenzyl bromide, DIPEA, 

NaH, DCM, DMF; (h) DCM, DMF, Piperidine, 1:1:2;  (I) 90% TFA, DCM. 
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Scheme 2: Reagents and conditions: (a) 2 Mesitylenesulfonyl chloride, 10% NaOH, 

CH2Cl2; (b) 4-(Trifluoro-methyl) benzyl bromide, NaH, DMF; (c) HBr, Phenol, EtoAC. 

4.2.2 Computational Methods 

AutoDock4155 AutoDock Vina156 and Surflex-Dock from Sybyl-X157 were used to dock 

known and proposed agonists of PPARγ and PPARδ. Initial Cartesian coordinates for the 

protein–ligand structures were derived from a reported 1.95 Å crystal structure of PPARγ (PDB 

ID: 3ET3)34 and a 2.00 Å crystal structure of PPARδ (PDB ID: 3GZ9).158 In the case of PPARγ, 

the present model included the active site and all residues within 15 Å of it. Clipped residues 

were capped with acetyl or N-methylamine. The reduced PPARγ model consisted of ~2800 

atoms and 162 residues out of 275 residues. The PPARδ model used the protein in its entirety. 

The protein targets were prepared for molecular docking simulation by removing water 

molecules and bound ligands. Auto-Dock Tools (ADT)155 was used to prepare and analyze the 

docking simulations for the AutoDock and AutoDock Vina programs, whereas Sybyl-X was 



 70 

used to prepare, carry out runs, and analyze the Surflex-Dock simulations. All ligands were 

constructed using PyMOL6 with subsequent geometry optimizations carried out using the semi 

empirical method PDDG/PM3159-161 and the BOSS program162. Polar hydrogens were added, and 

in the case of AutoDock, Gasteiger charges were assigned. Nonpolar hydrogen was subsequently 

merged. The protonation state of the ligands was adjusted to the species assumed predominant at 

physiological pH, specifically, carboxylic acid moieties were deprotonated. Conjugate gradient 

minimizations of the systems were performed using MCPRO162 and GROMACS163. A grid was 

centered on the catalytic active site region and included all amino acid residues within a box size 

set at x = y = z = 70 grid points and 26 Å for AutoDock and AutoDock Vina, respectively. 

AutoGrid 4 was used to produce grid maps for AutoDock calculations where the search space 

size utilized grid points of 0.375 Å. 

AutoDock Vina details: Standard flexible protocols of AutoDock Vina using the iterated 

local search global optimizer155 algorithm were employed to evaluate the binding affinities of the 

molecules and interactions with the receptors. All ligands and active site residues, as defined by 

the box size used for the receptors, were set to be rotatable. Calculations were carried out with 

the exhaustiveness of the global search set to 100, number of generated binding modes set to 20, 

and maximum energy difference between the best and the worst binding modes set to 5. 

Following completion of the docking search, the final compound pose was located by evaluation 

of AutoDock Vina’s empirical scoring function where the conformation with the lowest docked 

energy value was chosen as the best. 

AutoDock details: The Lamarckian genetic algorithm164 was chosen to search for the 

best conformers. The rigid roots of each ligand were defined automatically and the amide bonds 

were made non-rotatable. The docking process used for AutoDock mirrored that of a recent 
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study by Perryman and McCammon.165 For example, 100 conformers were considered for each 

compound. The population size was set to 150, and the individuals were initialized randomly. 

The maximum number of energy evaluation was set to 9X1010. The docking parameters used 

were: maximum number of generations was 9X104, maximum number of top individuals that 

automatically survived set was 1, mutation rate of 0.02, crossover rate of 0.8, step sizes were 2 Å 

for translations, 50˚ for quaternions, and 50˚ for torsions, a cluster tolerance of 2 Å was 

employed, and the maximum number of iterations in the pseudo-Solis-and-Wets 

minimization/local search was increased to 3000. 

Surflex-Dock details: Following the receptor’s preparation, all hydrogen bonds were 

added and the side chain amides in all Asn and Gln oriented to maximize hydrogen bonding. 

Minimization was performed for 100 iterations using the AMBER FF99 force field.70 Prior to 

docking runs, the Surflex docking algorithm157 required the generation of a protomol,166 an 

idealized representation of the binding site that defines the search area. For this purpose, the 

prepared receptor files were loaded and the protomol generation constructed based on protein 

residues that constitute the active site, decreasing the threshold and increasing bloat parameters 

values to 0.25 and 2 Å, respectively. The threshold has a default value of 0.50 and decreasing 

this number increases the volume while the bloat on the other hand has a default of 0 and 

increasing this value inflates the protomol. During the docking runs, all other adjustable 

parameters were left at their default values. 

4.2.3 Biological Assays  

To validate the specificity of the compounds towards activation of PPARγ/δ targets, the 

compounds were tested for their capacity to bind to select PPARγ/δ Peroxisome Proliferator 

Response Elements (PPRE). The PPRE are unique sites located in the promoter region where 
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PPARs bind and transcriptionally activate the target genes. AP2-PPRE is the PPARγ target 

involved in adipocyte growth and differentiation. PDK4–PPRE is a PPARδ target involved in 

regulating energy metabolism in the cell. 

The physiological effects of our compounds upon lipid accumulation were evaluated; 3T3L1 

adipocytes were cultured and treated with compounds for a period of 6 days. Lipid accumulation 

was determined by oil red-o staining, and measured the absorbance spectrophotometrically at a 

wavelength of 510 nm and standardized to total protein concentrations. Data from lipid 

accumulation studies were compared to cells treated with rosiglitazone (full PPARγ agonist). 

Recently it has been found that PPARδ agonists (GW0742) induce mitochondrial 

biogenesis.167 Therefore to better understand the level of PPARδ agonism of our compounds, 

C2C12 skeletal muscle cells were cultured and were treated with the compounds for 4 days. 

Changes associated with markers for mitochondrial biogenesis were determined by quantitative 

real time PCR. 

4.3 Results and Discussion 

4.3.1 In silico Validation  

Design of small molecules that bind to a biological target have made great advancements 

in technique recently.168 Of particular interest, virtual screening methods that dock ligands into a 

receptor, allow for a large number of compounds to be compared quickly, including PPARγ.169 

However, virtual screening methods often neglect important statistical and chemical 

contributions in favor of computational efficiency.170 To examine the accuracy of the present 

docking methods, rosiglitazone (PDB ID: 2PRG),171 indeglitazar (PDB ID: 3ET3),34 and D321 

(PDB ID: 3GZ9)158 in PPARγ and PPARδ have been calculated using AutoDock, AutoDock 

Vina, and Surflex-Dock and the resultant poses compared to the crystal structures. The flexible 
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protocols of AutoDock Vina yielded computed RMSD values 0.88, 0.83, and 0.07 Å for 

rosigilitazone, indeglitazar, and D321, respectively, for all atoms between the controls and the 

docked conformations. AutoDock’s computed RMSD values were 1.87, 1.40 and 1.07, while 

Surflex-Dock’s were 1.16, 1.81 and 0.70 Å for the three agonists. Illustrations of the calculated 

versus crystal structure binding poses are given in the Supplementary data (Figs. S1–S9) and 

show that AutoDock Vina reproduced the controls significantly better than the other docking 

programs.  

Consequently, AutoDock Vina was used to dock and interpret data for the current 

compounds. Twenty-three proposed synthetic agonists have been docked with both PPARγ and 

PPARδ using AutoDock Vina to elucidate the interactions with active site residues.  

 

Figure 4.2: The ligand binding domain of PPARγ bound with an agonist. (Adapted from 

Zoete et al.172)  

The PPAR ligand binding domain resembles a large Y-shaped cavity starting from the entrance 

and extending into Arm I and Arm II pockets (Fig. 4.2).172 Arm I is substantially polar while the 

entrance and Arm II are primarily hydrophobic. Out of the 23 compounds studied, the 
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calculations predicted compound 9 to possess the highest binding affinity for both PPARγ and 

PPARδ (Table 4.1). 

Table 4.1: Predicted binding affinities (kcal/mol) for proposed agonists in PPARγ and 

PPARδ 

 

4.3.2 Compound 9 Binding to PPARγ: 

Inspection of the in silico PPARγ/9 complex suggests that the carboxylate group of 

compound 9 forms a hydrogen bond at a distance of 2.02 Å with the entrance residue Glu343 

while the 2˚ amine donates a tighter hydrogen bond of 1.85 Å with the polar Ser289 residue of 

Arm I (Fig. 4.3). The noncanonical X···H···π hydrogen bond has been shown to be of great 

importance in proteins and 9’s trifluoromethyl disubstituted phenyl ring is revealed to accept a 

N--H···π hydrogen bond of ca. 2.69 Å from His449. It is interesting to note that this interaction 
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holds the ring moiety in position making 9 avoid contact with Tyr473 which is ca. 4.8 Å away. 

This residue is crucial to the stabilization of the AF2 helix H12 which allows the binding of co-

activators that lead to the activation of the genes responsible for adipogenesis.169  

 

Figure 4.3: Predicted images of compounds 9 and 3-121 bond patterns. (A) Compound 9 

bound to the active site of PPARγ (top) and PPARδ (bottom) with key residues shown. 

(B) Compound 3-121 bound to the active site of PPARγ (top) and PPARδ (bottom) with 

key residues shown. 
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Figure 4.4: PPARγ biological studies. (A) AP2-PPRE dose–response curve. Data from 

luciferase assays shows that compound 3-91 and rosiglitazone (10 μM) have strong 

binding affinity for the AP2-PPRE. However compounds 9 and 3-121 show less binding 

affinity for the AP2-PPRE. (B) Compound 3-91 induces lipid accumulation comparable 

to rosiglitazone in 3T3-L1 adipocytes, as demonstrated by the oil red-o stain (red color). 
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Compounds 9, 3-121 and 4-23 induce less lipid accumulation. (C) Lipid accumulation 

levels were quantitated by measuring the absorbance at a wavelength of 510 nm and 

graphically represented as a percent change from vehicle treated cells (control). *P 

<0.05,**P <0.005, ***P <0.0001. 

 

 

Figure 4.5: MRNA analyses of PPARγ/δ targets. Rosiglitazone, GW0742, 3-121 and 9 

(10 lM dose for all compounds), were applied to 3T3-L1 adipocytes to determine effects 

on PPARγ/δ target mRNA expression levels. Compound 9 increased the gene expression 

of PPARγ targets MCAD, HSL, ATGL and adiponectin. Furthermore compound 9 also 

increased the gene expression of PPARδ target, PDK4. Values represent the fold change 

from control mRNA expression levels, where a, b, d, g, h; P <0.05, aa, bb, cc, dd, ee, ff, 

gg, hh; P <0.005, eee, ggg, iii; P <0.0001. 
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Our in silico data were confirmed by transcriptional assays which demonstrate that compound 9 

minimally activates the AP2-PPRE (Fig. 4.4A). The results appear consistent with the present 

lipid accumulation assays, where compound 9 has negligible effects upon lipid accumulation in 

adipocytes (Fig. 4.4B). Furthermore compound 9 marginally induced the expression of genes 

associated with lipid accumulation and synthesis such as FATP, CD36 and DGAT (Fig. 4.5). 

However, compound 9 elevated the expression of genes associated with fatty acid oxidation 

(MCAD, HSL and ATGL) and insulin sensitivity (adiponectin) (Fig. 4.5). 

4.3.3 Compound 9 Binding to PPARδ:  

Docking studies of our compounds on PPARδ shows that the carboxylate group of the 

receptor forms a hydrogen bond of 3.03 Å with Thr289 in Arm I which is part of the His323, 

His449 and Tyr473 hydrogen bond network. This site is specifically involved in the carboxylate 

group of fatty acids and eicosanoic acids (the endogenous ligands) binding, which are natural 

ligands for PPARδ in circulation.172 The 2˚ amine also donates a H-bond of 2.87 Å to the Sulfur 

atom of the polar residue Cys285 in Arm I. Furthermore, the methyl substituted phenyl ring in 

compound 9 located between the entrance and Arm II and surrounded by the hydrophobic 

residues Leu330, Leu339 and Phe368 stabilize the ligand binding domain.  

The biological significance of these modifications were determined by luciferase assays 

(Fig. 4.6A) which demonstrate that compound 9 binds to PDK4–PPRE, a direct PPARδ target. 

We also found an increase of PDK4 gene expression in adipocytes (Fig. 4.5). Furthermore, an 

increased gene expression of mitochondrial markers was observed in Figure 4.6B. Interestingly, 

compound 9 significantly increased cytochrome oxidase c 4-2 subunit which is involved in 

inducing mitochondrial respiration and biogenesis in response to ischemia in the heart.173 This 



 79 

suggests a possible mechanism by which compound 9 can offer cardio protection against 

ischemic injury. 

 

Figure 4.6: PPARδ biological studies. (A) PDK4–PPRE dose–response curve. Data from 

luciferase assays shows that compound 9 and GW0742 have strong binding affinity for 

the PDK4–PPRE. However compounds 3-91 and 3-121 show less binding affinity for the 

PDK4–PPRE. (B) Compound 9 and GW0742 increases the gene expression of 

mitochondrial markers in C2C12 skeletal muscle cells as demonstrated by quantitative RT-

PCR. Data are means ± SEM from 3 independent experiments. Values were set fold 

change from control. *P <0.05, **P <0.005,***P <0.0001. 
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4.3.4 Binding of the other Compounds:  

To further validate the significance of the AutoDock Vina modeling of PPARγ/δ 

agonism, we tested another compound, 3-121. Out of the 23 compounds tested, compound 3-121 

was ranked in the lower end of the relative binding affinities for both receptors (Table 1.1). Our 

analysis predicted that the ether oxygen atoms of 3-121 accept two hydrogen bonds of ca. 2.17 

and 2.86 Å from the backbone NH group of the polar residue Glu343 in the entrance region of 

PPARγ (Fig. 4.3B). The calculations do not predict binding with any of the polar residues 

located in Arm I; this appears consistent with the lipid accumulation studies which demonstrate 

an insignificant induction of adiposity with compound 3-121 compared to full PPARγ agonists 

(Fig. 4.4). The docking studies also predicted 3-121 to bind weakly to PPARδ due to the absence 

of the conserved hydrogen bonding. These binding predictions correlate well with results from 

the luciferase assays which indicates that 3-121 did not activate the PPARγ target AP2 or the 

PPARδ target PDK4. 

Compound 3-91 was predicted to display high PPARγ activation capacity because it 

possesses the same binding mode as the full PPARγ agonist rosiglitazone. This was 

demonstrated in our docking analysis which predicted that the PPARγ receptor forms two 

hydrogen bonds with the isoindole-dione substituent group of 3-91, the hydrogen on His323 and 

a carbonyl oxygen, and the hydrogen on His449 and the nitrogen at distances of 2.38 and 2.66 Å, 

respectively (Supplementary data S10). In addition, the OH group of Ser289 also forms a 

hydrogen bond of 2.57 Å with the N of the isoindole-dione substituent group. This binding mode 

is consistent with known full agonists, for example, rosiglitazone.174 Our cellular assays which 

tested the biological effects of compound 3-91 on lipid accumulation verified it to be a strong 

PPARγ activator and thus induced comparable levels of lipid accumulation to rosiglitazone. 
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However 3-91 does not form substantial hydrogen bonds with PPARδ despite having a larger 

binding affinity relative to 3-121. 

4.4 Conclusion 

We have developed a series of novel dual PPARδ/γ agonists which spans from full 

agonists to partial agonists for PPARγ as well as PPARδ. In regards to PPARγ activation, our 

goals were to develop compounds which will lack the deleterious side effects found with current 

TZDs, including weight gain and the eventual heart failure.175 We have found that compound 9 

does not interact with Tyr473 of the PPARγ binding pocket, a residue crucial to the stabilization 

of the AF2 helix H12 and has been shown to lead to adipogenesis.176 Compound 9 selectively 

activates PPARγ target genes to have negligible effects on lipid accumulation while activating 

other genes involved in regulating fatty acid oxidation(HSL, ATGL and MCAD). We have also 

found that compound 9 is a potent PPARδ activator and the immediate future interest is to 

evaluate its ability to promote insulin sensitization in animal models.  
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Chapter 5: Characterization of PfTrxR inhibitors using in silico techniques and 

antimalarial assays 

 5.1 Introduction 

The current study is aimed to employ the combined approach of in silico studies and 

antimalarial assays for identification of specific P. falciparum thioredoxin reductase (PfTrxR) 

inhibitors as scaffolds for lead optimization. The compounds 1,4-napthoquinone (1,4-NQ), bis-

(2,4-dinitrophenyl)sulfide (2,4-DNPS), 4-nitrobenzothiadiazole (4-NBT), 3-

dimethylaminopropiophenone (3-DAP) menadione (MD) and curcuminoids were tested for 

antimalarial activity against both chloroquine (CQ)-sensitive (D6) and chloroquine (CQ)-

resistant (W2) strains of plasmodium falciparum through in vitro and LC-MS-based functional 

assays. Analysis of non-covalent interactions with PfTrxR was carried out through molecular 

docking. 

5.2 Methods 

5.2.1 Computational Methods 

AutoDock Vina177 was used to dock inhibitors to the respective targets. Initial Cartesian 

coordinates for the protein-ligand structures were derived from reported crystal structures of 

hTrxR (PDB ID: 3QFA)60 and PfTrxR (PDB ID: 4B1B)55.  

 

Reprinted with permission from Chem. Cent. J. 2013, 7, 175. Copyright 2013, Chemistry 

Central Ltd. and permission from Nat. Prod. Res. 2014, 28(6), 359-64. Copyright 2014, 

Taylor & Francis Journal. 
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The protein targets were prepared for molecular docking simulation by removing water 

molecules and bound ligands. AutoDockTools (ADT)155 was used to prepare the docking 

simulations whereas Chimera was used to analyze the docking poses. 

All ligands were constructed using PyMol178 with subsequent geometry optimizations 

carried out using the semi-empirical method PDDG/PM3159,179,180. Polar hydrogens were added. 

ADME properties logP, logS, polar surface area, and apparent Caco-2 permeability for each 

ligand were computed using QikProp181,182. Conjugate gradient minimizations of the systems 

were performed using GROMACS183. A grid was centered on the catalytic active site region and 

included all amino acid residues within a box size set at x = y = z = 20 Å. 

AutoDock Vina details: Standard flexible protocols of AutoDock Vina using the Iterated 

Local Search global optimizer177 algorithm were used to evaluate the binding affinities of the 

molecules and interactions with the receptors. All ligands and docking site residues, as defined 

by the box size used for the receptors, were set to be rotatable. Calculations were carried out with 

the exhaustiveness of the global search set to 100, number of generated binding modes set to 20 

and maximum energy difference between the best and the worst binding modes set to 5. 

Following completion of the docking search, the final compound pose was located by evaluation 

of AutoDock Vina’s empirical scoring function where the conformation with the lowest docked 

energy value was chosen as the best. 

5.2.2 Biological Assays 

Chemicals and enzymes: Solvents used for LC-MS analysis were purchased from 

Fischer Scientific International (Atlanta, GA).  Buffer salts, bis-2, 4-dinitrophenyl sulfides and 

demethoxycurcumin were purchased from Sigma-Aldrich (Allentown, PA). Curcumin was 

purchased from ChromaDex, Irvine, CA.  All other reagents were purchased from Sigma–
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Aldrich. Deionized water generated by a Milli-Q water system (Millipore, MA) was used in the 

experiments.  PfTrxR (Mr 59 kDa) enzyme was provided as a gift by Prof. Katja Becker, Justus-

Liebig University, Giessen, Germany The recombinant PfTrxR was prepared and purified using 

silver-stained SDS page according to the procedure published by Kanzok et al.184  The specific 

activity of PfTrxR (1.9 U/mg) was determined by DTNB [5, 5’-dithiobis (2-nitrobenzoic acid)].  

Protein concentration of enzymes was determined by Bradford method185. 

Antimalarial assay: Briefly, antimalarial activity of the compounds were determined in 

vitro on chloroquine sensitive (D6, Sierra Leone) and resistant (W2, IndoChina) strains of p. 

falciparum. The 96-well microplate assay is based on the effect of the compounds on growth of 

asynchronous cultures of p. falciparum, as determined by the fluorometric SYBR green assay186. 

Cytotoxicity assay: Cytotoxicity in terms of cell viability was evaluated using 3T3 cells 

by AlamarBlue assay187 and VERO cells by Neutral Red assay for the curcuminoids188.  This 

assay was conducted on compounds designated as active in the PfTrxR functional assay and the 

antiplasmodial phenotypic screening. Chloroquine was used as a reference compound for 

cytotoxicity study. 

Reactive oxygen species (ROS) in red blood cells assay: Accelerated generation and 

accumulation of reactive oxygen intermediates (superoxide radical, hydroxyl radical and 

hydrogen peroxide) are mainly responsible for oxidative stress.189 The intraerythrocytic 

formation of ROS was monitored in real-time with 2’7’-dichlorofluorescein diacetate (DCFDA), 

a fluorescent ROS probe190. Human erythrocytes collected in citrate phosphate anticoagulant 

were used. The erythrocytes were washed twice with 0.9 % saline and suspended in PBSG at a 

hematocrit of 10%. A 60 mM stock of DCFDA was prepared in DMSO and added to the 

erythrocyte suspension in PBSG (10% hematocrit) to obtain the final concentration of 600 µM. 
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Erythrocyte suspension containing 600 µM of DCFDA was incubated at 37°C for 20 min and 

centrifuged at 1000 g for 5 min. The pellet of DCFDA loaded erythrocytes was suspended in 

PBSG to 50% hematocrit and used for kinetic ROS formation assay. The assay was directly set 

up in a clear flat-bottom 96 well microplate. The reaction mixture contained 40 µL of DCFDA 

loaded erythrocytes, the test compounds (concentration as mentioned) and potassium phosphate 

buffer (100 mM, pH 7.4), to make up the final volume to 200 µL. The controls without drug 

were also set up simultaneously. Each assay was set up at least in duplicate.  The plate was 

immediately placed in a microplate reader programmed to kinetic measurement of fluorescence 

(excitation 488 nm and emission 535 nm) for 2 hours with 5 min time intervals.    

5.3 Results and Discussion 

5.3.1 Biological studies 

The in vitro antimalarial activity of the five known inhibitors of PfTrxR (1,4-NQ, 2,4-

DNPS, 4-NBT, 3-DAP, MD)58,191 (Fig. 5.1 and Table 5.1) was evaluated against both CQ-

sensitive (D6 clone) and CQ resistant (W2 clone) strains of P. falciparum, while cell cytotoxicity 

was determined against 3T3 cells (Table 5.1) using the procedure described earlier.  
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Figure 5.1 The PfTrxR inhibitors. 

The compounds 1,4-NQ and 4-NBT were found to be the most active against the two 

strains of P. falciparum, MD and 2,4-DNPS were moderately active, and 3-DAP was inactive. In 

terms of antiplasmodial activity against the W2 strain, 1,4-NQ and 4-NBT showed IC50 value of 

< 20 μM.  
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Table 5.1 PfTrxR inhibitory and antiplasmodial activities of tested compounds 

Test 

compounds 

PfTrxR   

IC50  (µM) 

Pf (D6) CQ 

sensitive 

IC50(µM) 

SI D6 Pf (W2) CQ 

resistance 

IC50(µM) 

SI W2 3T3 

IC50(µM) 

1,4-NQ 0.75 8.9±2.3 4.6 16.7±3.7 2.4 38.5±0.76 

2,4-DNPS 0.5 91.2±11.3 0.8 72.3±11.3 1.0 79±3.51 

4-NBT 2 8.3±2.1 10 9.8±1.9 8 80±1.15 

3-DAP 15.4 >100 >1 >100 >1 >100 

MD 1.6 18.5±1.9 3.8 28.3±5.6 2.5 70.5±3.69 

CQ  0.055±0.006  0.440±0.045  NC 

*IC50 values, preparation of PfTrxR and optimal experimental conditions for the PfTrxR 

functional assay were reported in Andricopulo et al.58,191,192. 

**Values are mean ± S.D. of triplicate observations; SI: Selectivity index. NC: no 

cytotoxicity up to concentration much higher than the concentration responsible for its 

antiplasmodial activity.  

 

The low correlation between the high PfTrxR inhibitory activity and moderate antiplasmodial 

activity of 2,4-DNPS could be explained by an inability to penetrate the cell membranes. 

Accordingly, 2,4-DNPS is predicted to have poor Caco-2 and MDCK cell line permeability. 

Table 5.2 gives the computed octanol/water partition coefficient (logP), solubility in water 

(logS), polar surface area, and apparent Caco-2 and MDCK permeability for all compounds 

given in Figure 5.1, the enol form of 3-DAP, and CQ.  
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Table 5.2 Predicted physico-chemical properties of the compounds 

Molecule log P octanol/water 

(M)  

log S aqueous 

solubility (M)  

Polar Surface 

Area (PSA) 

Apparent Caco-2 

Permeability (nm/sec) 

Apparent MDCK   

Permeability (nm/sec) 

1,4 NQ 0.486   -0.764   57.199   954 470 

2,4 DNPS 1.406   -3.444   177.135   5 2   

4-NBT 0.746   -1.414   75.626   382 385 

3-DAP 1.249   -0.313    32.353   819 441 

3-DAP-enol 1.800   -1.170   25.296   842 454 

MD 0.880   -1.312   55.456   1225 616 

Chloroquine 4.276   -3.585   24 1364 1862 

Range 95% of 

Drugs 

(  -2.0 / 6.5)        (-6.5 / 0.5)    (7.0 / 330.0) (<25 poor, >500 great) (<25 poor, >500 great) 

 

The lack of antiplasmodial activity of 3-DAP, a Mannich base, may be due to (i) non-

specific alkylation of cellular thiol groups, and also (ii) due to the absence of active transport to 

red blood cells and parasites. The correlation between inhibition of PfTrxR in the enzyme 

inhibition assays and antiplasmodial activity in cell culture allows for a better evaluation of 

biological activities of inhibitor compounds. The active compounds namely, 1,4-NQ, 2,4-DNPS, 

4-NBT and MD showed more toxicity than 3-DAP against the 3T3 cell line. The 3T3 cells are 

epithelial cells that reflect toxicity against proliferating mammalian cells. 

In order to test the five PfTrxR inhibitors for their ability to induce signs of oxidative 

stress by accelerated generation and accumulation of reactive oxygen intermediates (superoxide 

radical, hydroxyl radical and hydrogen peroxide)189 the intraerythrocytic formation of ROS was 

monitored in real-time for 120 min with 2′7′-dichlorofluorescein diacetate (DCFDA), a 

fluorescent ROS probe190. Among the compounds tested 4-NBT, MD and 1,4-NQ caused a 

significant increase in oxidative stress (Fig. 5.2).  
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Figure 5.2 Formation of reactive oxygen species (ROS), as indicated by increase in 

fluorescence. DCFDA loaded human erythrocytes by five PfTrxR inhibitors. 

 

Whereas, 3-DAP and 2,4-DPNS did not cause the production of ROS. These results suggest that 

4-NBT, MD and 1,4-NQ compromises the capability of erythrocytes to scavenge reactive oxygen 

intermediates. The accumulated intra-erythrocytic oxidative stress by these compounds may be 

responsible for the inhibition of hTrxR enzyme. The erythrocytes, our target cells, have higher 

capacity to produce oxidative stress than 3T3 cell line used for cytotoxicity assessment. 

The 1,4-NQ chemical features and the ability to generate ·OH suggest the proficiency in altering 

intracellular redox status.189 The antimalarial naphthoquinones (1,4-NQ and MD) are believed to 

perturb the major redox equilibria of the targeted P. falciparum infected red blood cells, which 

might be removed by macrophages. This perturbation results in development arrest and death of 

the malaria parasite at the trophozoite stage.190 

Based on the report of Mulabagal and Caldero´n193 regarding curcumin and DMC as 

PfTrxR ligands, we tested these compounds for their ability to inhibit PfTrxR. Curcumin and 

DMC displayed good binding affinity for the PfTrxR target enzyme but curcumin displayed less 

than 50% inhibition of PfTrxR at 10 μM when tested in the functional assay compared to DMC 
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which displayed more than 50% PfTrxR inhibition at 10μM with an IC50 value of 2.0 μM. The 

fact that curcumin has been shown to inhibit rat TrxR by alkylating the cysteine/selenocysteine 

catalytic active site residues194 supports our data and prediction that curcumin selectively inhibits 

mammalian TrxR but not the PfTrxR. The in vitro antiplasmodial activity of curcumin and DMC 

was evaluated against both CQ-sensitive (D6 clone) and CQ-resistant (W2 clone) strains of P. 

falciparum, while cell cytotoxicity was determined against Vero cells (Table 5.3).  

Table 5.3 Inhibition of PfTrxR, predicted binding affinities and antiplasmodial activity of 

curcuminoids. 

 

Test 

compounds 

 

PfTrxR 

IC50  (µM) 

Computed 

dimer-interface 

affinity 

(kcal/mol) 

 

Pf (D6) CQ 

sensitive 

IC50 (µM) 

 

SI D6 

 

Pf (W2) CQ 

resistance 

IC50 (µM) 

 

SI W2 

 

VERO 

IC50 (µM) 

Curcumin NA -9.4 15.9 ± 2.1 4.0 41.2 ± 6.2 1.6 64.6 ±1.73 

DMC 2.03 ± 1.05 -9.6 17.7 ± 3.1 5.0 82.7 ± 10.3 1.1 89.7 ± 4.51 

Bis-DMC NA -9.8 ND ND ND ND ND 

CQ   0.055 ± 0.006  0.440 ± 0.045  NC 

Notes: NA, not active i.e, PfTrxR inhibition was < 50% at 10μM; ND, not determined; 

NC, no cytotoxicity up to concentration much higher than the concentration responsible 

for its antiplasmodial activity. 

 

The two compounds were active against the D6 strain of P. falciparum and moderately 

active against the resistant W2 strain. The antiplasmodial activity of curcumin (IC50: 4.21 μM) 

against CQ-resistant strain MP-14 of P. falciparum has been reported by Mishra et al.195. The 

difference in IC50 values between our results and others could be due to the use of different 

strains of the parasite, protocol to measure the parasite growth inhibition and the detector used 

for the measurement. Furthermore, the curcuminoids showed cytotoxicity against Vero cells 
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from 64 μM and selectivity index of four-six folds and onefold against D6 and W2, respectively. 

Curcumin and DMC were tested for their ability to induce signs of oxidative stress by 

accelerated generation and accumulation of reactive oxygen intermediates (superoxide radical, 

hydroxyl radical and hydrogen peroxide). The intraerythrocytic formation of ROS was monitored 

in real time for 120 min with 2070-dichlorofluorescein diacetate, a fluorescent ROS probe. 

Neither of these two compounds was able to increase the ROS in healthy erythrocytes by a 

potential inhibition of mammalian TrxR. 

5.3.2 Binding studies 

Since these compounds were active against PfTrxR as well, molecular docking was used 

to study their interactions with PfTrxR to gain further insight into the mode of interaction for 

these molecules. MD196, DNPS and 4-NBT have been proposed to bind at the intersubunit region 

in PfTrxR’s. However, 1,4-NQ and 3-DAP bind to the reductase covalently precluding the use of 

docking calculations. For example, 1,4-NQ is an inhibitor of TrxR that behaves as a subversive 

substrate.196 The compound 3-DAP inactivates TrxR by alkylating the C-terminal redox active 

catalytic Cys-Cys pair.  

Table 5.4 Comparison between computed binding affinities at the dimer interface in 

PfTrxR and experimental IC50 values 

Molecule Computed Binding Affinity 

(kcal/mol) 

Exptl. PfTrxR 

IC50(µM) 

2,4-DNPS -8.4 0.5 

MD -7.9 1.6 

4-NBT -6.0 2 
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This is achieved by the formation of a reactive α, β-unsaturated ketone intermediate after it 

undergoes deamination in solution.191 Therefore 3-DAP acts an alkylator. The calculations 

predict the same activity trend observed in the experimental IC50 values for the non-covalent 

inhibitors, 2,4-DNPS, MD, and 4-NBT in PfTrxR (Table 5.4).  

 

           (A)        (B) 

 

(C) 

Figure 5.3 The predicted binding poses for the inhibitors showing the main interactions with the 

dimer interface residues. (A) PfTrxR/MD, (B) PfTrxR/4-NBT, and (C) PfTrxR/2, 4-DNPS 

complexes. 

For the PfTrxR/MD complex, pi stacking interactions are predicted to form between the 

inhibitor’s phenyl ring and Tyr101 side chain ring. The backbone nitrogen of Met105 is in close 

proximity to the carbonyl group of MD; however, the predicted angle between N-H and O of 85° 
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impedes hydrogen bonding. The molecule further forms hydrophobic interactions with the 

phenyl ring of Tyr116′ and the side chains of Ile108 from both subunits (Fig. 5.3). Similar to 

MD, 4-NBT’s phenyl ring also has pi-pi stacking with Tyr101’s phenyl ring, but forms 

hydrophobic interactions only with Ile108 from subunit B in the large cavity. The nitro group 

causes the molecule to twist subtly compared to MD in order to better interact with the 

electrostatic surface created by the peptide bond between His104 and Met105’s and sulfur 

(Figure 3). Compared to the size of the cavity, MD and 4-NBT are small molecules and do not 

fully interact with most of the residues lining the wall of the dimer interface. 2,4-DNPS forms 

the only electrostatic interaction at a distance of 3.9 Å with Asn481′. Pi stacking interactions are 

formed between one of the inhibitor’s phenyl rings and Tyr101 side chain ring with the other 

phenyl ring of the molecule forming a parallel displaced pi stacking interaction with Tyr101′ 

(subunit B). As with MD and 4-NBT, the side chains of Ile108 from both subunits form 

hydrophobic interactions with 2,4-DNPS. Most of the interactions the three molecules are 

forming with the proteins are with the intersecting helices between the two subunits of the 

enzymes.  

Table 5.5 Comparison between computed binding affinities at the dimer interface and 

experimental IC50 values in PfTrxR and hTrxR. 

Molecule  PfTrxR hTrxR 

 

2,4-DNPS 

Exptl. IC50(µM) 0.5 4 

Calc. Binding Affinity 

(kcal/mol) 

 

-8.4 

 

-8.1 

 

4-NBT 

Exptl. IC50(µM) 2 50 

Calc. Binding Affinity 

(kcal/mol) 

 

-6.0 

 

-5.7 
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The experimental activities for 2,4-DNPS and 4-NBT show selectivity between the 

parasite and human isoform of thioredoxin reductase (Table 5.5). The experimental values for 

2,4-DNPS show an 8-fold selectivity for PfTrxR, whereas 4-NBT has a 25-fold selectivity. 

While the docking simulations correctly predicted binding trends, limitations in the method, 

including potentially inaccurate scoring functions, the use of rigid proteins, and a lack of 

solvation could have contributed to its inability to reproduce the large differences observed in the 

IC50 values. The docked poses, however, have considerable differences within the cavity, which 

could point to the observed selectivity (Fig. 5.4).  

   

(A) 2,4-DNPS   (B) 4-NBT 

Figure 5.4 The docking pose differences of (A) 2,4-DNPS and (B) 4-NBT between the Pf- 

(brown) and h-TrxR (blue). The docked structures point to the difference in conformation 

between Try101 (pfTrxR) and Glu72 (hTrxR) which is proposed to have significant contribution 

to the observed experimental selectivity. 

 

The presence of Tyr101 in PfTrxR enables 2,4-DNPS to form a favorable pi stacking interaction 

with the phenyl ring of the molecule, whereas its counterpart in hTrxR is a Gln72 that orients the 

molecule to avoid steric clashes. This results in the second ring of the molecule forming a 

parallel displaced pi stacking interaction with Tyr101′, whereas a hydrogen bond between the 
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nitro group and Gln72’ in the hTrxR is realized. The effect of this substitution on 4-NBT seems 

to be the fact that the presence of Gln72 pushes the molecule deep into the large cavity 

precluding the interaction with the residues of the intersecting helices between the subunits. 1,4-

NQ and 4-NBT can be considered to be attractive leads for further optimization as these 

compounds display good PfTrxR inhibitory and antiplasmodial activity. A thorough examination 

of the residues making any form of interaction with the small molecules showed that no other, 

including His104 (PfTrxR) and its counterpart in hTrxR (Leu75), influences the differences in 

binding between the parasite and human isoform. Figure 5.5 shows 2,4-DNPS docked in both 

proteins especially showing the positions of the His104 and Leu75 as an example. 

 

Figure 5.5 The predicted binding mode of 2,4-DNPS in the PfTrxR (beige) and hTrxR (blue) 

showing the position of the residues Try101 (PfTrxR) and Glu72 (hTrxR). 

 

To validate the docking protocols, the bound cofactor, flavin adenine dinucleotide (FAD), was 

re-docked as the control (with crystallographically bound water molecules included) as the 

structure used does not have a bound ligand and there are no alternative crystal structures of the 

target protein. By visual inspection, the flexible docking protocols of AutoDock Vina reasonably 
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reproduced the experimental binding pose of FAD indicating a good accuracy for the parameters 

used in the present docking methodology (Figure S12).  

 Curcumin and DMC were predicted to bind to the dimer interface of PfTrxR at the 

intersecting helices between the subunits. An alternative curcuminoid, bis-DMC, that lacks the 

methoxy substituents on the phenyl moieties (Fig. 5.1) was also found to favour the PfTrxR 

dimer interface. Intriguingly, all three curcuminoids were predicted to bind in a nearly identical 

fashion, regardless of the presence or lack of methoxy substituents (Fig. 5.6).  

 

Figure 5.6 The interactions between DMC (cyan), curcumin (tan) and bis-DMC (purple) with 

PfTrxR. 

Examination of the crystal structure55 reveals that the residues from the intersecting 

helices that interact with the ligands are Leu98, Tyr101, Ala102, His104, Met105, Ile108, 

Asp112, Tyr116 and Pro480 from both subunits A and B. It is evident that the first phenol 

moiety (demethoxylated in DMC) interacts with the residues on subunit A, whereas the other 

moiety extends towards subunit B (Figure S13). The results suggest that the methoxy groups 

may contribute to the difference in inhibition towards PfTrxR. In curcumin, the ortho-methoxy 

group can form an intramolecular hydrogen bond with the phenolic hydrogen, making the H-
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atom abstraction from the ortho-methoxy phenols surprisingly easy. However, elucidating how 

phenyl methoxy groups mediate inhibition of PfTrxR is more difficult.  

Earlier theoretical studies have shown that hydrogen bonding between ortho-methoxy 

oxygen and phenolic hydrogen in curcumin influences the planarity, conformation and ability to 

undergo oxidation.197 From the current docking simulations, the phenyl moiety formed a pi–pi 

stacking interaction with the Tyr101 from each respective subunit. The hydroxyl group in DMC 

formed a hydrogen bond with a distance of 2.5Å to the oxygen of Tyr116 in subunit A, albeit at 

an angle of 110˚. Curcumin’s OH group is bent in the opposite direction because of the 

conformational change, and thus, the H bond is not realized. For subunit B, the opposite trend 

occurs. Curcumin forms a 2.4Å H bond with the Tyr 101’ at an angle of 138˚ and DMC’s OH 

group bends to avoid the interaction (Fig. 5.6). The hydrophobic a, b-unsaturated chain interacts 

with the side chain of Ile 108 from subunit A. The experimental data show a marked difference 

between the two compounds with respect to PfTrxR inhibitory activity, whereas docking analysis 

predicted indistinguishable binding affinities despite the subtle differences in their binding poses 

(Table 5.3).  

 

Figure 5.7 Hydrophobicity surface for curcumin-docked PfTrxR. Color scale: white to blue for 

the most hydrophilic residues and orange to red for the most hydrophobic residues. 
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The methoxyphenyl moiety of the curcuminoids is shown to lay in a narrow groove in the dimer 

inter-subunit interface, sandwiched by Tyr101 and Tyr116, thereby locking the rings into 

position (Fig. 5.7). 

The structural differences in the curcuminoids could point to the differences in 

experimental values. For example, the pi–pi interactions between the phenyl moieties of the 

curcuminoids and the Tyr residues (Fig. 5.6) suggest that the methoxy groups on curcumin and 

DMC are parallel to the hydroxyl group of Tyr 101 and may be less favorable due to poorer 

sterics. The lack of a methoxy group in bis-DMC would not incur the same energetic penalty, 

and therefore, the binding affinity is slightly enhanced according to the calculations. 

Comparisons to the mammalian TrxR are difficult to make as curcumin binds covalently194, 

precluding the use of docking calculations. It may be reasonable to assume that curcuminoid 

derivatives DMC and bis-DMC would also bind covalently to TrxR. Based on the little 

correlation between the results from phenotypic screening and docking studies of curcumin and 

DMC to support the activity through PfTrxR inhibition, the antiplasmodial activity might be due 

to other mechanism of actions such as inhibition of Ca2+ - ATPase (PfATP6)198, S-adenosyl-L-

homocysteine hydrolase (PfSAHH)199 or any other target. 

5.4 Conclusions 

In this study, tools for the identification of PfTrxR inhibitors using phenotypic screening and 

docking studies have been validated for their potential use for antimalarial drug discovery 

project. 
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Supplemental Information 
Figure S1. Docked rosigilitazone into PPAR-γ (PDB ID: 2PRG) using AutoDock Vina.  

Figure S2. Docked indeglitazar into PPAR-γ (PDB ID: 3ET3) using AutoDock Vina.  

Figure S3. Docked D321 into PPAR-δ (PDB ID: 3GZ9) using AutoDock Vina.  

Figure S4. Docked rosigilitazone into PPAR-γ (PDB ID: 2PRG) using AutoDock.  

Figure S5. Docked indeglitazar into PPAR-γ (PDB ID: 3ET3) using AutoDock.  

Figure S6. Docked D321 into PPAR-δ (PDB ID: 3GZ9) using AutoDock.  

Figure S7. Docked rosigilitazone into PPAR-γ (PDB ID: 2PRG) using Surflex-Dock.  

Figure S8. Docked indeglitazar into PPAR-γ (PDB ID: 3ET3) using Surflex-Dock.  

Figure S9. Docked D321 into PPAR-δ (PDB ID: 3GZ9) using Surflex-Dock.  

Figure S10. Compound 3-91 bound to the active site of PPAR-γ (left) and PPAR-δ (right)  

with key residues shown. 

Figure S11. Compound 4-23 bound to the active site of PPAR-γ (left) and PPAR-δ (right)  

with key residues shown.  

Figure S12. Experimental crystal structure with bound FAD (beige) and the predicted pose  

for FAD from the docking calculations (cyan). 

Figure S13. PfTrxR bound to DMC (blue) and curcumin (red) as predicted by the docking  

calculations. 
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AutoDock 
Vina: 

 

 
 
Figure S1. Docked rosigilitazone into PPAR-γ (PDB ID: 2PRG) using AutoDock Vina. RSMD 

= 0.88 Å. 
 
 
 
 

 
 

Figure S2. Docked indeglitazar into PPAR-γ (PDB ID: 3ET3) using AutoDock Vina. RSMD 
= 0.83 Å.  
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Figure S3. Docked D321 into PPAR-δ (PDB ID: 3GZ9) using AutoDock Vina. RSMD = 
0.07 Å. 

 
 
 
 

AutoDock: 
 

 
 

Figure S4. Docked rosigilitazone into PPAR-γ (PDB ID: 2PRG) using AutoDock. RSMD = 
1.87 Å.     
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Figure S5. Docked indeglitazar into PPAR-γ (PDB ID: 3ET3) using AutoDock. RSMD = 1.40 

Å. 
 
 
 
 
 
 

 
 

Figure S6. Docked D321 into PPAR-δ (PDB ID: 3GZ9) using AutoDock. RSMD = 1.07 
Å. 
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Surflex-Dock: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7. Docked rosigilitazone into PPAR-γ (PDB ID: 2PRG) using Surflex-Dock. RSMD = 
1.16 Å. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure S8. Docked indeglitazar into PPAR-γ (PDB ID: 3ET3) using Surflex-Dock. RSMD = 
1.81 Å. 
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Figure S9. Docked D321 into PPAR-δ (PDB ID: 3GZ9) using Surflex-Dock. RSMD 
= 0.70 Å. 

 
 
 
 
 
 

 
 
Figure S10. Compound 3-91 bound to the active site of PPAR-γ (left) and PPAR-δ (right) 
with key 

 
residues shown. 
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Figure S11. Compound 4-23 bound to the active site of PPAR-γ (left) and PPAR-δ 
(right) with key residues shown. 

 

 
Figure S12. Experimental crystal structure with bound FAD (beige) and the predicted pose for 

FAD from the docking calculations (cyan). 
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Figure S13. PfTrxR bound to DMC (blue) and curcumin (red) as predicted by the docking 

calculations. 
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