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Abstract

This dissertation presents a method of using these kinematic constraints without re-

quiring this apriori knowledge of the application platform. The method is termed “joint

navigation and classification” (JNC), and involves determining the platform type online and

simultaneously using the platform type information to properly apply the kinematic con-

straints and improve accuracy. The JNC problem is solved with a form of multiple model

particle filter which treats the platform type as a mode state upon which the navigation state

vector is conditioned. The particle filter is marginalized using Rao-Blackwellization to im-

prove computational efficiency. Additionally, this dissertation presents a method within the

JNC particle filter of autonomously determining whether any constraints should be applied

at all. Motivating this is a study which shows that applying constraints when the IMU is

of high quality can actually hurt the solution. The final JNC particle filter is robust to this

phenomenon. The algorithm is validated using data collected on three different platforms

(ground vehicle, pedestrian, and aircraft) and with IMUs of varying quality. It is demon-

strated that the JNC particle filter can autonomously determine the correct platform type

and use that knowledge to improve the navigation solution. It is further demonstrated that

the JNC filter can autonomously detect situations where it is advantageous not to apply

the constraints, thereby avoiding the pitfall described above. The JNC particle filter offers a

best of both worlds solution which is both flexible and optimized to the platform, in addition

to being robust to situations with high quality IMUs. Many navigation systems take advan-

tage of knowledge of the host platform type, such as a ground vehicle, to apply kinematic

constraints to the system to improve the navigation solution. It has been well documented

that such constraints can help reduce inertial drift, whether in concert with other aiding

sensors or as the only aids to an otherwise unaided inertial system. However, using these
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constraints implies an apriori knowledge of the host platform type during the design phase.

This is commonly done and is acceptable for stovepiped solutions for which flexibility is not

a concern. However, this does not allow for flexibility in either the design phase or in the

field.
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Chapter 1

Introduction and Background

1.1 Problem Definition: Joint Navigation and Classification

Consider a sensor fusion algorithm which incorporates measurements from various sen-

sors to aid an inertial measurement unit (IMU) and provide an optimal navigation solution

in real time. This navigation system consists of the processing unit, which hosts the sensor

fusion algorithm, and the sensor suite itself. The system is physically carried on some host

platform, be it a ground vehicle, aircraft, water vehicle, or even a person. The purpose of the

navigation system is to provide real time estimates of the host platform position in the world.

Given this, the goal of this work is to be able to autonomously identify the platform type

and use this knowledge to improve the navigation solution, without assuming any apriori

knowledge of what type of platform the navigation system is affixed to. This goal was largely

inspired by an ongoing navigation effort in the Defense Advanced Research Projects Agency

(DARPA), which seeks to develop an extremely flexible and robust navigation system. The

following is a quote from the BAA for this effort, known as the All Source Positioning and

Navigation (ASPN) program [1]: The All Source Positioning and Navigation (ASPN) pro-

gram seeks to enable low cost, robust, and seamless navigation solutions for military users

on any operational platform and in any environment, with or without GPS. In particular,

ASPN will develop the architectures, abstraction methods, and navigation filtering algorithms

needed for rapid integration and reconfiguration of any combination of sensors. This will en-

able rapid adaptation to evolving missions as well as reduction of the system integration costs

and time-to-market for navigation solutions in general.

Autonomous platform type determination is not a stated goal of the ASPN program.

However, this capability would help to achieve the following stated goals:

1
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• Navigation accuracy

• Rapid system integration and reconfiguration

• Reduction of time-to-market and development costs

First, the benefits of knowing system platform type to the overall navigational accuracy

are well documented as discussed in Section 1.2. Stated briefly, inertial measurements are the

backbone of modern navigation systems, and they have errors which drift over time. Knowing

the platform type allows for applying platform specific constraints on the navigation system

which can help to bound this error drift. Second, autonomous platform identification can

improve rapid system integration and reconfiguration. Current state of the art assumes

that if kinematic constraints are going to be used in the navigation solution, then this

platform type (which dictates the appropriate constraints) is known at the outset of the

design. It is almost always the case that the designer has a target application in mind

when developing the algorithm. Yet this means that specific algorithms must be configured

for specific applications, and they are not flexible for use on other platforms. It would be

ideal, and very much in the spirit of the ASPN program, if the navigation system could be

removed in the field from one platform and attached to another and still have the benefits of

constrained aiding. This flexibility would also speed general system integration in the field.

Finally, autonomous platform identification capability enable a single, flexible navigation

system to be designed and used for a myriad of applications. This reduces both development

cost and development time. There will always be applications which warrant the extra time

and cost of a stove-piped navigation system (i.e. a $100 million dollar fighter jet), but a

flexible system would be very beneficial to the far more numerous applications which require

navigation systems. Furthermore, this adaptable technology could be a strong aid to the

growing commercial robotics and commercial navigation markets.

2
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1.2 Kinematically Constrained Navigation

It is well known that unaided integration of inertial sensor signals will produce posi-

tion, velocity, and attitude (PVA) solutions which degrade over time due to the errors in

the inertial sensors. This problem is generally mitigated with aiding from some other ex-

ternal sensor such as GPS, magnetometers, or wheel odometers, etc. [23]. However, it is

also common in the case of ground vehicle applications to make assumptions regarding the

vehicle dynamics in order to help bound the navigation error growth. In particular, many

authors take advantage of the fact that ground vehicles are normally constrained to the

road. This leads to the idea that the lateral and vertical velocities along the surface of the

road are zero. The authors of [11] apply these constraints in a Kalman filter structure as

“virtual measurements” of the lateral and vertical velocities. This is done both for a stan-

dalone INS solution and a loosely coupled GPS/INS/wheel speed sensor solution, and the

improvements obtained via the constraints are studied. Likewise, the authors of [20] apply

the constraints as Kalman filter virtual measurements to a blended GPS/INS solution to

improve dead reckoning navigation during GPS outages. Finally, the authors of [17] apply

these same constraints to a tightly coupled GPS/INS/wheel speed sensor integration. Klein

et al. proposes a novel method of applying vehicle motion constraints in [27]. Instead of

only introducing the constraints using the measurement model, the authors also incorporate

the constraints into the system model. For example, if a zero lateral velocity constraint

is imposed, the authors replace the lateral accelerometer reading with zero in addition to

applying a measurement of zero lateral velocity.

All of the above demonstrate the effectiveness of such constraints to improve inertial

navigation performance during GPS outages or in a more general dead reckoning scenario.

However, these works do not include any in depth analysis of what happens to the navigation

solution when the constraints are violated. Travis et al. [39] investigated constraint violation

errors in a multi-sensor blended solution. In that work, the lateral velocity constraint was

applied at all times and the resulting position errors in the blended solution during dynamic

3
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maneuvers were studied. The authors also investigated the effects of constraint violations on

the yaw rate gyro bias estimation. They found that constraint violations introduce error into

the blended solution estimate of the yaw gyro bias, which harshly degrades dead reckoning

performance during GPS outages.

Several authors have applied forms of kinematic constraints to aid aircraft navigation.

Euston et al. [16] propose to obtain steady state roll and pitch estimates using the ac-

celerometers, and using these steady values to correct gyro drift. Thus the complementary

low frequency accuracy of the accelerometers and the high frequency accuracy of the gyros

can be fused together (hence the term “complementary filter”). The accelerometer based

roll and pitch computation assumes that the aircraft is in steady level flight, so any time the

aircraft turns this assumption will be violated. The authors mitigate deviations from that

assumptions by using wind speed measurements to estimate the aircraft velocity in order

to compute the centripetal acceleration. After removing the centripetal acceleration, the

remaining signal in the accelerometers is assumed to be gravity only. Note that this also

assumes zero sideslip in the aircraft motion, and also a knowledge of the angle of attack. Yoo

et al. propose a complementary filter very much in the same spirit as Euston et al., except

without requiring airspeed measurements and extra knowledge of the angle of attack [41].

Like Euston et al., Yoo et al., also observe that using the accelerometers when the aircraft is

not in level flight will not work due to the additional non-gravity acceleration effects present

in the signal. Therefore they propose, instead of trying to estimate these terms, to merely

adjust the gains in the complementary filter to account for errors in the accelerometer based

roll and pitch during dynamic maneuvers. They use the magnitude of the measured 3D

acceleration signal to discern the dynamic maneuvers.

Kinematic navigation constraints are often applied in pedestrian navigation applications

in the form of step counting to obtain user speed and/or distance along the forward axis.

For example, Zhao [42] uses an empirical model of acceleration when a user is walking and

running to design a step counter using a 3-axis accelerometer. This step counter produces

4
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estimates of the user speed and distance which can be used in a larger pedestrian dead

reckoning (PDR) algorithm. Terminology here is adopted from [22], where PDR refers to

a fusion of step counting for speed/distance and gyros for heading. Groves et al. present

an analysis of PDR vs. strap-down pedestrian navigation (SPN), in addition to a thorough

review of pedestrian inertial navigation literature [22]. SPN consists of applying the standard

strap-down navigation equations to a 6-DOF IMU to obtain the full navigation solution for

the pedestrian, while also using the IMU to detect zero velocity conditions for additional

aiding. Note that even with SPN, the ZVU detection relies on an apriori model of walking

motion. Broadly speaking, PDR and SPN constitute the majority of the state of the art for

pedestrian inertial navigation. Both PDR and SPN can be implemented in a shoe mounted

system or a traditionally (torso) mounted system. Shoe mounted systems have the advantage

of easy ZVU detection, but are more cumbersome to actually use. Torso mounted systems

are easier to package and wear.

1.3 Ego Motion Classification

The basic problem addressed by this dissertation is using kinematic platform constraints

to improve navigation systems when the platform type is not known apriori. Section 1.2

presented various examples of systems which use such constraints to improve navigation,

given that the platform type is known. In this section, a summary of research related to

the problem of determining the platform type is presented. To the best of the author’s

knowledge, there is no published work which seeks to solve the ego platform identification

problem. That is, knowledge of the platform type which the navigation system is fixed to

is taken for granted. This is understandable. While there are definite advantages to being

able to adaptively identify the ego platform (discussed in Section 1.1), it is almost always

the case that navigation systems are designed for specific applications. Sometimes there is

flexibility built into a given navigation system (e.g. “high dynamic” and “low dynamic”

settings for GPS receivers), but these settings are configured by the user ahead of time for
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the given application [25]. However, there is a great deal of research published in the area

of joint tracking and classification (JTC) for radar systems (and other modalities).

First consider the problem of tracking an aircraft using radar measurements, assuming

the the target class is known apriori or is irrelevant. In contrast to the navigation problem

there is no input information about the vehicle of interest, so there is no way to predict the

next movement of the target. For this reason it is very common in tracking problems to

frame the system as a multiple model problem. Each of the models is a hypothesis of the

maneuver state of the target at the current time, and the mode can change based on some

assumed mode transition probability [29]. Now consider the problem of joint tracking and

classification. The goal of JTC is to simultaneously track and identify a target, where in

particular the correlation between the type (aka class, mode) of the target and its dynamic

behavior is considered [8]. For example, consider the problem of determining an aircraft type

(e.g. fighter jet vs. cargo plane) using nothing but the kinematic information from radar

measurements. JTC algorithms, in general, present various forms of Bayesian frameworks

to recursively update the likelihood of candidate target class types given this kinematic

information. They optimally fuse the kinematic radar information with apriori knowledge of

the flight capabilities (e.g. acceleration and velocity envelopes) of each potential hypothesis.

Over time, the JTC algorithm refines the likelihood of each hypothesis until the target is

definitively classified. Furthermore, the assumed constraints of the target class implicitly

improve the tracking performance. This is very similar to the goal of this work. In essence,

the only difference is that it is the ego platform as opposed to some external target which

must be identified. The measurements of the ego platform motion help to identify what the

platform type is, and the knowledge of the platform type helps to constrain the error growth

of the navigation solution. Finally, keep in mind the general structure of the JTC problem.

First, there are multiple possible modes at the tracking level which correspond to potential

maneuver states. These modes can change over time. Then, at the higher classification level,

there are multiple possible modes for the type of vehicle being tracked. These modes do not
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change over time, as the vehicle type doesn’t change over time. So then, there are multiple

static hypotheses which each consist of multiple dynamic hypotheses. In the navigation

problem the vehicle state can be predicted, thereby eliminating the need for multiple models

pertaining to the current vehicle maneuver state.

In [8], the authors propose to solve the JTC problem by using a generalized pseudo Bayes

(GPB) filter to do the tracking. Each of the filters within the GPB are conditioned upon a

hypothesis class of the tracked target. Classification is done by fusing direct measurements of

the target class from electronic support measure (ESM) sensors with kinematic measurements

from radar in a Bayesian framework. Likelihood functions of the target class given ESM

measurements are derived from ESM sensor models. Class likelihood information obtained

from radar kinematic measurements is done in the manner adopted from [10] (where a GPB

is used). Finally, the authors feed class information back into the GPB to improve the

tracking performance. They also compare this with a similar approach, where an interacting

multiple model (IMM) filter is used instead of the GPB filter for the tracking part, and no

classifier information is fed back into the tracker. The authors found that feedback of the

classifier into the tracker improved overall classification performance.

Ristic et al. presents an Interacting Multiple Model (IMM) approach to JTC which

assumes linear and Gaussian restrictions [33]. This is done by only using acceleration con-

straints in each of the class conditioned filters. The class conditioned filters are implemented

as IMM filters themselves, due to the nature of tracking with the potential of unknown target

maneuvers, and the overall aggregate filter which blends the class conditioned filters is itself

an IMM filter. Therefore the overall algorithm can be considered as a meta-IMM filter. An

approach similar to the IMM, but more general in its application potential is presented by

McGinnity and Irwin [29]. Note that tracking only is considered in [29], not JTC. In this

case, the modes upon which the dynamic model is conditioned are the aircraft maneuver

hypotheses. In their work, the multiple model filter maintains the same number of mode

conditioned filters as there are hypotheses, which is similar to the IMM. Additionally their
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algorithm applies a density mixing technique at each time step, as in the IMM. However, un-

like the IMM their algorithm uses particle filters for each of the mode conditioned filters, so

it can handle nonlinear and non Gaussian mode conditioned models. The authors find that

it performs better than the IMM in a simulated tracking problem, at the cost of increased

computational complexity.

Angelova and Mihaylova [3] present a particle based approach to JTC, and compare

this with a mixture Kalman filter (MKF) algorithm. The particle approach augments the

target kinematic state with a mode state signifying the target class hypothesis, resulting in

what is often referred to as a “hybrid state” model. The kinematic portions of the hybrid

state are conditioned on the mode state, meaning that the target dynamics are a function

of the target aircraft type. The likelihood of the entire state vector, given a history of radar

measurements, is used to update the overall posterior. This means that by treating the mode

state as part of the overall state vector, the class probability is estimated inherently via the

radar measurements. No direct class measurements (e.g. ESM) are used. The MKF treats

the mode state as a particle but marginalizes out the kinematic states. These are assumed

to be linear and Gaussian and can therefore be estimated using Extended Kalman Filters

(EKF), conditioned on the value of the corresponding mode particle. This approach treats

the true posterior as a weighted sum of Gaussian distributions (hence mixture Kalman filter).

The particle approach is very similar to the method in [21], which is discussed in detail in

Section 4. The MKF approach is very similar to the method presented in [30], which is also

discussed in detail in Section 3.6. The MKF is extended to cases where the mode conditioned

models are not linear and Gaussian in [5] for the tracking only problem in the presence of

significant glint. However, the overall distribution is still treated as a mixture of Gaussians

as in the MKF. The difference is that the authors propose a method of optimally mixing

the mode conditioned estimates in a way that accounts for the nonlinear/non-Gaussian

characteristics of the mode conditioned models.
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This summary of work in JTC field is presented because of the close similarities between

the tracking/classification problem and the goal of this dissertation. However there are some

important differences which must be clarified. First, the platform type (which is the “mode

state”) for the problem considered here is static. Whereas in the tracking problem, the mode

state corresponds to the set of possible maneuvers of the tracked vehicle and thus changes over

time. This difference means that the multiple model filters designed around optimal pruning

of the mode history, such as the IMM, GPB, and MKF, are unnecessary. It is more important

for the Joint Navigation and Classification (JNC) problem to optimally represent the state

distributions and to ensure robustness in classification than it is to maintain an accurate

history of the mode state. These algorithms all make assumptions about the posterior

distribution in order to maintain a good mode state history. The IMM assumes that the

posterior distribution is Gaussian, while the GPB and MKF assume that the posterior is at

least a mixture of Gaussians. There are many applications for which this may be acceptable,

even in certain cases of JNC, but the assumptions are made in order to obtain a result which

is unnecessary for JNC. Therefore, these types of algorithms are not used. In Section 3.6,

more background is given on particle filter specific multiple model methods which are more

germane to JNC. This is done so that they can be considered in more detail after particle

filtering foundations are discussed.

1.4 Contributions and Outline

In light of the preceding problem motivation and related works, the following contribu-

tions are presented in this dissertation:

• Development of an algorithm to aid ground vehicle navigation performance using kine-

matic constraints (results presented by the author in [34]).

• Analysis of navigation performance of the algorithm in simulation and with real data.
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• Experimental data showing that naive application of kinematic constraints will actually

degrade the navigation solution if the IMU is of high enough quality.

• Development of an algorithm which simultaneously classifies the vehicle platform online

and improves the navigation output using kinematic constraints.

• Analysis of navigation and classification performance of the algorithm with real data

from three different platforms.

• Development of an algorithm which can autonomously determine if kinematic con-

straints will be beneficial or harmful to the given inertial system online.

• Analysis of navigation and classification performance of the algorithm with real data

from three different platforms, using various quality inertial measurement units.

The first contribution of this work is an algorithm which applies kinematic constraints

in a robust manner to aid an inertial navigation system for a ground vehicle. This algo-

rithm uses the assumption that ground vehicles move along the forward axis of the body,

thus the motion perpendicular to the forward axis in the horizontal plane is zero, as is the

motion perpendicular to the road surface. This algorithm uses the yaw rate gyroscope to

detect vehicle turning motion. If the vehicle is not turning, then applying the constraint

is appropriate and helps bound the inertial system error growth. If the vehicle is turning,

then the constraint is not applied because there are small violations of the zero lateral ve-

locity assumption when turning. These violations have the effect of accumulating error in

the filter over time, and should therefore be avoided. The performance of the algorithm is

analyzed using simulated data and data collected from a sensors mounted on an all terrain

vehicle. This work also includes an analysis of the relationship between the IMU quality

and the errors introduced by improper assumptions. It is shown that there is a level of IMU

quality which is high enough that the inertial drift is less than the error accumulated from

violating the lateral motion constraints. This is an important finding, because it implies
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that kinematic constraints should not be applied indiscriminately to all navigation systems

using a known platform. Therefore some knowledge of the inertial measurement unit quality

is required in order to make this distinction.

Another contribution of this work is a novel approach to increase navigation system

accuracy while maintaining flexibility regarding the deployed application. An algorithm is

designed which is able to autonomously determine online the type of vehicle platform to

which it is affixed, and then simultaneously use this knowledge to improve the navigation

performance of the system. This means that this new navigation system can be strapped to a

particular vehicle or person in the field and provide a navigation solution which is optimized

to the platform type, without requiring any apriori knowledge of the host platform. The

algorithm is a variant of a multiple model particle filter, which has the majority of the state

vector marginalized via Rao-Blackwellization in order to optimize computational tractability.

Each platform hypothesis has a unique reference trajectory subject to its specific model in

addition to an independent set of particles which model the error in the reference trajectory.

The probability of each mode hypothesis is updated at each time step via the particular

dynamic propagation model and the likelihood functions of received measurements. Over

time, the measurements rule out the unlikely platform modes and leave the true vehicle

platform mode set alive. The constraints inherent to the identified model serve to improve the

overall trajectory of the navigation solution. The performance of this algorithm is evaluated

using data sets from ground vehicle, pedestrian, and aircraft platforms. The algorithm is

able to properly classify the platform type online, with no apriori knowledge regarding the

platform. The navigation performance of the algorithm is evaluated by comparing the results

with ground truth and with results from an unconstrained system. It is shown that in all three

cases the proper platform is identified and the corresponding constraints actually improve

the navigation solution when compared with the unconstrained solution. The unconstrained

solution has no other differences besides the constraints; all other things are equal for the

comparison.
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These results demonstrate that the algorithm meets the desired goals of this disserta-

tion. However, these data sets use IMU’s that are not of very high quality. Therefore it is

possible, as previously stated, that imposing these constraints when a high quality IMU is

used can degrade the solution. The algorithm must be able to handle this in a a way which

doesn’t compromise the flexibility benefit that the online classification provides. The final

contribution of this dissertation solves precisely this problem. A variant of the algorithm

is presented which also determines online whether any constraints should be applied at all,

regardless of the platform type. This algorithm autonomously decides between each of the

hypotheses representing a constrained platform type and a “null” hypothesis representing an

unconstrained model. The null hypothesis is agnostic of the platform type. It implies that

no matter what the platform type is, the IMU is of high enough quality that it is more accu-

rate than any constraints which would be applied. This modified version of the algorithm is

tested on data sets from pedestrian, ground vehicle, and aircraft platform types with tactical

grade IMUs. It is shown that the algorithm properly decides on the unconstrained model and

applies no constraints. Additionally, an example case with a ground vehicle and a tactical

grade IMU is studied using the original filter which doesn’t include the null hypothesis. It is

shown that in this case the constraints to degrade the navigation performance, as predicted.

This work is outlined as follows. The remainder of Chapter 1 provides important back-

ground on inertial navigation and Kalman filtering. Inertial measurement units are the

primary component in modern navigation systems, and as such their fundamentals are dis-

cussed in detail. Following this is a discussion of Kalman filtering. Kalman filters are used

in Chapter 2, and elements of Kalman filtering permeate the Joint Navigation and Classifi-

cation (JNC) algorithm which is ultimately developed in Chapter 4. Chapter 2 presents a

study of inertial constraints applied to ground vehicle navigation. This is a case study which

motivates the need for inertial constraints and proves their benefits using experimental data

collected on an all terrain vehicle (ATV). Furthermore Chapter 2 motivates the need for dis-

tinguishing between high and low quality IMUs when using kinematic constraints. Chapter
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3 introduces particle filtering fundamentals and provides a detailed discussion of more ad-

vanced multiple model techniques which are foundational to the online classification portion

of the JNC filter. Important considerations for implementing multiple model particle filters

in real applications are discussed. Chapter 4 builds on Chapter 3 and develops the Joint

Navigation and Classification filter. The indirect filter framework which is used is described,

in addition to the Rao-Blackwellization method which is adopted. The constrained platform

models are presented, as are the measurement models for all sensors used. Chapter 5 ana-

lyzes the JNC filter performance using real data from three different platforms and several

different IMUs. Finally, Chapter 6 presents the conclusions of this dissertation and discusses

potential future work.

1.5 Inertial Navigation

Inertial sensors are the backbone of all so-called kinematic, or sensor fusion based,

navigation systems. As the inertial sensors provide measurements of the state derivatives,

they are used to propagate the system forward in time. Therefore attention is given here

to the dynamic equations of inertial navigation. First the dynamic equations are discussed.

This is followed by a discussion of the first order approximation of the dynamics, which

becomes important for uncertainty propagation in many cases [9]. In this work the attitude

state is maintained as a quaternion q, which represents the orientation of the body frame

with respect to the North-East-Down (NED) frame. The attitude is propagated according
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to Equations (1.1 - 1.3)

q̇ =
1

2
qωBBN (1.1)

ωBBN = ωBBI −RB
Nω

N
NI (1.2)

ωNNI = ωe


cos(λ)

0

− sin(λ)

+


vE

RΦ+h

− vN
Rλ+h

−vE tan(λ)
RΦ+h

 (1.3)

where ωBBN signifies the orientation of the body frame with respect to the NED frame,

expressed in the body frame. The term ωBBI is the rotation rate of the body frame with

respect to the inertial frame. The term ωNNI is known as the transport rate. It accounts for

the rotation of the local NED reference frame due to the motion of the vehicle across the

globe. It is resolved into the body frame via RB
N , which is the directio cosine matrix (DCM)

of the vehicle attitude. The transport rate is a function of the earth rotation rate ωe, the

vehicle velocity [vN , vE], and the vehicle geodetic position [λ, h].

The velocity propagation equations are given in Equations (1.4-1.7).

v̇N = −
[

vE
(RΦ + h) cos(λ)

+ 2ωe

]
vE sin(λ) +

vNvD
Rλ + h

+ aN (1.4)

v̇E =

[
vE

(RΦ + h) cos(λ)
+ 2ωe

]
vN sin(λ) +

vEvD
RΦ + h

+ 2ωevD cos(λ) + aE (1.5)

v̇D = − v2
E

RΦ + h
− v2

N

Rλ + h
− 2ωevE cos(λ) + g + aD (1.6)

g = 9.780327(1 + 5.3024× 10−3 sin2(λ)− 5.8× 10−6 sin2(2λ)) · · ·

− (3.0877× 10−7 − 4.4× 10−9 sin2(λ))h · · ·

+ 7.2× 10−14h2 m/s2 (1.7)

The linear acceleration of the vehicle in the NED frame is represented by the a[N,E,D] terms.

The first terms in Equations (1.4) and (1.5) are Coriolis terms resulting from the motion of
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the NED frame, as are the third terms in Equations (1.5) and (1.6). The second terms in

Equations (1.4) and (1.5) are centripetal terms, as are the first two terms in Equation (1.6).

The down velocity derivative also contains the gravitational component, which is computed

via Equation (1.7).

The position states are maintained in geodetic terms [λ,Φ, h], and as such the rates

must be transformed from rates of NED position to geodetic rates. This is done via scaling,

which is a function of position, in Equations (1.8) and (1.9). The altitude rate is merely the

negative of the down velocity (1.10).

λ̇ =
vN

Rλ + h
(1.8)

Φ̇ =
vE

(RΦ + h) cos(λ)
(1.9)

ḣ = −vD (1.10)

The inertial sensor models each contain error contributions from a scale factor κ{g,a}, a

constant “turn-on” bias b{gs,as}, a time-varying bias b{g,a}, and Gaussian white noise η{gv,av}.

The gyroscope and accelerometer models are shown, respectively, in Equations (1.11) and

(1.12). The dynamic bias for each are modeled as first order Markov-processes having a

specific time constant τ{g,a} and driven by Gaussian white noise η{gu,au} (1.13 - 1.14).

ω̃BBI = (I3×3 + κg)ω
B
BI + bg + bgs + ηgv (1.11)

ãB = (I3×3 + κa) a
B + ba + bas + ηav (1.12)

ḃg = − 1

τg
bg + ηgu (1.13)

ḃa = − 1

τa
ba + ηau (1.14)

aN = RN
Ba

B (1.15)

The acceleration in the body frame is transformed into the NED frame given Equation (1.15).
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It will be necessary when processing Kalman filtering equations to apply a first order

linearization to the error dynamics (δ) of the above navigation equations. The error dynamics

(δẋ) are derived directly from their parent equations as described in [9]. The first order

linearization of the error dynamics is given by (1.16 - 1.17).

Φk = eFk∆t (1.16)

δẋ = Φδx+Gη (1.17)

The matrix Φ is the discrete approximation of the state transition matrix. The dynamics

are linearized in continuous time to form the matrix F , and then discretized according to

(1.16) to obtain Φ. The matrix G is the linearization of the process noise input matrix. F

and G are given below:

Fk =



F11 F12 03×3 03×3 03×3 03×3 03×3 03×3 03×3

F21 F22 F23 F24 F25 03×3 03×3 F28 03×3

F31 F32 F33 03×3 03×3 F36 F37 03×3 F39

03×3 03×3 03×3 F44 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 F66 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3



(1.18)

G = I27×27 (1.19)
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The primary terms of the linearization are shown in Equations (1.20-1.29), with the remain-

ing terms are defined in Appendix A.

F12 =


1

Rλ+h
0 0

0 sec(λ)
RΦ+h

0

0 0 −1

 (1.20)

F23 = −RN
B

[
âB×

]
(1.21)

F24 = −RN
B (I3×3 − κ̂a) (1.22)

F25 = −RN
B (aB − b̂a) (1.23)

F28 = −RN
B (I3×3 − κ̂a) (1.24)

F36 = −(I3×3 − κ̂g) (1.25)

F37 = −(ωBBI − B̂g) (1.26)

F39 = −(I3×3 − κ̂g) (1.27)

F44 = − 1

τa
I3×3 (1.28)

F66 = − 1

τg
I3×3 (1.29)

1.6 Implementation of the Inertial Navigation Equations

The inertial navigation equations described in Section 1.5 are implemented at the rate

of the IMU signals by applying numerical integration. Initial conditions for the navigation

states are required. Equations (1.1 - 1.10) are a function of the navigation states and the

measured inertial signals. In (1.1 - 1.10) the current state estimate is used in place of

the true value, which is unknown. The inertial signals are compensated for the estimated

errors according to the error models (1.11 - 1.15), where (̂) represents an estimated quantity.

The IMU error estimates are resolved in the frame of the IMU, and thus the correction is

done in this frame. Equations (1.30) and (1.31) show how the measured inertial signals are
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compensated with the estimated sensor errors.

aS(i) =
(ãS(i) − (b̂as,(i) + b̂a,(i)))

(1 + κ̂a,(i))
(1.30)

ωSSI,(i) =
(ω̃SSI,(i) − (b̂gs,(i) + b̂g,(i)))

(1 + κ̂g,(i))
(1.31)

Next, the DCM of the IMU with respect to the body frame is used to resolve the compensated

IMU signals into the body frame via Equations (1.32) and (1.33),

aB = RB
S a

S (1.32)

ωBBI = RB
S ω

S
SI (1.33)

where i ∈ {x, y, z}. Having evaluated all of the state derivative equations, these are now

numerically integrated to obtain the state estimate at the next time step. In this work,

Heun’s second order Runge-Kutta method is used. The numerical integration process is

given in Equations (1.34-1.36).

x̃k+1 = xk + ∆tf(tk, xk) (1.34)

xk+1 = xk +
∆t

2
[f(tk, xk) + f(tk+1, x̃k+1)] (1.35)

f(tk, xk) , ẋk (1.36)

1.7 Kalman Filtering

The Kalman Filter is a widely popular filtering algorithm which implements the weighted

linear least squares algorithm in a recursive manner [37]. Given a linear system subject to

additive Gaussian noise in the process dynamics and the measurement model, the least

squares estimator is the best linear unbiased estimator in terms of the estimation error
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variance [37]. Such a system is described in Equations (1.37) - (1.40).

yk = Hxk + η (1.37)

xk+1 = Axk +Buk +Gω (1.38)

ω ∼ N(0, Q)nx (1.39)

η ∼ N(0, R)ny (1.40)

The vector yk represents the full measurement vector at time k, and H encodes the linear

relationship between the measurement and the state vector xk. The state propagation is

linear in the state vector and the process inputs uk, where the matrix B describes how the

input enters the system. The system dynamics may also contain additive Gaussian noise ω,

which enters via G. Both ω and η are assumed to be zero mean with normal distributions.

The Kalman filter maintains an estimate of the state (x̂) and the estimation uncertainty

(P ) which is based on the system dynamic model and the statistical model of the stochastic

elements. Given the measurement model, the estimation uncertainty at time k, and the

measurement uncertainty R, the optimal update gain L is computed using Equation (1.41).

Lk = PkH
T (HPkH

T +R)−1 (1.41)

The gain L is often referred to as the “Kalman gain,” and it is optimal in the sense that P

is minimized. Once the Kalman gain is computed, the state is updated using the gain and

the difference between the measurement and the predicted measurement (also known as the

measurement “innovation”). Note that if the assumptions of the Kalman filter are met, then

the Kalman gain is the optimal amount with which to scale the measurement innovation in

order to update the state estimate. The state update is given by Equation (1.42).

x̂k = x̂k + Lk(yk −Hx̂k) (1.42)
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Having adjusted the state estimate using information from the latest measurement, the

uncertainty in the filter should also be adjusted. This is done in Equation (1.43).

Pk = (I − LkH)Pk (1.43)

The filter propagates the estimate and the uncertainty forward in time using Equations

(1.44) and (1.45).

x̂k+1 = Ax̂k +Buk (1.44)

Pk+1 = APkA
T +GQGT (1.45)

Equation (1.44) is merely the model of the deterministic components of the system, while

the second term in (1.45) accounts for the effects of stochastic components on the estimation

uncertainty. The Kalman filter makes several important assumptions, which are listed below:

1. The system dynamics and measurement models are linear.

2. The system model (A,B,G,H,Q,R) is perfectly known.

3. The stochastic elements (ω, η) are normally distributed with zero mean and their dis-

tribution parameters (mean and variance) are known.

4. The errors (ω, η) are uncorrelated in time with themselves or each other.

Assumption 1 is rarely true in an absolute sense, and some linearization is often required.

In this case the system model (A,B,G,H,Q,R) is linearized about the current best state

estimate, where the model is a function of the state. Furthermore, Equations (1.42) and

(1.44) are replaced with the full nonlinear functions respective to each, as given in Equations
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(1.46 - 1.47).

x̂k+1 = f(x̂k, uk) (1.46)

x̂k = x̂k + Lk(yk − h(xk)) (1.47)

Applying these linearizations results in the well known Extended Kalman Filter (EKF).

An implementation of the EKF is discussed in Section 2.2, where additional details are

given. Assumption 2 is often impractical also. In order to deal with potential errors in the

system model it is common to increase the variances (Q,R) according to the assumed model

uncertainty. This mitigation technique is still subject to assumption 3, however. Filter

designers seek to ensure assumption 3 via apriori knowledge of the stochastic terms. In

sensor fusion applications, which are considered in this work, this amounts to experimental

testing and modeling of the sensor errors. Thus where is it determined that the process

noise or measurement noise terms are not zero mean, an additional state which represents

this stochastic parameter can be added to the state vector. This may be modeled as a time

correlated value or a static value. Note that assumption 3 doesn’t mean that R must be

diagonal, only that the measurement vector is uncorrelated with itself at any other time

instant, and that it is uncorrelated with the process noise. If assumption 4 is mostly valid

for a given application, then simply increasing the R is usually sufficient to overcome the

deviations from this requirement. However if this is not true, then augmenting the state

vector with a time correlated measurement error state or applying other techniques will be

required.
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Chapter 2

Kinematic Constraints for Improving Navigation

2.1 Introduction

This chapter presents a method of applying kinematic constraints to an unaided INS

system which is used on a ground vehicle. In contrast to [39], a similar study, no external

aiding sensors are used. Recall that the goal of this dissertation is to show an algorithm

which can classify the platform type online and use this information to improve the navigation

solution. Therefore it is first important to consider the impact of kinematic constraints and

to prove that they actually benefit a real navigation system. Only then does it make sense

to consider online platform classification. Two particular ground vehicle constraints are

considered: zero lateral velocity and zero vertical velocity. These are applied in a Kalman

filter structure as virtual measurements of the lateral and vertical velocities in the vehicle

coordinate frame. Additionally, the lateral and vertical accelerometer biases are estimated

using these constraints. The research presented in this chapter studies the error growth

in position and velocity estimates which can occur if the assumed constraints are violated.

This chapter also proposes a method of detecting lateral slip conditions without any outside

aiding, making it possible to take advantage of the lateral velocity constraint when it is

appropriate without introducing additional errors when the constraint is violated. Section 2.2

describes the navigation algorithm and the method of applying the constraints. Section 2.3

considers the effects of constraint violations on the navigation error and presents simulation

studies which analyze this problem. Section 2.4 presents navigation results from processing

experimental data collected at Auburn University. The results of this chapter have been

published previously [34].
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Figure 2.1: Diagram of Navigation Algorithm.

2.2 Navigation Algorithm

The core of the navigation algorithm is the standard INS mechanization routine, whereby

the accelerometer and gyro signals are resolved into the navigation frame using the current

attitude solution and integrated to obtain the new position, velocity, and attitude. Generally

speaking, the IMU signals are also compensated for estimated bias effects, Coriolis effects

from the Earth’s rotation, local gravitational variations, etc. In this case, Coriolis effects

and the gravity model are not included, because the target application is a ground vehicle.

The operational speeds are low enough that the Coriolis effects can be neglected, and the

altitude changes are small enough that gravity can be assumed constant. The equations used

to calculate the INS position, velocity, and attitude (PVA) solution in the NED frame are

described in [35].

The constraints on Vy and Vz (in the vehicle frame) are applied using a Kalman filter.

This is shown in Figure 2.1, where the variable Rb
n represents the direction cosine matrix of

the vehicle body frame with respect to the navigation frame. This DCM is a function of the

current attitude solution. Note also that the variable Rn
b represents the inverse rotation. At

each time step, the NED velocities from the navigation solution are rotated into the body
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frame using the current attitude estimates in order to obtain current estimates of the body

XYZ velocities as in Equation (2.1). The states of the Kalman filter are given by Equation

(2.2).


V̂x

V̂y

V̂z

 = Rb
n


V̂n

V̂e

V̂d

 (2.1)

X̂ =

[
V̂y b̂y V̂z b̂z

]
(2.2)

Again, note that V̇y and V̇z are not calculated and propagated explicitly. At each time step,

Vy and Vz are computed from the navigation state via a rotation transformation. The bias

estimates are assumed constant in between updates. At each time step, the Kalman gain

is computed and the measurement update is applied, per Equations (1.41 - 1.43) presented

previously. In this case, the measurements are virtual measurements, such that R is simply

tuned to reflect the confidence in the validity of the constraints. I is a 2x2 identity matrix,

and yk is the measurement vector. The vector yk is given by

Y =

 Vy

Vz

 =

 0

0

 (2.3)

If both constraints are applied, H is given by

H =

 1 0 0 0

0 0 1 0

 (2.4)

If the lateral velocity constraint is not applied and the vertical constraint is applied, H is

given by

H =

 0 0 0 0

0 0 1 0

 (2.5)
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Therefore switching between whether or not the lateral constraint is applied is simply a

matter of changing H(1,1). The covariance is propagated in between measurements as a

function of the state dynamics and the noise input matrix. The equations to do so are given

by [37]

Ṗk = APk + PkA
T +BwQB

T
w (2.6)

Pk = Pk−1 +
1

2
∆t(Ṗk + Ṗk−1) (2.7)

Q is the input noise matrix, and is tuned according to the anticipated accelerometer values.

Bw represents how the process noise enters the system. In this case, it is an identity matrix.

Note that simple trapezoidal integration is used to propagate the covariance forward in time.

The matrix A represents the state dynamics. It is given as follows.

A =



0 a12 0 0

0 a22 0 0

0 0 0 a34

0 0 0 a44


(2.8)

In the first portion of this chapter, accelerometer biases are not estimated. Therefore the

algorithm is set to ignore by and bz. This is done by setting a12 and a34 to 0. In this case, it

doesn’t matter what a22 and a44 are set to. If it is desired to estimate by and bz, as is done

later in this chapter, then a12 and a34 are set equal to -1. The terms a22 and a44 are defined

by the model of the accelerometer. In this chapter, the accelerometer signal is modeled per

Equation (2.9),

ameas = atrue +Rb
ng + δf + w (2.9)

where “a” corresponds to the acceleration, g is the three dimensional gravity vector in the

NED frame, w is zero mean wide band noise, and δf is the sensor bias. The bias is modeled
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as having a static component and a drifting component in Equation (2.10),

δf = bstatic + bdrift (2.10)

ḃdrift = −1

τ
bdrift + µ (2.11)

where the drifting term is modeled as a first order Markov process, given by Equation (2.11).

Here, τ is the assumed time constant for the accelerometer bias and µ is the wide band noise

driving the process [19]. The term δf is the scalar form of the vector term δf in Equation

(2.9). The characteristics of w and µ are defined by Equations (2.12) and (2.13).

w ∼ N(o, σ2
w) (2.12)

µ ∼ N(0, σ2
b ) (2.13)

The standard deviations σw and σb, and the time constant τ , are provided in Table 2.1.

In this study the roll and pitch states are excluded from the filter for two reasons. First,

tactical grade gyroscopes have very stable biases, and these can be easily identified using

static data. When this is done the primary error growth in the attitude solution will be

due to integrating the wide-band noise, and the growth is very slow when using a tactical

grade IMU. Second, it is hypothesized that it will be extremely difficult, if not impossible,

to separate the gravitational effects of the attitude from the accelerometer biases using only

the virtual measurements of the constraints. This stems from the well studied observability

problem of INS alignment [32].

Three variations of this algorithm are studied. In the first case, the lateral velocity

constraint is assumed to be valid at all times and is therefore applied at all time steps. This

is referred to hereafter as the “hard constraint” case. In the second case, the lateral velocity

constraint is never applied (“no constraint”). In the third case, the lateral velocity constraint

is applied only if the yaw rate signal remains within a predefined threshold ζr for a predefined

length of time Tr. The constraint is lifted immediately if the yaw rate magnitude exceeds
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ζr. This is hereafter referred to as the “soft constraint” case. The yaw rate gyro is used as a

condition for the lateral constraint because it is a reasonable means of determining whether

or not the vehicle is driving straight under most operating conditions. Furthermore, if the

vehicle is driving straight, then under most operating conditions there will be no lateral

velocity or sideslip and the lateral constraint will be valid. This method of straight driving

detection was successfully used to aid a loosely coupled GPS/INS sideslip estimator in [8].

The threshold is selected as being three times the standard deviation of the assumed wide

band noise characteristics of the yaw rate gyroscope. In all three cases the vertical velocity

constraint is applied at every time step.

2.3 Positioning Errors Due to Sideslip

Several experiments are conducted in this study using Carsim, a high fidelity commer-

cial vehicle simulation software package. All simulations include periods of driving straight

(resulting in a valid lateral velocity constraint), as well as periods of turning during which

sideslip is present and the constraint condition is violated. The inertial outputs of the simu-

lation are corrupted with wide-band noise and a drifting bias, all according to specifications

matching a MEMS grade IMU. Additionally, the same experiments are repeated with the

outputs corrupted with errors matching a tactical grade unit. The specifications of the er-

rors for each grade are listed in Table 2.1. Note that the values for σw were obtained for

Table 2.1: IMU Categorical Specifications

Accelerometers Tactical MEMS
σm(m/s2) 0.011189 0.005778
τb(s) 60 100

σb(m/s
2) 30E-6 1.80E-03

Gyroscopes
σw(deg/s) 0.20443 0.11608
τb(s) 100 300

σb(deg/hr) 0.5 240

the MEMS case by examining two hours of static data recorded on a Crossbow IMU-440
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at 20Hz. For the tactical case, this value was obtained by examining 1.5 hours of static

raw IMU data recorded from a Novatel SPAN system at 100Hz. The SPAN system uses a

Honeywell HG1700 (AG58) IMU. The time constant and driving noise variance values were

taken from the ranges given in [10] for the corresponding sensor grade.

The accuracies of the positioning solution when using the three different lateral con-

straint approaches are compared, and the results from the MEMS IMU case are compared

with the results from the tactical grade IMU case. This results in a total of six different

scenarios, which are labeled scenarios 1-6 in Table 2.2. Figure 2.2 shows the trajectory of

Table 2.2: Ground Vehicle Test Scenarios

Scenario Lateral Velocity Constraint Vertical Velocity Constraint IMU Grade

1 off on tactical
2 soft on tactical
3 hard on tactical
4 off on MEMS
5 soft on MEMS
6 hard on MEMS

the simulated experiment. In this simulation the vehicle drives straight on a flat road for a

period of time, followed sequentially by a left, right, and another left turn. The run lasts

for 100 seconds, and is ended by a sustained period of straight driving. The dynamics in

this experiment were aggressive. The vehicle speed was 65 mph, and lateral accelerations

peaked at 0.7 g’s on one turn and 0.8 g’s on another. These corresponded to 3 and 4 degrees

of sideslip. Figure 2.3 also includes velocity estimates from scenarios 1-3. It can be seen by

inspection that the soft constraint case provides the most accurate final position. This can

be examined further by observing the estimates of the vehicle (or body) frame velocities for

each case. Figure 2.3 shows the true vehicle frame velocities along with each corresponding

estimate from scenarios 1-3. The X and Y velocity estimates for scenario 1 (“no constraint”)

exhibit a slow drift consistent with integrating wide-band noise, as expected. The Z velocity

estimate, by contrast, does not exhibit this drift because of the vertical velocity constraint.

Upon examining the results for scenario 2, it is observed that the estimates of the X and
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Figure 2.2: Trajectory of Simulated Experiment with Example Estimates.

Z velocities behave precisely as in the case of scenario 1, because the constraint conditions

on these states are the same as in scenario 1. However, the Y velocity estimate is more

accurate over time, because the no-sideslip constraint is applied when the vehicle is driving

straight. This is in stark contrast to scenario 3, where the constraint is applied at every

time step. The error in the lateral velocity estimate during turning maneuvers is clearly

seen, as is the expected lack of drift during straight driving periods. Not only does the

positioning in this case suffer from errors in the lateral velocity estimate, but the forward

velocity estimate is degraded as well. This is because of the coupling between the velocities

during the transformations between the navigation and vehicle coordinate frames. The error

in the lateral velocity state will corrupt both the North and East velocity estimates, which

are in turn used to obtain the X and Y velocities at the next time step. These results from

Figure 2.3 are only from one simulated experiment, and are a function of the behavior of

the underlying stochastic processes during that particular experiment. Therefore in order to
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Figure 2.3: Velocity Estimates in the Vehicle Body Frame.

more accurately assess the navigation performance of the algorithms, scenarios 1-6 were sim-

ulated 100 times each in a Monte Carlo fashion. Figure 2.4a shows the body frame velocity

errors for each of the 100 simulations of scenario 2 (soft lateral constraint). It is seen that

the X velocity estimate exhibits the expected drift patterns, while the Y velocity estimate

only drifts during the turns. Note also that the error returns to near zero when turning

ceases, as the constraint is applied to correct the estimate. This is seen at t≈16s and t≈37s.

This is an improvement over scenario 1, where the Vy estimate drifts throughout the entire

run. Figure 2.4b shows the vehicle frame velocity estimation errors for scenario 3, and the

results are dramatically different from scenarios 1 and 2. First, notice the large errors in

the lateral velocity estimate. Indeed the errors are roughly equivalent to the true lateral

velocity, because the filter constrains this estimate to zero. In cases such as this, where

larger lateral velocities are present, these large errors will rapidly accumulate in the position

solution. Note also that the error in the forward velocity estimate, which was considered

in the discussion of Figure 2.3, is consistent. These errors will also contribute to the rapid
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(a) Vehicle Frame Velocity Estimation Errors for
100 Monte Carlo Simulations, Scenario 2.

(b) Vehicle Frame Velocity Estimation Errors for
100 Monte Carlo Simulations, Scenario 3.

degradation of the positioning solution. Figure 2.5 shows the horizontal positioning error and

the vertical position error over time, for each of the 100 experiments of scenario 1. Note that

the horizontal error is calculated as the magnitude of the X and Y position errors, therefore

it is always positive. The vertical error is not a magnitude; it is the true vertical error and

may be negative. In addition, a histogram showing the statistics of the final position errors

is displayed adjacent to the time plot. Recall that scenario 1 refers to the case where no lat-

eral constraints are applied, and the vertical constraint is always applied. Figure 2.5 shows,

then, that the horizontal position errors behave as expected, with the horizontal position

estimates exhibiting random drift behaviors which arise from the wide-band noise present

on the simulated IMU signals. It is also observed that the vertical error grows much slower

by comparison, which is a product of the improvement from the vertical velocity constraint.

Table 2.3 gives the mean and standard deviations of the 100 final position errors for all

6 scenarios. The mean horizontal error for scenario 1 of ≈17m can be seen by inspection in

Figure 2.5. The remaining entries of Table 2.3 shed light on the navigation performance as a

function of both sensor quality and constraint violations. First, it is clear that the position

performance is a function of the magnitude of the wide-band noise on IMU signals, which is
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Figure 2.5: Position Estimation Errors for 100 Monte Carlo Simulations, Scenario 1.

well known. What is of interest here is whether or not the errors resulting from constraint

violations surpass the inherent sensor errors. Scenarios 1-3 show that the navigation perfor-

mance of a tactical grade IMU is superior without lateral velocity constraints vs. when the

constraints are present and are violated. This result, of course, is a function of the magni-

tude of the lateral velocities which the vehicle experiences, and of the time duration of these

velocities. However, it is concluded from scenarios 1 and 3 (tactical grade IMU) that when

moderate to large lateral velocities are present, even over short periods of time, it is better

Table 2.3: Simulation Results: Navigation Error

Horizontal Error (m) Vertical Error (m)

Scenario Number mean std mean std
1 16.72 7.95 1.64 0.96
2 12.29 6.56 1.64 0.96
3 318.17 11.25 4.03 1.09
4 682.41 350.50 -38.38 60.11
5 448.46 322.31 -19.82 57.92
6 502.91 340.70 -17.12 63.44
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to use no lateral velocity constraint than to always assume zero sideslip. Fortunately, this

is not the only option, as the results from scenario 2 demonstrate. Recall that in scenario 2

the algorithm utilizes a conditional or “soft” velocity constraint where the condition is based

on the vehicle yaw rate. It would be expected that if the yaw rate condition accurately

represents whether or not sideslip is present, then this method would be superior to both

cases 1 and 3. This is because there is no drift during straight driving, as opposed to case 1,

but neither is there additional error introduced by constraint violations, as opposed to case

3. Table 2.3 shows that indeed scenario 2 shows superior performance to both scenarios 1

and 3.

The results from scenarios 4-6 show the performance of the algorithm for the case of the

simulated MEMS grade IMU. Scenario 4 corresponds to no lateral constraint, scenario 5 to

the soft lateral constraint, and scenario 6 to the hard constraint. Table 2.3 shows that when

using the MEMS grade IMU in simulation, the performance is better when using the hard

constraint versus no constraint. This is in contrast to the tactical grade simulation results,

where using the hard constraint radically increased the errors. In the tactical grade case,

the errors introduced from constraint violations are much larger than the error growth from

the sensor errors. In the MEMS grade case, the error growth due to sensor errors is much

larger than the errors caused by constraint violations. These results are only applicable to

this specific simulation, however it does provide the important insight that whether or not

it is better to always apply the constraints vs. never applying them is a function of both

the vehicle dynamics and the sensor quality. Finally, the results from both the MEMS grade

simulation case and the tactical grade case show that the conditionally applied lateral velocity

constraint provides the best navigation performance of the three constraint approaches.

2.4 Experimental Testing and Results

Several experiments were conducted in order to validate the simulation results using

a Polaris electric drive ATV instrumented with a Novatel SPAN navigation system. The
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SPAN system is a commercial GPS/INS integration which features a Novatel single antenna

GPS receiver and a tactical grade Honeywell HG1700-AG58 IMU. The vehicle was driven

along a gravel road in a field on the campus of Auburn University. Speeds were maintained

near 20 mph throughout the run. The experiment included periods of straight driving along

with aggressive turning maneuvers. Lateral acceleration peaks of ≈ 0.5g to ≈ 0.6g occurred

during these maneuvers, and sideslip peaks of 7 degrees were generated in some cases and

up to 12 degrees in others. The raw IMU signals from the HG1700 were logged at 100Hz,

while the PVA blended solution from the SPAN was recorded at 2Hz. The PVA solution is

used in this chapter as a reference solution for comparison, due to its very high accuracy,

while the raw IMU signals are used as inputs for the navigation algorithm. The raw IMU

signals are not compensated with any error estimates from the SPAN blended solution.

Figure 2.6 shows the horizontal and vertical position errors for three different variants

of the navigation algorithm. The differences between the tests have to do with how the

constraints are applied. It can be seen in Figure 2.6 that the best horizontal positioning

performance is achieved using the soft lateral velocity constraint, a result which is in accord

with the findings from the previous simulation results. Note also the differences between the

horizontal positioning errors of the no constraint and the hard constraint cases. Over the

duration of the run, the hard constraint results in approximately 150m more error than pure

integration of the X and Y velocities. The reason for this was mentioned in the discussion of

Figure 2.3. That is, the error in the Y velocity resulting from the improper constraint will

propagate into both the North and East velocity estimates. These effects are also noticed

in the clear dependence of the horizontal error of the hard constraint case on the dynamics,

seen in Figure 2.6 during the time interval 110s < t < 160s.

Figure 2.7 shows the X and Y velocity estimates when using each of the three lateral

velocity constraint approaches. The most visible feature here is the ever increasing error in

the longitudinal velocity estimate for the hard constraint case. This is the primary cause

of the rapid horizontal error growth seen in Figure 2.6. The filter introduces error into the
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Figure 2.6: Position Estimation Error, Experimental Data.

lateral velocity state by assuming that there is no lateral velocity when there actually is. This

error propagates into the north and east velocity states, which are then transformed back

into the body frame at the next time step in order to obtain the next estimate of the vehicle

frame velocities. The lateral velocity reaches magnitudes of around 1m/s multiple times

during the run, and the hard constraint algorithm cannot capture these dynamics. Note

also the difference in the lateral velocity estimates of the no constraint and soft constraint

approach. These remain similar throughout the beginning of the run, until the estimate from

the pure integration begins to drift off at t > 160s.

The underlying cause of this error is drift in the roll estimate due to bias drift, although

that is not the focus of this study. What is germane to this discussion is that the soft

constraint is able to reject these errors while the pure integration cannot. In short, the soft

constraint implementation avoids both the errors of constraint violations and unaided signal

drift.
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Figure 2.7: Body Frame Velocity Estimates, Experimental Data.

A more intuitive glimpse into the behavior of the 3 algorithms is shown in Figure 2.8,

which represents the true and estimated trajectories of the ATV. It is again clear that

the soft constraint provides the best estimate throughout the run, as has already been

shown. Furthermore, additional insight into the nature of the constraint violations can be

seen. Notice that the error in the hard constraint case is fairly stable during the straight

segments, and that it increases primarily around corners. This is of course because the

constraint violations occur during turning maneuvers. Finally, note the simple drift that is

seen in the first trajectory, which is characteristic of un-aided integration of inertial signals.

The drift continues even after the vehicle has stopped (seen in the lateral drift in the grid

0-50 East by -50-0 North). The soft and hard constraints prevent this behavior.

Figure 2.9 shows the Z velocity reference in the frame of the vehicle and the estimates

produced when using the hard vertical constraint and when neglecting the constraint. It is

clear from the figure that the vertical velocity in the vehicle frame is very rarely actually zero,

as the constraint assumes. The first reason for this is that the terrain over which the ATV
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Figure 2.8: Trajectory of Real World Test, with Estimates.

was driven is a gravel road through an un-level field. There are many places where bumps

cause bounce effects, violating the constraint. However, the more likely primary cause is the

alignment between the IMU coordinate frame and the road coordinate frame. If there is any

relative pitch angle θrel between the surface of the road and the x axis of the IMU, then a

component of the longitudinal velocity of the vehicle proportional to sin(θrel) will be present

in the vertical axis of the IMU according to Equation (2.14).

V imu
z = V r

z cos(θrel) + V r
x sin(θrel) (2.14)

The superscript imu represents the coordinate frame of the IMU, while the superscript

r indicates the coordinate frame of the road surface. These errors in the vertical velocity

estimate will propagate into the vertical position estimate over time and degrade the solution.

This is seen in Figure 2.6, where the vertical position estimation performance is best when

the constraint is not applied.
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Figure 2.9: Body Frame Vertical Velocity Estimates, Experimental Data.

Figure 2.10: Bias Estimation Results, Experimental Data.
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Figure 2.10 shows the bias estimation performance of algorithm (using the soft lateral

and hard vertical velocity constraints), compared with the bias estimates obtained from a

blended (loosely coupled) GPS/INS integration, which is used as a reference. The blended

solution was obtained by integrating the raw IMU output of the SPAN with the position,

velocity, and attitude solutions. This was done in order to obtain reference values of the

uncompensated biases on the raw IMU signal. The GPS/INS solution is not used as a part of

the navigation solution presented in this chapter; it is only used to provide a baseline reference

estimate of accelerometer bias values. All of the bias states in a loosely coupled integration

are fully observable when position, velocity, and attitude measurements are used, so it is

concluded that the accelerometer bias estimates obtained from the GPS/INS integration are

accurate enough to serve as the baseline reference. The vertical accelerometer bias estimate

produced by the navigation algorithm converges to within 0.1mg of the reference estimate.

This accuracy is made possible by the vertical velocity constraint, and is achieved despite the

fact that the vertical constraint is technically not satisfied (as shown by Figure 2.9). It can

be seen, however, that the error in the vertical velocity constraint has a small adverse affect

on the bias estimate, beginning at time t = 70s. Likewise, the lateral accelerometer bias

estimate converges to within 0.05mg of the reference. In this case, a 1mg bias was added to

the accelerometer signal in post processing, because it was determined that the true signal

had only a miniscule bias during the time of the run and it was desired to show the bias

estimation performance. The value of 1mg was chosen because it is the maximum possible

value for the sensor bias as specified by Novatel.

2.5 A Note On Filter Parameter Tuning

The algorithms in this chapter contain several parameters which must be tuned. First,

the matrix Q, which represents the errors in the system model, must be tuned. The system

model in this chapter is based on the kinematic sensor relationships; therefore these expected

errors can be obtained from sensor analysis or the given sensor specifications. The values
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in Table 2.1 were used to tune Q. Usually, this is also the case for the matrix R, which

models the errors in the measurements. However in this chapter there are no aiding sensors,

and R models the expected error in the constraints. For this reason there are many possible

ways to tune R. In this chapter, a value of (0.1m/s)2 was chosen for R22, which corresponds

to the vertical constraint. This was chosen simply because typical GPS vertical velocity

measurements have similar error magnitudes. Tuning R11 is more open ended. The approach

taken in this chapter is to put extreme confidence in the constraint, because such confidence is

appropriate when using the soft constraint. Therefore R11 was chosen as (0.005m/s)2, which

puts extreme weight on the measurement. Of course, this allows no room for constraint

violations, which is why the performance of the hard lateral constraint case is so poor.

Another approach would be to use the hard lateral constraint and decrease its weight,

allowing for constraint violations, but this is a tradeoff. First, the less weight that is given to

R11, the less the constraint will bound the drift during straight driving. If the soft constraint

can be accurately applied, then this tradeoff is avoided. Second, tuning R11 in this manner

makes R11 a function of the dynamics. For applications with very predictable dynamic

conditions, this approach is likely appropriate. However, if the dynamics are not well known,

then applying the high weight to R11 and using the soft constraint is recommended.

Of course, the yaw rate condition logic also has parameters which must be tuned,

namely the yaw rate threshold ζr and the time duration Tr. In the simulated experiments,

ζr was chosen as three sigma of the yaw gyro noise. However it was found in the real world

experiments that environment noise made this impractical and a threshold of ζr = 2deg/s

was chosen. Tr was selected as 0.25s. The author finds that tuning the yaw rate condition

logic is preferable to tuning R11, based on experience and intuition. Intuitively, it should

be easier to quantify the noise on the yaw rate gyro, including the environment noise, than

quantifying the measure of the constraint violations. However, it still holds that tuning is

inevitably required no matter which route is taken.
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Table 2.4: Tuning Parameters: Experimental Data

Parameter Value

R11 2.5e-5 (m/s)2

R22 0.01 (m/s)2

Tr 0.25 s
ζr 2 deg/s

A table of all of the measurement related parameters is given in Table 2.4. The process

noise parameters were given in Table 2.1.

2.6 Conclusions

In this chapter the effects of lateral and vertical velocity constraints on an otherwise

unaided inertial navigation solution have been studied. In general, it is widely assumed that

deviations from the assumptions of these constraints are negligible when compared to the

error growth caused by the sensor errors. This study has shown that this is not always the

case, and that this is largely a function of the sensor quality and the dynamics of the vehicle

during the application. Studies were first conducted by simulation, showing that for higher

grade sensors the position errors caused by large constraint violations are much larger than

those caused by the inertial sensor errors. These results were validated using data collected

with a tactical grade IMU mounted to an ATV. However, the simulated experiments also

showed that for a MEMS grade IMU the constraint violation errors are smaller than the

error growth from the inertial errors. Therefore in this case it would be better to apply the

constraint despite the constraint violations than to leave the solution unaided.

This study also demonstrated a third approach to applying the constraint, which is based

on certain conditions put on the yaw rate signal. If the yaw rate signal is within a predefined

threshold for a predefined period of time, then the vehicle is considered to be driving straight

and it is assumed that the lateral velocity constraint is true. This approach avoids the

problem of the hard (or constant) constraint and does not introduce extra error during

dynamic events. It also avoids the problems posed by allowing the lateral velocity estimate
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to drift unchecked, and provides a best of both worlds solution to the lateral constraint

application.

Errors in the vertical velocity constraint were also demonstrated to degrade the vertical

position estimate. It was shown that if there is any pitch angle difference between the frame

of the IMU and the surface of the road, then components of the forward velocity proportional

to the sine of the relative pitch angle will be present along the Z axis of the IMU. Therefore

the assumption of zero vertical velocity will be invalid. Such misalignment angles can be the

result of pitch in the suspension, mounting misalignment, or both.

Finally, this chapter demonstrated the potential for using the velocity constraints to

estimate biases in the lateral and vertical accelerometers. The bias states for these two

accelerometers are modeled as a 1st order Markov process and incorporated into the Kalman

filter. Real world experiments showed that the bias estimates for these two accelerometers

converged to the expected values when using the soft lateral velocity constraint and the hard

vertical velocity constraint.
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Chapter 3

Particle Filters for Platform Classification

3.1 Introduction

This chapter introduces the fundamentals of particle filtering in addition to several

important concepts which are used in the Joint Navigation and Classification (JNC) filter.

First, the basics of particle filtering are presented in Sections 3.2 through 3.5. Section 3.2

presents some theoretical foundations of particle filtering including Monte Carlo estimation

and importance sampling. Next, Section 3.3 presents the most basic implementation of the

particle filter algorithm which is commonly known as the Sequential Importance Sampling

(SIR) particle filter. Section 3.4 then discusses the problem of sample degeneracy and how it

is often mitigated via the technique of resampling. Resampling is an important solution to

the degeneracy problem, but it can lead to sample impoverishment. Section 3.5 discusses the

problem of sample impoverishment and methods of alleviating this. The JNC filter uses a

form of multiple model particle filtering, therefore details regarding multiple model particle

filters must be introduced in addition to the particle filter basics. Section 3.6 presents in

detail various approaches to the multiple model particle filter for applications which are

nearest to the JNC problem. Finally Section 3.7 discusses which approach is the most

suitable for the JNC filter.

3.2 Fundamentals of Particle Filtering

Particle filters belong to the class of recursive state estimation algorithms for dynamic

systems. Consider a spectrum of this class of algorithms, where the algorithms are arranged

in order of their ability to process nonlinear dynamic or measurement equations and non
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Gaussian assumptions. On one side would be the well known Kalman filter, which is con-

strained to linear systems and assumptions of zero mean Gaussian distributed errors on the

input and measurement signals. Next would be the extended Kalman filter, which works for

nonlinear systems by applying a linearization around the best estimate of the state. The

EKF, however, is still subject to Gaussian error assumptions. The Unscented Kalman filter

(UKF) and interactive multiple model Kalman filter follow. The UKF attempts to mini-

mize distortion of the uncertainty occurring during nonlinear propagation by using a set of

so called sigma points to represent the uncertainty. This improvement allows the UKF to

handle systems which have stronger nonlinearity in the dynamics than the EKF can approx-

imate, but it still assumes that the true posterior state distribution is Gaussian. The IMM

is designed for nonlinear systems which can be represented by a weighted sum of Gaussian

distributions. Finally, the particle filter appears on the far side of the spectrum, opposite the

standard Kalman filter. The particle filter operates by approximating the full probability

density function of the state using a large number of discrete points (aka particles) with

associated weights. In this way the particle filter is not constrained to a Gaussian distribu-

tion, nor does it suffer from applying nonlinear functions to the probability density function

(PDF). This latter advantage is related to the approach of the UKF. The UKF avoids the

nonlinear challenges by propagating sigma points instead of the PDF. The particle filter

effectively does the same thing, only with a much greater number of points.

The two primary building blocks of particle filtering are Monte Carlo estimation of

expected values and importance sampling. First, consider an arbitrary function g(x) from

which the expectation is desired. The Monte Carlo estimator of the expectation of g(x) is

denoted as ĝ(x) and is given by

ĝ(x) =
1

Ni

Ni∑
i=1

g(xi) (3.1)
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where

xi ∼ fx(x) (3.2)

is a random sample drawn from the probability density function fx(x). This is a powerful

tool which has many applications, but the discussion here is limited to particle filtering.

Importance sampling amounts to a specific and very useful application of Monte Carlo

estimation. In particular, importance sampling is a method of using Monte Carlo estimation

to solve an otherwise difficult definite integral. For example, consider a function g(x) and

its integral Ig over the interval [a, b].

Ig =

∫ b

a

g(x)dx (3.3)

The first step of importance sampling is to rewrite the integral as an expectation. Consider

a probability density function of x, given by fx(x), and samples drawn from the density as

xi. Then Equation (3.3) can be written as

Ig =

∫ b

a

g(x)

fx(x)
fx(x)dx = E[

g(x)

fx(x)
] (3.4)

which can be solved via Monte Carlo estimation. The Monte Carlo estimate of Ig, Îg is now

given by

Îg =
1

Ni

Ni∑
i=1

g(xi)

fx(xi)
(3.5)

In this way an approximation of the integral in Equation (3.3) is obtained via Monte Carlo

simulation [2]. Furthermore, this estimate is unbiased as Ni →∞ [14].

The aim of particle filtering, or any filter in general, is to determine the probability

distribution of a state vector xk at time tk, conditional on all of the observations Zk up until

tk

p(xk|Z1:k) (3.6)
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The Monte Carlo estimate of a general probability distribution fx(x) is given by

f̂(x) =
1

Ni

Ni∑
i=1

δ(x− xi) (3.7)

where

xi ∼ fx(x) (3.8)

and δ(x) is the Dirac delta function centered at x. This general estimation is foundational to

the steps of particle filtering. Importance sampling is required when the desired distribution

fx(x) is difficult to sample from, but may at least be evaluated up to proportionality. In this

case, since it is impossible to sample from fx(x), samples from an importance distribution

qx(x) are drawn and the estimate of the distribution is given by

f̂(x) ≈
Ni∑
i=1

W iδ(x− xi) (3.9)

xi ∼ qx(x) (3.10)

W i =
wi(xi)∑Ni
i=1w

i(xi)
(3.11)

wi ∝ fx(x
i)

qx(xi)
(3.12)

In order to utilize Equation (3.9) to estimate Equation (3.6) an appropriate density qx(x
i) is

required. Assume that the prior q(xk−1|Z1:k−1) is available, which is a standard requirement

for Bayesian filtering. If the system is a Markov process then

q(xk|Z1:k−1) =

∫
xk−1∈X

p(xk|xk−1)q(xk−1|Z1:k−1)dxk−1 (3.13)

This can be obtained by sampling from the distribution p(xk|xk−1), which is a function of

the state transition model. Having done this, Bayes’ equation can now be used to update
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the distribution when a measurement becomes available.

q(xk|Z1:k) =
p(zk|xk)q(xk|Z1:k−1)∫
p(zk|xk)q(xk|Z1:k−1)

(3.14)

The posterior distribution in Equation (3.6) can now be estimated using Equation (3.14)

according to Equations (3.9-3.12).

3.3 The SIR Particle Filter

The standard, or baseline particle filter is a straightforward application of the above

principles. It is generally referred to as the Sequential-Importance-Sampling (SIS) algorithm,

for reasons discussed in this section. The steps of the SIS particle filter are well documented

in the tutorial by Aruampalam et al. [4], which is regarded as the preeminent work on basic

particle filtering. It consists of three principle steps for each iteration, which can mostly be

discussed in the language of recursive filtering. Assuming that the initial state estimate and

its uncertainty are known, the initial distribution can be defined. This distribution can be

completely arbitrary; it is not subject to any Gaussian assumptions nor is it assumed to be

of any form. The distribution is represented using the pair {x,w}, which are the particles

and the associated weights, respectively. Note that each particle represents one estimated

time history of the entire state vector. Given the initial distribution approximated by the

particles and weights, the first step of one iteration of the filter is to sample from the

importance distribution. The importance distribution is given generically (for the case of

filtering) by

qx(xk|xk−1, zk) (3.15)

where q is arbitrary and is selected by the designer. It is often common in the case of

nonlinear filtering applications of the particle filter to select the importance density to be

conditional on xk−1 alone, as it might be difficult to derive or sample from the true density

p(xk|xk−1, zk). In certain cases this optimal importance density can be derived under certain
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restrictions [4], but these will not be applied in this work. However, the density p(xk|xk−1)

is known from the state equations, and it is commonly chosen as the importance density.

qx(xk|xk−1, zk) = p(xk|xk−1) (3.16)

Sampling from this density merely amounts to applying the state equations to each of the

particles and simulating each of the stochastic terms, much as would be done to the state

vector of a Kalman filter. However in this case, there are virtually no limits on the dynamic

equations. They may be nonlinear and may contain non-Gaussian error distributions. An-

other difference is that any stochastic terms are sampled from their assumed distributions

and actually included in the state equations. The nonlinear, stochastic equations are effec-

tively simulated in order to propagate them forward in time. For this reason particle filtering

is referred to as a type of Monte Carlo method.

Once the particles xk have been sampled from the importance distribution, the weights

of the particles must be updated. In the general filtering case, the recursive update equation

for the particle weights is given as

wk ∝ wk−1
p(zk|xk)p(xk|xk−1)

qx(xk|xk−1, zk)
(3.17)

where p(zk|xk) is the likelihood function of the measurement given the estimate. This can

be calculated given the measurement equations, and is not subject to linear or Gaussian

constraints. It is readily observed that if the importance density is chosen to be the state

transition model, p(xk|xk−1), as described above, then the weight update equation reduces

to

wk ∝ wk−1p(zk|xk) (3.18)

The weight update step is akin to what is commonly referred to as the “measurement update”

step of a Kalman filter or other recursive filtering algorithms. However, the particle filter
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allows for measurement likelihood functions which are nonlinear and non-Gaussian, just as

it does for the state transition model as described above. This is a major advantage when

measurements are used which relate to the state in a nonlinear fashion. For example, an

RFID emitter simply outputs a signal that can only be received within a certain range. If the

receiver picks up the signal, then the sensor must be within the range of the emitter. This

information is most accurately represented as a uniform distribution shaped as a sphere, with

the center at the emitter location and with a radius of the signal range. Such a distribution

could not be used by a Kalman filter, and the information would have to be represented as

a Gaussian distribution. The particle filter doesn’t force the designer to fit square pegs into

round holes.

Once the weights have been determined, the posterior distribution of the state x can be

approximated using the particles and their respective weights.

p(Xk|Zk) ≈
Np∑
i=1

wikδ(xk − xik) (3.19)

The state estimate at time tk can be obtained by calculating the conditional mean from the

approximated distribution. This is done via the sum

x̂k =

Np∑
i=1

w̃ikx
i
k (3.20)

where w̃ik are the normalized weights. Figure 3.1 shows a graphical illustration of the steps

in the SIR particle filter.

3.4 Sample Degeneracy and Resampling

Although the SIS filter offers many advantages over other recursive filters, it does suffer

from a major drawback which is referred to as sample degeneracy. The two steps of the

SIS filter basically amount to propagating the particles forward in time and updating their

49

The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the
official views or policies of the Department of Defense or the U.S. Government.



Figure 3.1: SIR Particle Filter Diagram.

weights using the measurement information. In effect, the SIS filter performs a survival of

the fittest routine. Yet, after several iterations it is possible for all of the total weight in the

filter to become concentrated on one particle, leaving the remaining particles with no weight.

Recall the recursive update for the particle weights in Equation (3.18). This equation merely

updates the previous weights, which means that if the previous weight for a given particle

is very small, then the updated weight will also be very small. No weight can be larger

than one (once they are normalized), so the updates can do little to increase the weights of

deweighted particles. Therefore the posterior PDF approximation is effectively represented

by only one particle after a time, and this can be inaccurate. The authors of [13] have proven

that this degradation is inevitable, therefore a meaningful solution is required [4].

The standard solution to the degeneracy problem is to resample the particles based

on their weights, generating a new set of particles {xk} from the weighted set by sampling

new particle xjk = xik with P (xjk = xik) = wik. Particles with higher weights are likely to

be resampled multiple times, while particles with low weight are likely to be sampled few

times, if any. The idea behind resampling is to reintroduce sample diversity in the vicinity

of particles with high weight. Sample degeneracy is not a problem because the particle with

all of the weight is the wrong particle; in fact the particle with the highest weight is the most
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likely particle from that set. The problem is that once the weight has collapsed to one particle

there no longer remains any modality for further diversity in the PDF approximation. This

means that only one of many stochastic possibilities is tested at each time step. Resampling

maintains the “center of mass” of the weights in the proper location in the state space, but

it clusters many particles in this location which allows for more diversity and better coverage

of the state space. There are several possible implementations of particle resampling which

have been shown to yield comparable results. These are multinomial resampling, residual

resampling, stratified resampling, and systematic resampling [12]. Systematic is the most

commonly used due to its simplicity [4], [12], and it is likewise used in this work. The

algorithm for systematic resampling is given by Algorithm 1 [4]. This algorithm is a simple

Algorithm 1 Systematic Resampling

Given weights wi and particles xik
Initialize CDF: c1 = 0
for i = 2 : Np do

Construct CDF: ci = ci−1 + wi

end for
Let CDF index i = 1
Draw starting point u1 ∼ U

[
0, N−1

p

]
for j = 1 : Np do
uj = u1 +N−1

p (j − 1)
while uj > ci do
i = i+ 1

end while
Assign new sample xjk = xik
Assign uniform weight wjk = N−1

p

Assign parent ij = i
end for

way of drawing Np particles from an arbitrary distribution, where the probability of drawing

a particle is directly proportional to its prior weight. Once the particles are drawn, all are

reassigned an equal weight of 1/Np.
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3.5 Sample Impoverishment and Mitigating Techniques

While resampling is an effective means of addressing the sample degeneracy problem, it

leads to problems of its own which must also be addressed. The primary problem introduced

by resampling is referred to as sample impoverishment. This is analogous to sample degen-

eracy, in that the problem is still a lack of diversity in the state space. Sample degeneracy

exists when only one particle remains with any significant weight. Sample impoverishment

exists when many particles are concentrated tightly in a region of the state space. In both

cases, the result is that the “net weight” of all of the particles is very tightly clustered. This

occurs when resampling is performed too frequently relative to the process noise, because

the particles do not have time to spread out after a resample event. Resampling too often,

when combined with very small process noise, is often the cause of sample impoverishment.

A common and intuitive approach to improving sample impoverishment is to only resample

the particles when they become degenerate. Arulampalam et al. [4] offer a method to quan-

tify the degree of sample degeneracy using a measure of the “effective sample size” Neff .

This is calculated using the particle weights in the equation below.

Neff (k) =
1∑Np

i=1(wik)
2

(3.21)

Neff tends towards its maximum value as all of the weights approach 1/Np. In the extreme

case of sample degeneracy, when all of the particles but one have zero weight, Neff approaches

1. Thus a lower bound can be placed on Neff such that resampling occurs when Neff falls

below this value. In this dissertation the threshold is set as 2/3Np. Note that Equation (3.21)

implies that increasing the number of particles will improve the effective sample size. Recall

that Section 3.2 states that the Monte Carlo approximation of the expectation integral only

converges as Np approaches infinity. Here, Equation (3.21) offers a practical reason for the

requirement of many particles. Essentially there are not enough particles to cover the state

space with enough breadth and resolution.
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It is often the case that applying Equation (3.21) alone isn’t enough to overcome sample

impoverishment (without a prohibitively large number of particles). Therefore, additional

modifications to the basic resampling process are often made. Regularization is a means of

introducing additional sample diversity in the sampling process by jittering the particle set

with random samples drawn from a suboptimal density [4], [31]. The baseline resampling

process approximates the solution by sampling from a discrete density. Regularization seeks

to approximate a continuous density by drawing from a distribution which minimizes the

difference between the true posterior and the estimated posterior, according to the mean

integrated square error (MISE). This optimal density can be sampled by scaling the standard

normal distribution according to Equations (3.22 - 3.26),

xjk = xjk + hGDkσu (3.22)

σu ∼ N(0, 1) (3.23)

hG = AN
1/(nx+4)

p (3.24)

A = 8c−1
nx (nx + 4)(2

√
π
nx

)
1/(nx+4) (3.25)

DkD
T
k = Sk (3.26)

where xjk is a particle drawn from the systematic resampling algorithm, Sk is the empirically

determined covariance of the particle states, nx is the number of states in the nonlinear par-

tition, and cnx is the volume of a unit hypersphere of an nx dimensional space. These assume

that all of the particles have the same weight, and that the true posterior is Gaussian in

nature. The former is true given the systematic resampling, while the latter is an acceptable

approximation in practice. Hence regularization is a suboptimal method [31]. It does not

provide a sample from the optimal posterior distribution (in the sense of MISE), because

the Gaussian assumption on the posterior is likely false. However, it does provide much

needed diversity among the posterior particles, which is the primary reason for doing the

regularizaiton. Figure 3.2 illustrates the effects of regularization. Note that it is also found
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(a) (b) (c)

Figure 3.2: (A) Particles prior to resampling. (B) Particles post resampling. (C) Particles
post regularization.

in practice that the regularization does not force the posterior to excessively conform to a

Gaussian distribution. Consider Figure 3.2b, where the posterior after resampling has a dis-

tinct non-Gaussian structure but very little particle diversity. Performing the regularization

results in Figure 3.2c, which has far more of a Gaussian structure than Figure 3.2b but still

maintains the essential shape. Particle diversity is achieved and the underlying structure is

maintained. This is also explained by Equation (3.22). The Gaussian noise is added to each

particle individually, as opposed to collectively forcing them all into a Gaussian distribution.

For example, regularization applied to a highly multimodal posterior would result in the

same dominant modes but with some added noise around each mode.

A problem related to sample impoverishment occurs when a measurement is used which

has a very strongly peaked likelihood function. As an example, consider a case where a set of

particles representing geodetic position have drifted over time with no strong external aiding.

If a GPS measurement were to become available, which has a very small uncertainty, then

the resulting 2D likelihood is represented by a 2D Gaussian function which is very narrow.

Consequently, very few if any of the particles will lie within an active region of the likelihood

function. Being Gaussian, the likelihood function extends to infinity in both directions, but

the slope of the curve flattens dramatically at the tails. This means two things. First, the

scaling of the particles relative to one another will also be very slight. Second, the actual

state update will be very slight. The update occurs as the highest weighted particles get
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resampled. The particle set cannot “jump” to a region where there were previously no

particles. They will gradually tend towards this peaked likelihood over time via weighting

and resampling. Contrast this with a Kalman filter, where the state will jump towards

the measurement (given an appropriate uncertainty for both). Doucet et al. [13] propose

a method of incorporating the latest measurement into the proposal distribution. This is

commonly referred to as a “local linearization particle filter” (LLPF) or “extended Kalman

particle filter” (EPF). In Equation (3.16) the proposal density depended only on the prior

state. The LLPF conditions the importance density on zk by applying an extended Kalman

filter update to each particle prior to resampling. The importance density is given by

qx(xk|xk−1, zk) = N(x̂k|k−1, Pk) (3.27)

where x̂k|k−1 is the particle set having been updated by a Kalman filter. The local lineariza-

tion particle filter is given in Algorithm 2. The matrix Sk is the innovation uncertainty

Algorithm 2 Local Linearization Particle Filter

Given weights wk, particles xk|k−1, measurement zk, and measurement uncertainty Rk

Compute covariance Pk of particles empirically
for i = 1 : Np do

Evaluate wik = (wik−1)N(zk;x
i
k|k−1, Sk)

Compute xik|k = EKF (xik|k−1, Pk|k, zk, Rk)
end for
Resample set {xk|k, wk} if necessary

which is calculated as part of the standard Kalman filter update process. Figure 3.3 shows

the effects of the local linearization particle filter.

3.6 Hybrid State Particle Filters

Boers and Driessen [7] present a general method of applying particle filtering techniques

to systems which have both continuous and discrete states in the state vector. The discrete

state(s) differs from the continuous states in that it can only assume values from a discrete
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(a) Prior Density (b) Proposal Density (SIRPF) (c) Posterior Density (SIRPF)

(d) Prior Density (e) Proposal Density (LLPF) (f) Posterior Density (LLPF)

Figure 3.3: Comparison of SIRPF Resampling with LLPF Resampling. Red dashed lines
represent Gaussian measurement 1σ and 2σ uncertainties.

set. Their method is general in that it can represent various type of information, such as a

parameter, a mode of operation, a dynamic model, a measurement model, or other general

“class” information. For the applications considered in this dissertation, the discrete state

generally represents a mode of operation. Different modes can then be subject to different

parameters in the dynamic or measurement models, or radically different system models

altogether. The particle filter functions much like a standard particle filter, only now the

discrete state must also be propagated and weighted according to the measurement likelihood

functions. The algorithm is summarized in Algorithm 3. It is clear that this algorithm is a

straightforward extension of the classical particle filter for non-hybrid systems, which is one

advantage of the algorithm.

However, the primary drawback is that modes (or discrete states in general) which have

low probabilities are likely to disappear from the particle set altogether in the resampling

process. This is perhaps acceptable for the case where the discrete state represents a static
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Algorithm 3 Hybrid State Particle Filter (Boers and Driessen) [7]

X =
[
xc xd

]T
xc = continuous state
xd = discrete state
Set initial distributions of xc and xd.
for each iteration do

for all particles p do
Propagate xd according to Markov transition probabilities.
Propagate xc conditional on xd.
Calculate the weights according to measurement likelihood functions.
Apply desired resampling algorithm.

end for
end for

class which merely needs to be determined once. However this behavior completely dis-

rupts the desired estimator functionality for the case where the mode can change. Even

in the static mode case, this algorithm still suffers from a lack of robustness. This is be-

cause the resampling process can still shift all of the weight toward one particular mode via

the randomness in the estimator, even if there is no true correlation between the measure-

ment information and the set of potential modes. This effect is simply a case of sample

impoverishment impacting the discrete state.

Gordon et al. [21] present a particle filtering solution for the problem of joint tracking

and classification (JTC) of radar targets. JTC is one of the most common applications of

the hybrid state particle filter. In this application, the dynamic state of the target (position,

velocity, etc.) is the continuous state and the target “class” (friend or foe, aircraft type,

etc.) is the discrete state. In this case, the class is the aircraft type. The authors propose

the idea that information about the dynamics of the target ought to inform the estimate

of the target class, and vice versa. For example, certain types of aircraft cannot exceed

particular speeds, while others can. Therefore observing the speed of an unknown aircraft

type could potentially distinguish its class. Likewise, knowing the type of aircraft can help

to constrain estimates of the aircraft dynamics. This is achieved by implementing a type of

hybrid state particle filter, where the dynamics of the aircraft depend on which aircraft type
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it is. The authors address the problem of sample impoverishment in the discrete state by

maintaining separate sets of equal number of particles for every possible mode. In this way

it is ensured that none of the modes can disappear during resampling, because each of the

different sets is resampled individually. The probability of each possible mode is then simply

the sum of the weights for each mode, or the total weight for that mode. The authors note

that maintaining an equal number of particles for all possible modes, even unlikely ones,

increases the computational load as opposed to allowing the number of particles to vary

(greater than zero of course) as in [24]. This is the price to ensure robustness against the

sample impoverishment problem. The algorithm is summarized below in Algorithm 4.

Algorithm 4 Hybrid State Particle Filter (Gordon et al.) [21]

X =
[
xc m

]T
xc = continuous state
m = discrete state (mode)
Set initial distributions of xc and m.
for each iteration do

for all modes m ∈M do
for all particles p do

Propagate xc conditional on m.
Calculate the weights according to measurement likelihood functions.

end for
Sum the particle weights to obtain probability of the mode.
Apply desired resampling algorithm to particles in this mode.

end for
end for

The authors of [33] extend the basic ideas of [21] to the case when the mode conditioned

system models are linear and Gaussian. In this case, an IMM filter can be used to estimate

the mode state given the outputs of the mode conditioned filters, which can be implemented

as Kalman filters or IMM filters themselves. The different mode conditioned models are based

on different constraints on the {velocity, acceleration} plane, and the authors propose using

IMM filters for the mode conditioned filters in order to implement the constraints. Basically,

each mode conditioned filter is an IMM filter where each different mode conditioned filter

has a different set of possible {velocity, acceleration} pairs to choose from. One class has
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only one possible {velocity,acceleration}, while another has several possible pairs, while the

third class accepts all possible pairs. At each time step the likelihood functions for each

class are calculated and used as inputs into the overall IMM filter, which determined the

most likely mode. This is not very different fundamentally from the work in [21], where the

different mode conditioned particle sets can be thought of as generalizations of the mode

conditioned IMM filters in [33]. The particle filter approach is preferred for this dissertation

due to the flexibility of applying nonlinear constraints and using nonlinear measurements.

While Gordon et al. [21] present a particle filtering solution for hybrid state estima-

tion which is robust to sample impoverishment of the mode (discrete) state, their method

is only sufficient for the case when the mode is static. That is, the true mode state can-

not change. Although the goal of the particle filter, or any true filtering algorithm, is to

produce estimates of the system state at the current time, these states are predicated on

what happened previously. It is actually the time history of the state that the filtering algo-

rithm is fundamentally estimating, therefore hybrid systems which allow for mode switching

cannot be estimated using filters based on static mode states. In order to solve this prob-

lem, Driessen and Boers [15] propose a hybrid state particle filter where the mode state can

change according to a Markov transition model. The authors apply Monte Carlo methods

to the continuous portion of the state while they derive the exact Bayesian equations for the

evolution of the mode state probabilities. The transition model of the continuous state is

conditional on the mode state, while the mode transitions are independent of the continuous

state (in accordance with the Markov properties). In essence, the mode conditioned state

is solved via particle filtering while the mode state is solved by directly sampling from its

distribution. Additionally, this method allows the designer to control the number of particles

per mode independently at each time step, thereby avoiding the sample degeneracy problem.

The algorithm is described in Algorithms 5 and 6.

The filter proposed by Driessen and Boers solves the problem of sample degeneracy for

particle filter based estimation of hybrid state systems when the mode state is dynamic.
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Algorithm 5 Dynamic Hybrid State Particle Filter (Driessen and Boers) [15]

X =
[
s m

]T
s = continuous state
m = discrete state (mode)
Set initial distributions of s and m.
for each iteration do

for all modes m ∈M do
Do mixing according to Algorithm 6.
Predict s according to state transition model and m.
Determine particle weights from measurement likelihoods.
Resample the particles in mode set m.
Calculate mode probability according to Equations (3.29) and (3.30).

end for
end for

Algorithm 6 Mode State Mixing Algorithm for [15]

for mode mk do
Calculate P (mk+1|Zk) according to Equations (3.28 - 3.30).
Calculate P (mk|mk+1, Zk) according to Equation (3.31).
Resample Nmk+1

modes from P (mk|mk+1, Zk).
Set the weight for all s in mode mk to 1

Nmk+1
and resample.

end for

p(mk+1|Zk) =
M∑

mk=1

= p(mk+1|mk)p(mk|Zk) (3.28)

p(mk|Zk) =
λmkk p(mk|Zk−1)∑M
m=1 λ

mk
k p(mk|Zk−1)

(3.29)

λmkk =

Nmk∑
i=1

wi,mkk (3.30)

p(mk|mk+1, Zk) =
p(mk|Zk)
p(mk+1|Zk)

(3.31)

However, their method only applies when the mode state satisfies the Markov property.

It does not apply when the mode transitions are a function of the continuous state and

therefore do not satisfy the Markov property. One example given by Blom and Bloem [6]

is that of an aircraft taxiing at the airport. Let the mode state be the set of possible

maneuvers and let the continuous state include the position. The probability of the aircraft
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turning depends on where it is, because it is only likely to turn when at a runway crossing.

Therefore the probability of a mode switch is a function of the continuous state, ie. position.

Motivated by such cases, Blom and Bloem develop an algorithm very similar to Driessen and

Boers [15] with the distinction that their algorithm is able to handle mode states which are

not constrained to Markov transitions. Functionally, the algorithms do the same thing apart

from this difference. The particle prediction, correction, and mode probability calculations

are the same as in [15], only the mixing calculations are different. The mixing algorithm of

Blom and Bloem is shown below in Algorithm 7.

Algorithm 7 Mode State Mixing Algorithm for [6]

for mode mk do
Calculate the transition probabilities, which may be a function of the state.
Calculate the mode probabilities P (mk|Zk−1) given the mode priors and the transition
probabilities.
Resample Nmk+1 particles given the mode probabilities.

end for

The authors of [30] present a particle filter solution for estimating both the continuous

and discrete states of a hybrid nonlinear system. In this context, the continuous states

represent the system dynamics, while the discrete state(s) represent a particular mode of

operation. Different modes could have different model structures, or simply different discrete

values of one parameter. The algorithm is designed to be able to determine the current

mode of operation and simultaneously provide an estimate of the dynamic system states.

Traditionally, a standard or baseline multiple model particle filter implementation suffers

from sample impoverishment when there are possible modes with low transition probabilities

[21]. The authors overcome this, however, by employing a look ahead step in the resampling

process. In between measurement updates, each particle is propagated according to each

of the possible modes m ∈ M . When measurements arrive the posterior probability of

each of these modes is determined based on the measurement likelihoods and the transition

probabilities. The weight for each particle then becomes the sum of the posteriors across all

M modes. The particles are now resampled as usual according to these weights. However,
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the mode of each the new particles is sampled based on the previously mentioned posteriors.

The algorithm is summarized in Algorithm 8, with a diagram of the method given in Figure

3.4.

Algorithm 8 Hybrid State Particle Filter (Narasimhan) [30]

for all particles xi do
for all modes mj ∈M do

Propagate a version of the particle according to mode mj using Equation (3.32).
Determine the weight of mode mj using Equation (3.33).

end for
Calculate the weight of particle using Equation (3.34).

end for
Resample continuous particles according to weights.
for all particles xi∗ do

Draw discrete mode mj∗ according to wj,i∗.
end for

xi
k
∼ p(xik|xik−1,m

j) (3.32)

wj,im = p(yk|xik,m
j
k)Tmj (3.33)

wip =
M∑
j=1

wj,im (3.34)

p(mj∗) = wip (3.35)

Tafazoli and Sun [38] also address the problem of sample impoverishment occurring

in hybrid state particle filters. The standard particle filtering algorithm for hybrid system

suffers from sample impoverishment when the transition probabilities to the true mode are

small. This is because the mode is sampled using only the transition probability information,

ignoring any new measurement information. Thus, low probability modes are unlikely to be

sampled, even if measurements indicate that they are correct. Tafazoli and Sun propose

a method of incorporating the measurement likelihoods into the mode sampling process to

mitigate this problem. First, at every time step, N particles are sampled from each of the

M possible modes (having a non-zero transition probability) using the importance function

for each mode. Next, the likelihood functions of the measurements are applied to each of
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Figure 3.4: Narasimhan’s Particle Filter Diagram.

the MN particles, and the average weight for each mode is computed. Finally, the winning

mode is selected as the mode with the maximum of the average weight multiplied by the

prior transition probability. The algorithm is summarized in Algorithm 9, with a diagram

of the algorithm given in Figure 3.5.

3.7 Conclusion: Application of Hybrid State Particle Filter to JNC

This chapter has presented the fundamentals of particle filtering and some important

methods which are required to mitigate problems common to many particle filter applica-

tions. First, the concepts of Monte Carlo approximation of integral and importance sampling

were introduced. From this, the SIR particle filter was presented. Basic limitation of particle

filter such as sample degeneracy and sample impoverishment were introduced, followed by

important techniques for mitigating these limitations. These include resampling, regulariza-

tion, and including the current measurement in the proposal density via a local linearization.
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Algorithm 9 Hybrid State Particle Filter (Tafazoli and Sun) [38]

for all modes mi ∈M do
for all particles pi do

Propagate the particle according to mode mj using (3.32).
end for
Determine the average weight of mode mj using (3.36).

end for
Calculate the mode probabilities according to (3.37).
Select the mode with the maximum probability.
Resample from the particles in the winning mode according to their individual weights.

W j
m =

Np∑
i=1

wi

Np

(3.36)

p(mj) = TijW
j
m (3.37)

Figure 3.5: Tafazoli and Sun’s Particle Filter Diagram.
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Table 3.1: Taxonomy of Hybrid State Particle Filters

Mode State Mode Transition Comments

Boers / Driessen [7] Dynamic Markov Basic MMPF
Gordon et al. [21] Static N/A Separate Modes

Driessen / Boers [15] Dynamic Markov Mixing
Blom / Bloem [6] Dynamic General Mixing

Narasimhan et al. [30] Dynamic General Look Ahead
Tafazoli and Sun [38] Dynamic General Look Ahead

Additionally this chapter has presented an overview of some extensions of the basic particle

filter to hybrid state filtering, where the state vector consists of a continuous state vector

and a discrete state vector. In this chapter, the survey is limited to hybrid state filters where

the discrete state can be considered a mode upon which the continuous state dynamics are

conditioned. Table 3.1 presents a taxonomy of these particle filters, neglecting the IMM filter

presented by Ristic. The IMM filter is excluded because it does not allow for very nonlinear

measurement types, and it can be considered merely a specific case of Gordon’s hybrid state

filter. Table 3.1 represents different philosophies of dealing with the mode impoverishment

problem, where discrete states with low probability can “die off” in the resampling process

before it is appropriate. This is especially problematic when the problem requires a longer

time history of measurements to robustly sort out the mode, or when the mode can po-

tentially change. It is reasonable to model the conditions of the JNC problem, as a first

approximation, as a case where the mode cannot change over time. This rules out the need

for dynamic mode states; indeed, the possibility of mode transitions can only hurt the filter

performance. The Boers / Driessen filter includes a static mode in the state vector but does

not implement any strategies for mitigating the mode impoverishment problem. However,

the Gordon filter includes a static mode state and does not suffer from mode impoverishment.

Therefore the Gordon filter is selected as a framework to be followed when considering the

JNC problem.
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Chapter 4

Joint Navigation and Classification Particle Filter

4.1 Introduction

The goal of this dissertation is to autonomously identify the vehicle platform type and

apply the appropriate navigation constraints in order to improve the overall navigation. A

type of multiple model particle filter is developed to achieve this goal. Chapter 3.2 presented

the fundamental elements of particle filtering which are germane to the multiple model

particle filter. This chapter presents the Joint Navigation and Classifcation Particle Filter

(JNCPF) in detail. The JNCPF is an indirect, or error-state, filter as opposed to a direct-

state filter. This is an important distinction which is outlined in Section 4.2. The JNCPF

functions as a multiple model particle filter similar to the MMPF by [21] and discussed

in Section 3.6, but a Rao-Blackwellization technique has been applied to make it more

computationally feasible. This technique is presented in Section 4.3. The models which

comprise the “multiple model” aspect of the JNCPF are detailed in Section 4.4. Next the

measurements and sensor models which are used in this work are presented in Section 4.5.

Finally, the JNCPF is summarized in Section 4.6 and a pseudo-code algorithm is given to

illustrate the overall system.

4.2 Indirect Kalman Filtering

It is common in aided inertial navigation applications to use an indirect filtering formu-

lation, due to the resulting modeling advantages [23]. This means that the state vector does

not consist of the navigational states of interest. Rather the state vector is comprised of the

errors in position, velocity, etc. Thus a reference state trajectory is maintained in addition
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to the error state vector, and the true navigation state estimate is the combination of the

two [23]. The error state vector is given by

δx =

[
δrN δvN δψN ba κa bg κg bas bgs

]T
(4.1)

where each of the terms is a 3× 1 vector, resulting in a state vector that is 27 elements long.

The position and velocity estimates are computed from the reference and the error states

using Equations (4.2) and (4.3).

r̂lla = xref1:3 +


1
Rλ

0 0

0 1
RΦ cos(λ)

0

0 0 −1

 δx̂1:3 (4.2)

v̂N = xref4:6 + δx̂4:6 (4.3)

The attitude estimate must be computed using the reference and error state attitude quan-

tities expressed as direction cosine matrices (DCM)’s. This is done in Equations (4.4) and

(4.5) [28].

R̂B
N = R

B

NδR
B
N (4.4)

δRB
N = I3×3 −

[
δψ×

]
+

1

2

(
δψδψT − δψ2I3×3

)
(4.5)

The filter thus maintains the reference and error states separately and the best estimate is

computed at each time step. The error estimates naturally grow over time, due to the error

growth inherent in inertial sensors. The filter must be reset from time to time in order to

mitigate this effect and retain the advantages of the indirect filtering approach. The reset

frequency is chosen heuristically based on the IMU metadata. When a filter reset occurs,

the reference trajectory is reset to the current best estimate of the total state. The error

state vector is reset to zero, and the total state estimate remains unchanged from before the
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Figure 4.1: Generalized example of indirect filter structure.

reset to after. This is seen in Figure 4.1, where a generalized example of the relationship

between the reference trajectory, the error state, and the state estimate is visualized. A reset

is illustrated in the middle of the graph.

4.3 Rao Blackwellized Particle Filtering

One of the major drawbacks of particle filtering techniques is the heavy computational

burden that can arise from running an adequate number of particles. Recall that the Monte

Carlo approximation only holds as the number of particles tends to infinity. Realistically,

of course, a finite number of particles is sufficient. Nevertheless the appropriate number

can be very high, thus multiplying many of the filtering operations and hindering real time

performance. The number of particles needed scales non-linearly with the number of states.

This is a problem for aided INS navigation filters, which typically have a minimum of 15

states. The JNCPF uses 27 states, and applying particles to this many dimensions is ut-

terly intractable [36]. Perhaps the most elegant solution to this scaling problem is Rao-

Blackwellization. This is based on the idea that the state space can be partitioned into
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linear and nonlinear subspaces, thereby limiting the number of states which actually use

particles. Practically speaking this is very intuitive for navigation, because it is well known

that the error dynamics are sufficiently approximated by a first order linearization. Hence

the popularity of extended Kalman filters for aided INS applications. Most of the very non-

linear relationships appear in the position measurement equations. For example, the ASPN

data sets include measurements from RFID readers in several pedestrian cases. These are

binary signals which simply indicate whether or not a sensor is within range of an RFID

emitter at a known location. The measurement distribution is uniform over a region, rather

than Gaussian.

Schon et al. [36] present a Rao-Blackwellization methodology for general state space

models which have linear and non-linear components. The result is called a Rao-Blackwellized

Particle Filter (RBPF). The dynamic model of the system is given by Equations (4.6) - (4.9).

xnk+1 = fnk (xnk) + Ank(xnk)xlk +Gn
k(xnk)ωnk (4.6)

xlk+1 = f lk(x
n
k) + Alk(x

n
k)xlk +Gl

k(x
n
k)ωlk (4.7)

yekfk = hk(x
n
k) + Ck(x

n
k)xlk + ηk (4.8)

ypfk = hk(x
n
k) + εk (4.9)

The model is partitioned into so-called nonlinear (superscript n) and linear (superscript l)

states. The dynamics of each of the partitions includes a function of the nonlinear partition

(f ∗k (xnk)), a function of the linear partition A∗k(x
n
k), and noise w∗k. The noise enters the system

through the noise dynamics matrix G∗k(x
n
k). (The superscript ∗ simply denotes both the n

and l terms). The measurement model (Equation (4.8)) includes both nonlinear (hk(x
n
k)) and

linear (Ck(x
n
k)xlk) terms and Gaussian noise (ηk). In order to minimize notation confusion,

the measurements are denoted with superscripts ekf and pf , instead of l and n. This is

because there are some measurements (e.g. GPS position) which are linear functions of

the nonlinear states, and these are treated according to Equation (4.8) (e.g. using the GPS
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measurement model presented in Section 4.5). Yet there are other measurements (e.g. RFID)

which are very nonlinear functions of the nonlinear states. These are treated according to

Equation (4.9). In the JNCPF the horizontal position states are assigned to the nonlinear

partition, while all others are assigned to the linear partition. This is because the primary

nonlinear measurement requiring particles is the RFID sensor, which is a function of the

position states. The vertical position state for pedestrian and ground vehicle cases is already

constrained to the digital terrain elevation database (DTED) altitude, so particles are not

needed for altitude. The noise models are given by Equations (4.10 - 4.13), and the initial

distribution of the linear partition is given by Equation (4.14) and is assumed Gaussian.

Qk =

 Ql
k Qln

k

(Qln
k )T Qn

k

 (4.10)

ωk =

 ωlk

ωnk

 ∼ N(0, Qk) (4.11)

ηk ∼ N(0, Rk) (4.12)

εk ∼ f(εik) (4.13)

xl0 ∼ N(x̄0, P̄0) (4.14)

The noise terms ωk and ηk are assumed to be linear, while εk can have an arbitrary

distribution. The initial distribution of the nonlinear states, however, may have an arbi-

trary known distribution. The measurement update to the linear partition is described in
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Equations (4.15) - (4.18).

x̂lk|k = x̂lk|k−1 +Kk(yk − hk − Ckx̂lk|k−1) (4.15)

Pk|k = Pk|k−1 −KkMkK
T
k (4.16)

Mk = CkPk|k−1C
T
k +Rk (4.17)

Kk = Pk|k−1C
T
kM

−1
k (4.18)

These correspond with the standard Kalman filter update equations. Equations (4.15) -

(4.16) give the updates for the linear state and covariance, while Equations (4.17) - (4.18)

describe the requisite calculations for the innovation uncertainty matrix Mk and the Kalman

gain Kk. The linear partition equations of the filter only differ from a standard Kalman

filter in the state time update portion of the algorithm. This is shown in Equations (4.19) -

(4.23).

x̂lk+1|k = Alkx̂
l
k|k +Gl

k(Q
ln
k )T (Gn

kQ
n
k)−1zk + f lk + Lk(zk − Ank x̂lk|k) (4.19)

Pk+1|k = AlkPk|k(A
l
k)
T +Gl

kQ
l
k(G

l
k)
T − LkNkL

T
k (4.20)

Nk = AnkPk|k(A
n
k)T +Gn

kQ
n
k(Gn

k)T (4.21)

Lk = AlkPk|k(A
n
k)TN−1

k (4.22)

zk = xnk+1 − fnk (4.23)

The most important new term in Equation (4.19) is the last term (Lk(zk − Ank x̂
l
k|k)).

This is the means by which correlation from the nonlinear partition is fed back into the linear

partition. The term zk corresponds to the difference between the nonlinear state change due

to nonlinear terms and linear terms. Recall that fnk and f lk are defined in Equations (4.6)

and (4.7). The gain term Lk handles all of the correlation between the linear and nonlinear

partition. It also appears as a part of the last term in in Equation (4.22). This term adjusts

the linear partition uncertainty to account for the fact that information has been added to
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the filter from the nonlinear partition. Without this term, the uncertainty would be too

large. Note that it is often the case that the term Qln
k is zero, which implies that there is no

correlation between the process noise of the linear and nonlinear partitions. This is true in

this work also, and thus the term Gl
k(Q

ln
k )T (Gn

kQ
n
k)−1zk is zero. The nonlinear partition is

updated in a similar manner as the classical particle filter. Equation (4.24) gives the “pf”

measurement update for the nonlinear partition.

p(ypfk |X
n
k , Yk−1) = fy|x(y

pf
k , x̂

n
k ,Θ) (4.24)

An example of such a measurement would be from an RFID sensor. This is a likelihood

function with an arbitrary density which is evaluated at the sample point yk, given the

state estimate x̂nk and any density parameters Θ (which must be known). This likelihood

corresponds to the first term in Equation (3.17), which is used to update the total weights.

The nonlinear partition can also be updated using linear measurements of the nonlinear

states. Equation (4.25) gives the update, which is also how the local linearization aspect of

the particle filter described in Section 3.5 is implemented.

p(yekfk |X
n
k , Yk−1) = N(hk + Ckx̂

l
k|k−1, CkPk|k−1C

T
k +Rk) (4.25)

This is important because particle filters can suffer when used in conjunction with unimodal

measurements of the particle states when the measurement uncertainty is very low. GPS is

a perfect example of this problem. The GPS accuracy will likely be very small relative to the

filter uncertainty after periods with no strong aiding, and the local linearization equations

allow the particle filter to properly include them. Note that it is possible, as is the case in

the GPS position example, that this measurement is not a function of the linear partition. In

that case Ck becomes zero. The time update for the nonlinear partition is given by Equation
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(4.26).

p(xnk+1|Xn
k , Yt) = N(fnk + Ank x̂

l
k|k, A

n
kPk|k(A

n
k)T +Gn

kQ
n
k(Gn

k)T ) (4.26)

Coupling with the linear state vector is accomplished via Ank , the linearized state transition

matrix. The matrix Ank also is used to include the coupling of the particle state uncertainty

with the linear uncertainty. This is seen in the term AnkPk|k(A
n
k)T . The process noise for the

nonlinear state is Gaussian in this work.

This work takes advantage of an innovation on Schon et. al’s Rao-Blackwellized particle

filter which is discussed in [40]. Leidos has developed a version of the above RBPF in

which the division between the linear and nonlinear partions of the state space can be

adjusted on the fly according to the availability of highly nonlinear measurements. If all of

the measurements which are available at a certain time are suitable for linearization (as in

an EKF), then the filter can operate with all of the states in the linear partion. When a

measurement becomes available which is more suitable for particles, the filter can adjust and

move the appropriate states into the nonlinear partion. This can all be done on the fly.

In the case of the JNCPF presented in this work, this dynamic reconfiguration occurs

in two circumstances. The JNCPF begins with the horizontal position states and the mode

state in the nonlinear partion, and all other states in the linear partion. Once the mode has

been identified, the position states are moved back into the linear partion unless a nonlinear

measurement source is available. The mode state is then no longer required and is discarded.

If the filter has converged on a mode hypothesis and all of the states are in the linear partition

then it will transition the appropriate states back into the nonlinear partion should nonlinear

measurements become available. In this work only the horizontal position states and the

mode state are ever used in the nonlinear partion.
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4.4 Dead Reckoning Models

The JNCPF makes use of different kinematically constrained models for each platform

type in order to determine online what platform type the IMU is affixed to. Different

platform reference models are used to propagate each individual partical state estimate

forward, according to the corresponding kinematic model indicated by the mode state of

the particular particle. As the particles propagate forward in time, the motion model which

most closely matches the platform motion will produce particle estimates nearest to the

measurements. The measurements in turn weight these particles higher than the others

and the filter converges on the most likely mode. The foundational equations for all of the

reference models are the dynamic equations for position, forward speed, and heading. These

are given by Equations (4.27 - 4.29) [40].

ṙlla =


1

RM+h
0 0

0 1
(Rp+h)cos(λ)

0

0 0 −1



vxcos(ψ)

vxsin(ψ)

0

 (4.27)

v̇x = abx − gsin(θ) (4.28)

ψ̇ =
ωbysin(φ) + ωbzcos(φ)

cos(θ)
(4.29)

The vector rLLA is the geodetic position. The scalars Rm and Rp are parameters of the

WGS-84 reference ellipsoid. The terms h and λ correspond to geodetic altitude and latitude,

respectively. Forward speed is represented by vx, and heading by ψ. Roll and pitch are

given by φ and θ. The inertial measurements are given by ab and ωb. All of the reference

models propagate the position and heading according to Equations (4.27) and (4.29). The

ground vehicle and aircraft models propagate the forward speed using Equation (4.28). The

pedestrian reference model calculates the forward speed using a step detector [42], as opposed

to integrating the estimate of forward acceleration. The primary difference between the

ground vehicle and aircraft reference models comes from how the roll and pitch are calculated.
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4.4.1 Ground Vehicle Model

While the dead reckoning constraints help reduce the navigation sensitivity to roll and

pitch estimation errors, the roll and pitch estimates still play an important roll in constrained

navigation. The pitch angle in particular has a strong effect on the forward acceleration

computation (Equation (4.28)). The roll angle is far less significant in the ground vehicle

dead reckoning case. The roll and pitch angles are computed using the accelerometers instead

of the gyros. This is because it is assumed that over time both angles approach zero mean,

and that both angles change at a relatively low frequency compared with the gyro signals.

Integration of the gyro signals leads to unbounded drift in the attitude estimates, primarily

due to the high frequency noise and the sensor biases. Computing the attitude from the

estimated gravity vector in the accelerometer signals mitigates this problem, at the expense

of potential lag during high dynamic situations. Equations (4.30) and (4.31) show how roll

and pitch are calculated from the estimated gravity vector (abgrav),

φ = arctan 2(ubdown(2), ubdown(3)) (4.30)

θ = arcsin(−ubdown(1)) (4.31)

while Equations (4.32) and (4.33) show how the gravity vector is computed [40].

ubdown =
−abgrav
‖abgrav‖

(4.32)

abgrav = abmeas −


˙̃vx

vx
˙̃ψ cos(φ)

−vx ˙̃ψ sin(φ)

 (4.33)

The gravity vector is estimated by removing the centripetal acceleration, which is computed

using low pass filtered approximations of the forward acceleration ( ˙̃vx) and the heading rate

( ˙̃ψ). The reference speed and heading estimates are numerically differentiated and low pass
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filtered to obtain these approximations. The state transition matrix given in Equation (1.18)

is not valid for the dead reckoning ground vehicle model, because the state dynamic equations

have changed. The new state transition matrix (in continuous form) is given by Equation

(4.34) [40].

FGV
k =



F gv
11 F gv

12 F gv
13 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 F gv
24 F gv

25 03×3 03×3 F28 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3



(4.34)

The position is purely a function of speed and heading in the ground vehicle model.

Therefore the primary coupling with the position error states are with the horizontal veloc-

ities (Equation (4.35)) and heading (Equation (4.36)).

F gv
12 =


VN cos(ψ)
|V |

VE cos(ψ)
|V | 0

VN sin(ψ)
|V |

VE sin(ψ)
|V | 0

0 0 0

 (4.35)

F gv
13 =


0 0 −Vx sin(ψ)

0 0 Vx cos(ψ)

0 0 0

 (4.36)

The terms in Equation (4.37) correspond to the position error state coupling with the other

position errors and are very small. The denominators of these terms are on the order of the
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radius of the earth expressed in meters.

F gv
11 =


0 0 −Vx cos(ψ)

Rλ+h

Vx sin(ψ) sin(λ)
(Rλ+h) cos(λ)

0 −Vx sin(ψ)
RΦ+h

0 0 0

 (4.37)

Note that the horizontal accelerometer biases (Equation (4.38)) and scale factors (Equation

(4.39)) enter the system primarily as a function of heading also, adjusted by the pitch angle.

F gv
24 =


cos(θ) cos(ψ) 0 0

cos(θ) sin(ψ) 0 0

0 0 0

 (4.38)

F gv
25 =


aBx cos(θ) cos(ψ) 0 0

aBx cos(θ) sin(ψ) 0 0

0 0 0

 (4.39)

The ground vehicle is assumed to the constrained to the surface of the Earth, therefore

the altitude error state does not substantially affect other states. The noise input matrix

Equation (1.19) is unchanged.

4.4.2 Pedestrian Model

The pedestrian navigation solution is obtained in much the same way as the ground

vehicle cases. Equation (4.27) is used to propagate position, Equation (4.29) is used to

propagate heading, and roll and pitch are obtained via Equations (4.30 - 4.33). The primary

difference is how the X velocity is calculated. In this work, a simple step detection algorithm

is used to determine the speed of the pedestrian based on an assumed stride length [42]. The

stride length assumes an average pedestrian height of 5’6”, thus the author of this work has

never been selected to validate the step detection algorithm. Equation (4.40) gives the state
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transition matrix for the pedestrian dead reckoning model.

F PD
k =



F11 F12 03×3 03×3 03×3 03×3 03×3 03×3 03×3

F21 F22 03×3 F24 F25 03×3 03×3 F28 03×3

03×3 03×3 03×3 03×3 03×3 F36 F37 03×3 F39

03×3 03×3 03×3 F44 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 F66 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3



(4.40)

The most striking distinction of this model is that the position error is completely decoupled

from the heading error. The dynamic model assumes that the pedestrian is walking straight,

which of course makes the position dependent on the heading. However, this model is easily

violated if the person looks left or right (turning the torso and not only the head) while

walking, or steps sideways. Furthermore, the IMU is mounted on the torso of the pedes-

trian, as opposed to the classical foot mount option for pedestrian navigation. This is in

keeping with the spirit of the ASPN program, which discourages such platform specific mod-

ifications. Developing a pedestrian navigation model which is suited to the more challenging

torso mount is beyond the scope of this work, therefore the simplistic model is used. The

philosophy of this decision is that the solution is dominated by the heading readings from a

magnetic compass, and that position information is dominated by RFID readers (or GPS if

available). Position measurements are not relied upon for observability of the heading, and

the solution effectively follows the heading measured by the compass at the speed estimated

by the step detector for propagation between position updates.
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4.4.3 Aircraft Model

In contrast with the ground vehicle reference model, the aircraft reference model uses

both the gyro and accelerometer signals in order to estimate aircraft attitude. In this case

the gyros are incorporated because the higher frequency dynamics are more significant, for

example in a bank to turn maneuver. Nevertheless it remains that pure integration of

the gyros will lead to unbounded drift, which is unacceptable. Therefore an approach is

adopted which combines the advantages and frequency characteristics of the accelerometers

and gyros. Yoo et al. [41] present a so called complementary filter which leverages the

unbiased, low frequency characteristics of the accelerometer derived attitude and the high

frequency tracking ability of the gyros. A diagram of their complementary filter is given

in Figure 4.2. The two attitude estimates are fused in a manner similar to a classical PI

Figure 4.2: Complementary filter for aircraft attitude estimation [41].

controller. The accelerometer based attitude measurement is treated as the reference signal

with which the integrated gyros are compared. The error between these is computed and

passed through a PI control law, which provides a feedback adjustment to the Euler rate

terms. The closed loop result is a low pass filter on the difference between the accelerometer
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attitude and the gyro attitude, which represents a trade off between the high frequency

estimation of the gyros and the steady state stability of the accelerometers. High gains drive

the estimate to the reference signal, allowing little high frequency changes. Low gains allow

the gyros to dominate the estimate, resulting in steady state drift. Yoo et al. point out

that while it is possible to find satisfactory middle ground for particular circumstances, it

is difficult to do so over the variety of realistic CONOPS which an aircraft will experience.

Therefore they propose gain scheduling based on the dynamic conditions in three regimes of

operation. The norm of the measured acceleration is compared with the magnitude of the

gravitational force, and this difference provides the metric used for gain scheduling.

Yoo et al. compute the accelerometer based attitude estimate using Equations (4.30)

and (4.31). The accelerometer signals are compensated for centripetal acceleration using

the measured gyro signals and an external estimate of velocity. The authors take advantage

of apriori knowledge of aerodynamic coefficients to estimate the velocity using an airspeed

sensor. In this work the reference pitch angle is adequately approximated using Equation

(4.31). The reference roll angle is solved for iteratively by solving Equation (4.41) using the

secant method [26].

vxωy sin(φ) + vxωz cos(φ)− g tan(φ) = 0 (4.41)
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The state transition matrix for the aircraft dead reckoning model is given by Equations (4.42

- 4.44).

FAC
k =



F11 F12 03×3 03×3 03×3 03×3 03×3 03×3 03×3

F21 F22 F ac
23 F24 F25 03×3 03×3 F28 03×3

03×3 03×3 F ac
33 03×3 03×3 F36 F37 03×3 F39

03×3 03×3 03×3 F44 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 F66 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3



(4.42)

F ac
23 =

[
03×1 03×1 F

(c3)
23

]
(4.43)

F ac
33 =


0 0 0

0 0 0

F
(31)
33 F

(32)
33 0

 (4.44)

The primary difference is that the velocity error is no longer dependent on pitch and roll,

but rather primarily on heading (notwithstanding inertial sensor errors). Nor are the roll

and pitch errors dependent on anything but the gyroscope errors, although the heading is

marginally dependent on roll and pitch. All other terms remain the same as the uncon-

strained state transition matrix.

4.4.4 The Null Hypothesis

The JNCPF operates with mode states for each of the three platform types under

consideration. However, a fourth mode possibility is considered for many tests presented in

this work. This fourth mode is referred to as the “h0” mode (for “null hypothesis”), and

81

The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the
official views or policies of the Department of Defense or the U.S. Government.



corresponds to a completely unconstrained mode state. The particles having the h0 mode

are propagated according to the original inertial navigation equations presented in Section

1.5. The state transition matrix used for uncertainty propagation is also the same described

in Section 1.5. Some initial tests do not include the h0 mode, and only have modes for the

three platform types. However, as is shown in Section 5.3, it advantageous to include the h0

mode when the IMU quality is sufficient. Note that the h0 mode does apply the zero velocity

update (ZVU) measurement if a sensor indicates that this is appropriate.

4.4.5 Other Modeling Considerations

It is important to note here other miscellanious modelling differences that exist between

the unconstrained models and the constrained models. First, the pedestrian and ground

vehicle models are constrained to the surface of the local DTED map. This is based on the

obvious assumption that people and ground vehicles espcially do not leave the surface of

the earth. This constraint is applied by setting the altitude of the reference trajectory equal

to the DTED height at the prior best estimate of the latitude and longitude. Additionally

a pseudomeasurement is created using the DTED altitude and applied to the pedestrian

and ground vehicle particle sets. The model for the DTED pseudomeasurement is given by

Equations (4.45- 4.48).

zDTED = hDTED − ĥ+ ηDTED (4.45)

ẑDTED = δx̂3 (4.46)

ηDTED = N (0, 100) (4.47)

HDTED
(:,3) = [ · · · 1 · · · ] (4.48)

The model accommodates for errors in the DTED altitude by assuming a 10 m standard

deviation in the measurement error. Multistory buildings can complicate this situation in

the case of pedestrians, but these situations do not arise in the data used in this work. It

82

The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the
official views or policies of the Department of Defense or the U.S. Government.



would be reasonable to accommodate this situation by increasing the value of the standard

deviation used in the pseudomeasurement for pedestrians. Alternatively this constraint could

be heuristically disabled if a barometric altimeter is present.

The DTED pseudomeasurement is only used to weight the particles of the pedestrian

set relative to themselves and of the ground vehicle set relative to themselves; it does not

affect the overall weighting of the pedestrian and ground vehicle sets with respect to the

other modes. This is done by normalizing the weights computed from the DTED relative

likelihoods for each particle set before applying them. It adjusts which particles within

the pedestrian and ground vehicle sets have the highest weight, but it does not adjust the

overall weight of the set. This is because the aircraft and unconstrained particle sets don’t

receive this measurement, and so normalizing the DTED likelihoods of all of the sets all

together would diminish the weight of the pedestrian and ground vehicle sets relative to

the aircraft and unconstrained. This would be inaccurate and undesirable. The goal of

applying this pseudomeasurement is to constrain the altitudes of the two earth-bound sets

to the surface of the earth, thereby making them more accurate (if the true mode is earth-

bound of course), and thus giving higher weight to the particles within the sets that fit this

constraint. Normalizing the likelihood of this measurement relative to each individual set

prior to applying it accomplishes this.

Another difference between the unconstrained models and the constrained models is

that the constrained models impose limits on the minimum values which are allowed for

inertial error statistics, which are used to set the process noise matrix for the filter. Whereas

the unconstrained model accepts the values contained in the IMU metadata, the constrained

models have preset values for many process noise elements dependent on the platform type.

This is because the constrained models implicitly assume that the IMU quality is poor enough

to merit using constraints instead of free inertial navigation, reflecting the tradeoff discussed

in Chapter 2. It is also important to use larger values of process noise to account for the

approximations made in the state propagation model for the constrained cases.
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4.5 Measurement Models

The first measurement type considered is the loosely coupled GPS position solution [23],

which is the stand alone position solution provided by a GPS receiver (as opposed to raw

pseudo-ranges). This sensor signal is modeled as the true position values plus Gaussian noise,

although it is possible to augment the filter with a Markov bias state to estimate any time

correlated errors in the GPS solution. Equations (4.49 - 4.51) gives the GPS measurement

model.

zGPS =



λ

Φ

h


GPS

−


λ

Φ

h


ref

 ·


Rλ

cos(λ)RΦ

−1

+ ηGPS (4.49)

ηGPS = N (0, RGPS) (4.50)

RGPS =
[
ηGPSη

T
GPS

]
(4.51)

Note that this includes the reference trajectory in the model, because the filter states are the

errors in the inertial solution. By subtracting the reference position from the GPS signal, the

measurement model is parametrized as a measurement of the inertial position error, which is

a filter state. The predicted measurement and measurement matrix (assuming no additional

state augmentation) are given in Equations (4.52) and (4.53).

ẑGPS = δx̂k (4.52)

HGPS
(:,1:3) =


1 0 0

0 1 0

0 0 1

 (4.53)

For simplicity the subscript denoting the current time (k) is dropped. Additionally, only

the columns which are non-zero are shown for the Jacobian H of each measurement model.
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The columns (which correspond to the state vector) are given as subscripts using MATLAB

matrix indexing notation.

The GPS velocity solution model is given in Equations (4.54 - 4.58).

zv = vNED − v
ref
NED + ηv (4.54)

ẑv = δx̂4:6 (4.55)

ηv = N (0, Rv) (4.56)

Rv = [ηvη
T
v ] (4.57)

Hv
(:,4:6) = [ · · · I3x3 · · · ] (4.58)

The GPS provides measurements of NED frame velocities which are modeled as having zero

mean Gaussian errors. The measurement is computed as the difference between the GPS

velocity solution and the reference estimate of the NED velocity. This gives a measurement

of the velocity error plus noise. The predicted measurement is given as the apriori estimate

of the NED velocity error. This gives a measurement matrix of identity, in the rows and

columns corresponding to the velocity error states, and zeros elsewhere.

Instead of using the position and velocity solutions from the GPS receiver, the nav-

igation filter can process the raw pseudo-range and delta-range measurements directly as

measurements in the filter. This is commonly referred to as “close coupling” or “tight cou-

pling.” The GPS pseudorange model is given in Equations (4.59-4.64), where the superscript
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SVi indicates satellite i, and the superscript u indicates the user [23].

zpri =
∥∥rSViE − ruE

∥∥+ cδtu + ηpr (4.59)

ẑpri =
∥∥rSViE − r̂uE

∥∥+ cδt̂u (4.60)

Hpr
(1:3) =


HSV1

...

HSVn

 (4.61)

HSVi = −RN
E

rSVie − r̂ue∥∥rSVie − r̂ue
∥∥ (4.62)

ηpr = N (0, Rpr) (4.63)

Rpr =
[
ηprη

T
pr

]
(4.64)

The scalar c is the speed of light, which is multiplied by the estimated clock bias and clock

drift of the user receiver. The pseudorange model used here assumes that the atmospheric

effects have been accounted for using atmospheric models. The ionospheric effects can be

eliminated if L1 and L2 frequencies are available. The satellite clock errors are also assumed

corrected using the ephemeris information. The predicted measurement, Equation (4.60),

is computed using the reported satellite position and the estimated user position and clock

bias. The measurement matrix is composed simply of the unit vectors from each SV to

the user, expressed in the NED frame (as the error states are kept in the NED frame). It

is assumed that the remaining errors in the pseudorange measurement are Gaussian. This

includes errors in the atmospheric corrections and SV ephemeris, in addition to remaining

noise on the signal. While it is true that SV related errors from the ephemeris will be time

correlated by nature, and thus violate the assumptions of the Kalman filter, it is found that

this does not hinder the results in this work. Note that HSVi in Equation (4.62) is a 3 × 1

vector.

86

The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the
official views or policies of the Department of Defense or the U.S. Government.



The GPS delta range model is given by Equations (4.65) - (4.72) [23].

zdri = sSViλ(L1,L2) + δṫu (4.65)

ẑdri = v̂SViu,E ·H
SVi + δ ˙̂tu (4.66)

Hdr
(1:3) =


HSVi
dr HSVi

...
...

HSVn
dr HSVn

 (4.67)

HSVi
dr (1) = −vSVu,N(1)

((
rSVu,N(2)

)2
+
(
rSVu,N(3)

)2
)

(ẑpri)3 (4.68)

HSVi
dr (2) = −vSVu,N(2)

((
rSVu,N(1)

)2
+
(
rSVu,N(3)

)2
)

(ẑpri)3 (4.69)

HSVi
dr (3) = −vSVu,N(3)

((
rSVu,N(1)

)2
+
(
rSVu,N(2)

)2
)

(ẑpri)3 (4.70)

ηdr = N (0, Rdr) (4.71)

Rdr =
[
ηdrη

T
dr

]
(4.72)

The measured Doppler shift between the user and the satellite is s, and λ(L1,L2) corresponds

to either the L1 or L2 frequency, whichever carrier frequency is being used. The receiver

clock drift is given by cδ ˙̂t. Equation (4.65), like Equation (4.59), assumes that the satellite

clock error has been corrected using the ephemeris information. The predicted delta range

measurement is computed using the satellite velocity and the estimated receiver velocity and

clock drift rate. Note that HSVn
dr in Equations (4.67-4.70) is a 3× 1 vector.
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The measurement model for the inclinometer is given by Equations (4.74) - (4.82).

z(φ,θ) =

 φ

θ


meas

+ η(φ,θ) (4.73)

ẑ(φ,θ) =

 φ̂

θ̂

 (4.74)

H
(φ,θ)
(:,7:8) =

 H
(φ,θ)
(1,7) H

(φ,θ)
(1,8)

H
(φ,θ)
(2,7) H

(φ,θ)
(2,8)

 (4.75)

η(φ,θ) = N (0, R(φ,θ)) (4.76)

R(φ,θ) =
[
η(φ,θ)η

T
(φ,θ)

]
(4.77)

c =

1 +

(
−RB

N(2,1)δx̂8 +RB
N(2,2)δx̂7 +RB

N(2,3)

−RB
N(3,1)δx̂8 +RB

N(3,2)δx̂7 +RB
N(3,3)

)2
 (4.78)

H
(φ,θ)
(1,7) = c

(
RB
N(2,1)R

B
N(3,2) −RB

N(2,2)R
B
N(3,1)

)
δx̂8 +

(
RB
N(2,2)R

B
N(3,3) −RB

N(2,3)R
B
N(3,2)

)
(
RB
N(3,2)δx̂7 −RB

N(3,1)δx̂8 +RB
N(3,3)

)2 (4.79)

H
(φ,θ)
(1,8) = −c

(
RB
N(2,1)R

B
N(3,2) −RB

N(2,2)R
B
N(3,1)

)
δx̂7 +

(
RB
N(2,1)R

B
N(3,3) −RB

N(2,3)R
B
N(3,1)

)
(
−RB

N(3,2)δx̂7 +RB
N(3,1)δx̂8 −RB

N(3,3)

)2

(4.80)

H
(φ,θ)
(2,7) = −

RB
N(1,2)(

1−
(
RB
N(1,2)δx̂7 −RB

N(1,1)δx̂8 +RB
N(1,3)

)2
)0.5 (4.81)

H
(φ,θ)
(2,8) =

RB
N(1,1)(

1−
(
RB
N(1,2)δx̂7 −RB

N(1,1)δx̂8 +RB
N(1,3)

)2
)0.5 (4.82)

The inclinometer provides measurements of roll and pitch via internal processing involving

accelerometers. The roll and pitch measurements are intended for low dynamic situations

due to their dependence on measuring the gravitational force. Therefore the roll and pitch

measurements that the inclinometer produces are less accurate during high dynamic motion.
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In order to deal with this, the measurement uncertainty variable R(φ,θ) is treated as time

varying and is conditional upon a moving average of the pitch measurement. If the moving

average is high, then the uncertainty value is set to a high value which renders it almost

invalid. If the moving average is low, then the filter uses a nominal tuning value obtained

via extensive testing across multiple ASPN data sets. The moving average of the measured

pitch value is chosen for this purpose, instead of the filter estimate of pitch, in order to

eliminate any undesirable feedback in this process. The measurement Jacobian is a function

of the estimated rotation angles. It is given in Equations (4.78-4.82) [40].

The measurement model for the barometric altimeter is given by Equations (4.83) -

(4.91) [23].

zh = − ((1 + κh) (hmeas)− href ) + bh + ηh + γh (4.83)

ẑh = δx̂3 + b̂h + κ̂hĥ (4.84)

ḃh = − 1

τh
bh + ηgmh (4.85)

γh ∼
1

2
U(−sγ, sγ) (4.86)

ηh = N (0, Rh) (4.87)

Rh =
[
ηhη

T
h

]
(4.88)

ηgmh = N (0, Rgmh) (4.89)

Rgmh =
[
ηgmhη

T
gmh

]
(4.90)

Hh
(:,[3,i1,i2]) =

[
1 + κ̂h · · · 1 · · · ĥ

]
(4.91)

(4.92)

The measurement is computed as the difference between the measured altitude and the refer-

ence altitude. The measured altitude is modeled as having a bias bh, scale factor κh, Gaussian

noise ηh, and uniform noise γh. The bias and scale factor are added as augmented states

in the filter and are estimated. The uniform noise violates the Kalman filter assumptions,
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but is most simply dealt with by increasing the value of Rh used by the filter. It is worth

considering the use of particles for the altitude state to better handle the non-Gaussian error

model of the altimeter. However, it is found in experience that this would be an unnecessary

complication as increasing the measurement noise has proven sufficient.

The measurement model for the magnetic compass is given by Equations (4.93) - (4.100)

[23].

zψ = ψmeas − ψref + bψ + ηψ (4.93)

ẑψ = δx̂9 + b̂ψ (4.94)

ḃψ = − 1

τψ
bψ + ηgmψ (4.95)

ηψ = N (0, Rψ) (4.96)

Rψ =
[
ηψη

T
ψ

]
(4.97)

ηgmψ = N (0, Rgmψ) (4.98)

Rgmψ =
[
ηgmψη

T
gmψ

]
(4.99)

Hψ
(:,[9,i1]) =

[
· · · 1 · · · 1

]
(4.100)

It is simpler than the altimeter, and only contains a Markov bias term as an additional

element. There are no non Gaussian noise terms or scale factors.

The measurement model for the odometer is given by Equations (4.101) - (4.105).

z∆r =
∆r

∆t
(1 + κ∆r) + η∆r (4.101)

ẑ∆r =

∥∥∥∥[ V̂N V̂E

]∥∥∥∥ (4.102)

η∆r ∼ U(−s∆r, s∆r) (4.103)

R∆r ≈
[
η∆rη

T
∆r

]
(4.104)

H∆r
(:,[4:5,i1]) =

[
· · · (1+κ̂)V̂N

ẑ∆r

(1+κ̂)V̂E
ẑ∆r · · · ẑ∆r

]
(4.105)
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The measurement provides a delta position measurement ∆r with an associated time interval

∆t. The delta position measurement is modeled with a scale factor κ∆r, and a uniform noise

source η∆r. The predicted measurement is formed using the filter speed estimate given in

Equation (4.102). This assumes that the velocity is constant over the time interval ∆t,

which is found to be an acceptable approximation in practice. The measurement noise

model includes a non Gaussian noise source, which has a uniform distribution, but this is

still approximated with a Gaussian model inside the filter (Equation (4.104)). The value of

R is simply set large enough to cover the range of the uniform variable. The Jacobian matrix

of the measurement model is given in Equation (4.105) [40].

The measurement model for the camera is given by Equations (4.106) - (4.110) [40].

zψ̇ = ψ̇meas + ηψ̇ (4.106)

ẑψ̇ = ˆ̇ψ + δx̂18 + δx̂27 (4.107)

ηψ̇ = N (0, Rψ̇) (4.108)

Rψ̇ =
[
ηψ̇η

T
ψ̇

]
(4.109)

H ψ̇
(:,[18,27]) =

[
· · · 1 · · · 1

]
(4.110)

The camera is used for visual odometry to provide a measurement of the change in rotation

from frame to frame. The sample rate of the camera is used to convert this into a rate

measurement, and only the yaw rate is used. This is compared with the estimated yaw rate

in order to estimate the yaw rate gyro bias (both static and Gauss-Markov). The dynamic

model for the gyro bias estimate is given by Equation (1.13) in Section 1.5.

The measurement model for the RFID is a nonlinear function of the magnitude of the

three dimensional distance to the reported beacon location from the estimated user position.

The RFID measurement is a binary signal which, if detected, simply means the user is

within the reported range of the RFID beacon. A simple weighting function would assign

zero weight to all of the particles outside of the reported range, and a weight of one to
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all within range (effectively unchanging these). However it was experimentally determined

that it is better to allow for some error in the signal and to gently taper off the weights for

particles outside of the RFID range. This is done via a truncated normal distribution. The

weighting function is given by Equations (4.111 - 4.113).

rzone = (1 + 0.1)(rRFID + σRFID) (4.111)

p(yRFID|Xn
k , Yk−1) =


1, r̂ ≤ rzone

N (r̂|rzone, 5), rzone < r̂ ≤ rmax

0 rmax < r̂

(4.112)

rmax = 2.5rRFID (4.113)

The potential error sources in the signal could come from anything that interferes with the

RF signal propagation or timing latency. The RFID measurement is processed as a nonlin-

ear measurement type according to Equation (4.112), which is a specific form of Equation

(4.24). Figures 4.3a and 4.3b show a plot of the weighting function. Note that the range

shown is 3.6m, which is representative of the RFID beacons used in this work. Many of the

(a) (b)

Figure 4.3: RFID Weighting Visualization (range = 3.6 m, accuracy = 0.5 m 1σ) (a). 2D
View (b). RFID Weighting as a Function of Distance from Beacon.
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measurement models discussed in this section include augmented states for estimating errors

on the sensors inside the filter. Below is a list of all of the states which are estimated for

each sensor:

• GPS pseudoranges - clock bias

• GPS delta ranges - clock drift

• Barometric altimeter - bias, scale factor

• Magnetic compass - bias

• Odometer - scale factor

4.6 Conclusion

The JNCPF functions as a Rao-Blackwellized Particle Filter which incorporates regu-

larization when resampling and uses locally linearized proposal distributions. Additionally,

the nonlinear partition of the filter includes the discrete mode state m, which represents the

unknown platform type. This discrete state makes the nonlinear partition a type of multiple

model particle filter which is most similar to the JTC particle filter presented by Gordon et

al. [21] and described in Section 3.6. This is because the number of particles for each mode

is fixed (until the mode dies off), in order to mitigate the problem of “mode” degeneracy.

One iteration of the JNCPF is given in Algorithm 21. First, at each time step, the reference

trajectory for each mode is propagated according to the respective platform model type.

Each model is subject to different constraints depending the dynamics particular to each, as

described in Section 4.4. Next, all of the measurements available at the current time step

are processed. The vector zk, which is the measurement vector at the current time step, is

computed according to the models given in Section 4.5. In order to apply the measurement

update for both the linear and nonlinear states the predicted measurement must be com-

puted in addition to the linearized measurement model Hk. Both the predicted measurement

and the linearization are calculated for each particle and the Kalman update is applied. The
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Algorithm 10 Single Iteration of JNCPF
At time tk:
for m ∈M do

Propagate mode conditioned reference trajectory to current time step:
xref,mk = f(xref,mk−1 ,m, aBk−1, ω

B
k−1)

end for
Process current received measurements zk.
for all particles xi do

Compute measurement Jacobian Hk and predicted measurement.
Kalman filter measurement update.
Particle weighting update.

end for
for m ∈M do

Calculate total probability of mode m (4.114).
Particle resampling if needed (Algorithm 1).

end for
Compute state estimates.
Filter reset (if needed).
for all particles xi do

Propagate nonlinear error state vector to next time step.
Propagate linear error state vector to next time step.

end for

weights of the nonlinear states are also updated with the measurement information using

Equations (4.15), (4.24), and (4.25). All measurement information available at the current

time step has been incorporated at this point in the algorithm. The probability of each mode

is now evaluated as the sum of the weights of the individual particles in each mode set:

p(mi|Yk) =

Ni∑
j=1

wi,jk (4.114)

Next the effective sample size of each mode set is calculated according to Equation (3.21).

This is done for each mode set, so Np is the number of particles in each mode instead of the

total number of particles. Any mode which fails the degeneracy check is then resampled. It

is important that each mode set is resampled independently, as in Gordon et al. [21], to avoid

sample impoverishment of unlikely modes. At this point the best estimate of the navigation

state is computed from the reference and error state estimates, where the most likely mode
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at the current time is selected as the best estimate. If the enough time has passed since the

previous reset, then a reset is performed as described in Section 4.2. The reference trajectory

is reset to the value of the current state estimate and the error state is reset to zero. Note

that each mode specific reference trajectory is reset to the current state estimate for that

particular mode, not the overall best estimate at the current time (which may be from a

different mode). There is no mixing of the modes during the filter reset. Finally both the

linear and nonlinear error states must be propagated forward to the next time step using

the dynamic error models for each mode. The propagation equations for the linear state

are given by Equations (4.19-4.23), and the nonlinear propagation equations are given by

Equations (4.26). The dynamic models used in these equations, specific to each platform

type, are those given in Section 4.4.
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Chapter 5

Experimental Validation

5.1 Introduction

The performance of the MMPF is tested against several data sets collected on three

different platforms: pedestrian, ground vehicle, and aircraft. These data sets were collected

in various locations as part of the ASPN program and contain recordings of inertial mea-

surement units and multiple other sensors in each case, in addition to ground truth. Case

17 was recorded in Athens, Ohio on the campus of Ohio University and includes data from

three IMU’s, an odometer, a barometric altimeter, a magnetic compass, GPS, and an in-

clinometer. Case 19 was recorded over Athens, Ohio, using a Douglas DC-3 belonging to

Ohio University. The DC-3 is used by the engineering department as a cost efficient and

flexible test bed for various programs. For the ASPN program, the aircraft was equipped

with 3 IMU’s, a barometric altimeter, GPS, an airspeed sensor, two terrain referenced al-

timeters, an inclinometer, and a magnetic compass. Case 11 is a pedestrian case where the

dismount is equipped with an HG1700 IMU, a GPS receiver, a barometric altimeter, and an

RFID reader. Case 10 is another pedestrian case with an Intersense IMU (MEMS grade),

camera, and an inclinometer. The pedestrian data sets were recorded at facilities located

at Wright-Patterson Air Force Base in Dayton, Ohio. These data sets include both indoor

and outdoor scenarios. Finally, case 216 is an aircraft case (beginning from prior to takeoff)

recorded at during a field demonstration at Ohio University on the DC-3. Table 5.1 provides

a comparison of the sensors used in all 7 cases examined in this chapter.

Two IMU’s were recorded for both cases 17 and 19: a Honeywell HG1700 AG58 and a

Systron Donner MMQ-50. The former qualifies as a tactical grade IMU based on common
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Table 5.1: Case sensor configurations.

Case: 17Bj 17Bj* 19Bj 11A 17A 19A 10A 216A

HG1700 IMU X X X X
MMQ IMU X X X

Intersense IMU X
Magnetic Compass X X X X

Odometer X X
GPS Position X 60s X X
GPS Velocity X

GPS Pseudorange 97s X
Altimeter X Xx X
Camera X

Air Data Computer X
Inclinometer X X

RFID X

criteria, while the latter could be considered a high quality MEMS grade IMU [18]. Table

5.2 gives the parameters for each of these.

Table 5.2: IMU Performance Characteristics

HG1700 MMQ50 Navigation [18] Tactical [18]

Gyroscopes
Bias Repeatability (deg/hr) 1(1σ) 100 (1σ)

Bias Stability (deg/hr) 1(1σ) ≤15 0.005 - 0.001 1 - 10

Angle Random Walk (deg/
√
hr) ≤0.125 0.3

Accelerometers
Bias Repeatability (m-g) 1(1σ) 2.5(1σ)

Bias Stability (m-g) 1(1σ) ≤3 5 - 10 ug 200 - 500 ug

Velocity Random Walk ((m/s)/
√
hr) ≤0.22 0.5mg/

√
Hz

5.2 Adaptively Constrained Navigation

5.2.1 Ground Vehicle: Case 17

First, the case with the aided MMQ-50 IMU is considered. Here the IMU is aided with

GPS, an odometer, and a magnetic compass. The odometer is treated as a generic speed

measurement. Figures 5.1 - 5.4 show the classification and navigation results for this test.
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(a) (b)

Figure 5.1: Case 17Bj MMPF and nominal trajectory estimates (a). MMPF mode estimate
(b). Mode 1 (ground vehicle) is the correct mode.

The trajectory is plotted in meters in North and East Position in Figure 5.1a. Note that

the vehicle begins at point (0, 0) and travels counter clockwise twice before traveling down

the southward and final leg. The two trips around the loop take 10 minutes in all. The

mode estimate is shown in Figure 5.1b, where it is seen that the mode estimate converges

to the proper platform at just after 5 seconds. The speed measurement is the primary

discriminator in classification at this point. The platform is fully identified before the first

GPS measurement even arrives, which is just after 10 s. Recall that once classification is

achieved, the filter shuts down the classification portion of the algorithm. Thus the mode

can no longer change and the figure plot is zoomed in to the initial time period. Figures

5.2 and 5.3 show the comparison between the constrained and unconstrained version of the

filter in the horizontal and vertical channels, respectively. In this case the presence of strong

aiding from position, speed, and heading measurements keeps the unconstrained solution in

check very well. The constraints do not add significant accuracy. Nevertheless, the platform

is identified correctly and the accuracy is improved via additional constraints.

While the model identification and constraints didn’t add much accuracy to the very

strongly aided cases, it is important to consider the scenario wherein GPS is not available
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Figure 5.2: Case 17Bj horizontal navigation error comparison, MMPF vs. nominal.

Figure 5.3: Case 17Bj vertical navigation error comparison, MMPF vs. nominal.
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Figure 5.4: Case 17Bj MMPF and nominal trajectory estimates. GPS is turned off after 60
seconds.

after initialization. This may occur due to jamming or urban canyon environments. The

following comparison considers the same scenario as before, except that GPS is turned off

after the initial 60 seconds of operation. Figure 5.4 shows the trajectory comparison between

the MMPF and the nominal unconstrained filter. Figure 5.5 shows the horizontal errors and

uncertainties for each filter. As before, the two filters perform very similarly while GPS is

available. However once GPS becomes unavailable the benefits of the vehicle constraints

become apparent. The drift from the pure inertial solution cannot be sufficiently contained

by the compass and odometer alone, as the unconstrained trajectory shows. The ground

vehicle constraints are adequate for this purpose. The primary errors in the constrained

MMPF solution are from heading drift (within the bounds of the compass error), and speed

magnitude drift (within the bounds of the odometer accuracy). Figure 5.5 shows that both

the predicted error and the actual error from the nominal solution drift over time, confirming

what was stated above. There is inevitable drift in the MMPF also, but the drift rate is

much reduced by comparison.

Figure 5.6 shows the altitude error comparison for the two filters. The primary difference

here is that because the MMPF has identified the vehicle as a ground vehicle, then it is able

to constrain the altitude to DTED. The nominal filter has no knowledge of the vehicle
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Figure 5.5: Case 17Bj horizontal error comparison, MMPF vs. nominal. GPS is turned off
after 60 seconds.

platform and cannot make this assumption. With no other aiding information in the vertical

channel, the altitude runs away. It is very likely that adding an altimeter would correct

this problem, and that both filters would have similar performance in the vertical channel

in this case. This is exactly what is seen in the previous case in Figure 5.3, where GPS

measurements (including the vertical channel) are available the entire time. The vertical

channel performance of the MMPF and the nominal filter are very similar.

5.2.2 Aircraft: Case 19

Case 19 is an aircraft case having the MMQ IMU, barometric altimeter, magnetic com-

pass, inclinometer, and wind speed sensor. Figure 5.7a shows the trajectories for the con-

strained and unconstrained cases. Figure 5.7b shows that the aircraft is properly identified

immediately. This is due to the barometric altimeter measurements. The pedestrian and

ground vehicle particle sets are constrained to the DTED surface, and it is then trivial for the
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Figure 5.6: Case 17Bj altitude error comparison, MMPF vs. nominal. GPS is turned off
after 60 seconds.

filter to discriminate models given the altimeter readings. While the unconstrained model

offers a better estimate of the distance traveled in the east direction, the constrained model

clearly provides a better representation of the true trajectory. The constrained model mostly

maintains the shape of the trajectory. The primary error is in the heading, which unfortu-

nately is a function only of the IMU and compass accuracies. The aircraft model does not

apply any constraints to heading, and even sideslip cannot be constrained because of wind

effects.

The primary benefit of the aircraft model is the constrained roll and pitch, which are

subjected to a complimentary filter. These offer a substantial improvement over the free

inertial solution. Roll and pitch errors are the primary source of positioning error in the

unconstrained solution. Figure 5.8a shows a comparison of the roll and pitch states for the

constrained and unconstrained filter, while Figure 5.8b shows a comparison of the roll and

pitch errors for each. Figure 5.9 shows the horizontal error comparison of the two filters.
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(a) (b)

Figure 5.7: Case 19Bj MMPF and nominal trajectory estimates (a). MMPF mode estimate
(b). Mode 3 (aircraft) is the true mode.

(a) Case 19Bj roll and pitch state comparison,
MMPF vs. nominal.

(b) Case 19Bj roll and pitch estimation error
comparison, MMPF vs. nominal.
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Figure 5.9: Case 19Bj horizontal error comparison, MMPF vs. nominal.

Both filters have unbounded error growth, but the constrained solution drifts at a slower

rate. After 10 minutes, the unconstrained solution has 50% more error than the constrained

solution.

5.2.3 Pedestrian: Case 11

Case 11 is a pedestrian case where the dismount is equipped with an HG1700 IMU, a

GPS receiver (providing pseudorange measurements), a barometric altimeter, and an RFID

reader. Figure 5.10a shows the trajectory comparison between the constrained, uncon-

strained, and true solutions. The GPS measurements are only available for the first 97

seconds (while the dismount is still outside the building). The unconstrained solution must

freely integrate to find roll and pitch, with no direct aiding in these channels. This is the

primary source of error for the unconstrained filter. The constrained filter, by contrast, uses

a simple step detector developed by Leidos in order to estimate speed. The velocity direction

is determined with the gyro (subject to roll and pitch estimates). The dismount remains
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(a) (b)

Figure 5.10: Case 11A MMPF and nominal trajectory estimates (a). MMPF mode estimate
(b). Mode 2 (pedestrian) is the true mode.

still for the first 50 seconds of this case. Once the dismount moves into the building the

RFID reader is able to pick up signals broadcast by the transmitter. These provide non-

linear measurements with respect to position, and the particle partition of the MMPF uses

them to correct the position. The constrained solution is far more accurate than the uncon-

strained solution, and the general shape of the trajectory also much more closely matches

the true path. The unconstrained solution does snap back to the RFID locations when bea-

con updates are available, but it drifts in between these updates resulting in a very poor

trajectory.

Figure 5.10b shows the mode estimate of the MMPF for case 11. The pedestrian model

drifts less than any of the other models (due to the speed constraints from step detection),

so the GPS measurements effectively select the pedestrian model over all others. Figure

5.11 shows the error growth of both the constrained and unconstrained solutions. The

constrained model is superior to the unconstrained model in this case. Both solutions benefit

from the RFID measurements, but the unconstrained model continues to drift in between

updates. The constrained model also exhibits more accurate covariance estimation than the

unconstrained model near the end of the run.
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Figure 5.11: Case 11A horizontal error comparison, MMPF vs. nominal.

5.3 Adaptive Constraint Toggling

5.3.1 Ground Vehicle: Case 17

Previously case 17 was analyzed with the MMQ IMU, odometer, magnetic compass, and

GPS. It was shown that the constraints improved the navigation solution over the nominal

unconstrained filter. In this section case 17 is analyzed for the case where the higher quality

IMU, the HG1700, is used in addition to GPS. The question is whether or not the constraints

are actually needed now that a higher quality IMU is available. The MMPF was run using

these sensors and compared with the nominal case. Figure 5.12a shows the trajectories for

each, and Figure 5.13 shows the 2d error comparison.

The MMPF actually performs worse than the unconstrained solution. This implies what

was concluded in Chapter 2, that constraints can actually hinder performance if the IMU

quality is good enough. Given that a tactical grade IMU was used, it is unsurprising that

the unconstrained solution is better. Another interesting side effect of “over constraining”

is that the MMPF incorrectly identifies the vehicle platform type. Figure 5.12b shows the

mode estimate vs. time for this case. The solution oscillates between the true platform

106

The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the
official views or policies of the Department of Defense or the U.S. Government.



(a) (b)

Figure 5.12: Case 17A MMPF and nominal trajectory estimates (a). MMPF mode estimate
(b). Mode 4 (unconstrained strapdown model) is the true mode.

Figure 5.13: Case 17A horizontal error comparison, MMPF vs. nominal.
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(ground vehicle) and aircraft, but eventually settles on the aircraft estimate. While this is

incorrect, it is actually expected given the accuracy of the IMU. Speaking at a high level,

the MMPF functions by simply giving more weight to platform types which most closely

match the measurements. The aircraft model is the least constrained of the three platform

options. Therefore it makes sense that if the unconstrained IMU is better than the ground

vehicle model, then the MMPF should apply the most weight to the particle set with the

least constraints. This is the aircraft set.

In order to overcome this problem, an additional particle set which is not subject to any

dead reckoning constraints is added to the MMPF. This generates four possible platform

hypotheses: ground vehicle (1), pedestrian (2), aircraft (3), and the “h0 hypothesis (4).”

The h0 set is essentially the hypothesis that the IMU is of high enough quality so as not to

require dead reckoning constraints, whatever the platform may be. In a sense this MMPF

now also performs IMU classification, albeit indirectly. For the purpose of nomenclature,

the MMPF which includes the h0 hypothesis is referred hereafter as the H0PF. The H0PF

is tested on case 17 with the HG1700 aided with GPS. It is expected that, given the above

findings. the H0PF will converge to the h0 hypothesis and that this solution will be more

accurate than the baseline MMPF. Figure 5.14 shows the mode estimate vs. time for the

H0PF. The filter does converge to the h0 hypothesis. Figure 5.15 shows the 2D RSSE vs.

time for the H0PF compared with the nominal unconstrained filter. Given that the filter

converges to the h0 hypothesis rather quickly, the navigation performance for the two filters

will be very similar, as shown in Figure 5.15.

5.3.2 Aircraft: Case 19

Case 19 is run using the HG1700 IMU aided by GPS pseudo-ranges. The HG1700 was

shown in previous cases to have error growth rates which are less than errors introduced

by violating the navigation constraints. It is expected that in this case the same will be
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Figure 5.14: Case 17A HOPF mode estimate vs. time. Mode 4 (unconstrained strapdown
model) is the true mode.

Figure 5.15: Case 17A horizontal error comparison, HOPF vs. nominal.
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Figure 5.16: Case 19A MMPF mode estimate vs. time. True mode is 3 (aircraft).

true. Figure 5.16 shows the mode estimate of the baseline MMPF for this case. The MMPF

correctly estimates the platform, in contrast with case 17 when the HG is used. This is

because the DTED constraints make it very easy to discriminate amongst the particle sets

using the altimeter. Yet even though the platform is properly identified the navigation results

are worse than the unconstrained case. This is expected. Figure 5.17 shows the horizontal

errors of the baseline MMPF and the nominal filter.

The H0PF is again tested using this data set in order to mitigate the problem of over

constraining the high quality IMU. Figure 5.18 shows the mode estimate vs. time for the

H0PF. The filter correctly converges to the h0 hypothesis, as expected. Figure 5.19 compares

the 2D errors for the H0PF and the nominal filter. The error profiles are almost identical,

as expected, after the initial convergence period. The difference in uncertainties during the

first few seconds are also due to the transients of the mode estimation for the H0PF. The

H0PF successfully determines that constraints are not needed for the IMU in use, and the

h0 hypothesis is selected for optimal navigation.
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Figure 5.17: Case 19A horizontal error comparison. MMPF vs. nominal.

Figure 5.18: Case 19A HOPF mode estimate vs. time. True mode is 4 (unconstrained
strapdown model).
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Figure 5.19: Case 19A horizontal error comparison. H0PF vs. nominal.

5.3.3 Pedestrian: Case 10

The previous results show the advantages of the H0PF over the MMPF. However it is

important to demonstrate that the extra hypothesis doesn’t interfere with the mode esti-

mation when the proper mode is one of the three constrained sets. This is because ideally

the H0PF should be the standard filter for normal operation, simultaneously deciding online

whether or not constraints are needed, and if so, which model to apply to the filter. In order

to demonstrate successful operation of the H0PF in a situation where the h0 hypothesis

is not the correct one, case 10 is evaluated using the H0PF. Case 10 is a pedestrian case

where a MEMS grade IMU is aided by an altimeter and an inclinometer. Figures 5.20a and

5.20b show the trajectories of the MMPF and H0PF (each compared with the nominal).

The H0PF matches the MMPF very closely, and the resulting RSSE of the H0PF and the

MMPF are within 1 m of each other.
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(a) Case 10A MMPF trajectory estimate. (b) Case 10A H0PF trajectory estimate.

(a) Case 10A MMPF mode estimate vs. time. (b) Case 10A H0PF mode estimate vs. time.

Figures 5.21a and 5.21b show the comparison of the mode estimates vs. time for the

MMPF and H0PF, respectively. It can be seen that the H0PF properly converges to the

pedestrian mode, thereby confirming proper operation with the additional h0 hypothesis.

5.3.4 Aircraft Takeoff: Case 216A

The results from cases 19 A and Bj show that the JNC filter can correctly classify an

aircraft or switch to an unconstrained model if it is appropriate given the quality of the IMU.

However in that case the data set began with the aircraft already in flight. An important

question is whether the JNC filter can properly classify the aircraft before takeoff, or at
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(a) Case 216 truth system speed profile. (b) Case 216 truth system altitude profile.

least avoid making an erroneous classification of a ground vehicle during taxiing. Case 216

is evaluated in order to answer this question. In case 216, the aircraft is equipped with a

tactical grade IMU (from a Novatel SPAN system), GPS position and velocity measurements,

a barometric altimeter, and a magnetic compass. The speed and altitude profiles of the flight

are shown in Figures 5.22a and 5.22b, respectively. The first 400 seconds of data are recorded

while the aircraft is not moving on the runway, so the case is evaluated beginning at 450

seconds into the run. This is because there is very little actual signal in the reference

trajectory, and it is mostly noise. The purpose of this work is focused on classification under

more dynamic conditions, but future work should consider how to take long static periods

into account. The aircraft slowly begins to move at 400 seconds and is at taxi speeds when the

run begins. The aircraft does not begin acceleration into takeoff until 480 seconds, and liftoff

does not occur until just after 500 seconds. Figure 5.23a shows the trajectory comparison

of the MMPF, the H0PF, the unconstrained filter, and the truth data. Figure 5.23b shows

the mode estimate vs. time. The H0PF correctly determines that a tactical grade IMU

is in use and selects the unconstrained model. The MMPF does not have this option and

it identifies the constrained aircraft dead reckoning model. However the errors introduced

by violations of the constraint assumptions outweigh the errors from inertial propagation
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(a) Case 216 trajectory estimates compared with
truth.

(b) Case 216 mode estimates vs. time.

and the unconstrained model performs better than the constrained model. This result is

just like the result from case 19A, where the MMPF also classified the aircraft correctly but

performed more poorly than the H0PF which selected the unconstrained model. In this case

the classification occurs before the aircraft ever leaves the ground. This is primarily due

to the very accurate GPS velocity measurements, which are sensitive (accurate) enough to

capture the difference between the error propagation of the different models in only a few

filter iterations. Case 216 provides another example of proper classification of the H0PF, but

it doesn’t answer the potential problem mentioned previously pertaining to aircraft taxiing.

It is clear from this example that this is only a problem when a low quality IMU is used on

the aircraft, and so data from such a scenario is needed to determine the effect of ground

taxiing on aircraft platform classification.

5.4 Conclusion

This chapter has presented several experimental data sets collected on various platforms

and an analysis of the MMPF and H0PF across these sets. The IMU’s used in each case

were described and categorized according to common navigation classifications. First, three
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cases which use the MMQ, a high grade MEMS IMU, were analyzed. This was followed by

an analysis of results from four cases using the tactical grade HG1700 IMU.

Table 5.3 gives the 3D RMSE values for all cases presented in this work. First, it is seen

in Case 17Bj that the MMPF does improve the overall navigation performance. However,

as this case has strong aiding from GPS throughout the entire run, there isn’t much room

for improvement. A more practical example of the benefits of the MMPF is to consider the

case of GPS drop out. Case 17Bj* does just this, where GPS is shut off after 60 seconds.

As expected, the MMPF vastly outperforms the nominal filter case when GPS is denied.

The MMPF also outperforms the nominal filter on Case 19Bj. In this case there is no

absolute position information, thus there is nothing to prevent filter drift. However the

MMPF is able to properly identify the platform (aircraft) and slow the drift. Case 11A is

a pedestrian case which uses an HG1700 IMU. Here also the MMPF is able to succesfully

classify the platform and improve performance compared with the unconstrained solution.

Cases 17A and 19A demonstrate the importance of the h0 hypothesis in the H0PF. In both

of these cases the IMU used was the tactical grade HG1700, as opposed to the MEMS

grade MMQ. The results from Chapter 2 demonstrate that constrained navigation can be

inferior to unconstrained when using high quality IMUs. Therefore it is expected that the

H0PF, which allows for the selection of an unconstrained model as a possible hypothesis,

would outperform the MMPF in the cases with higher quality IMUs. Cases 17A and 19A

show that this is true. Case 10A is included to demonstrate the robustness of the H0PF.

It is not always advantageous to choose the unconstrained model when higher quality IMUs

are used, therefore it is important to demonstrate that the inclusion of the h0 hypothesis

doesn’t detract from the MMPF operation otherwise. In case 10A the unconstrained solution

performs very poorly, and the H0PF is quick to select the pedestrian mode, as the MMPF

also does. This is why the H0PF has a very similar error metric for this run. Additionally,

the H0PF results are given for the first four cases in order to show that the inclusion of the

h0 hypothesis doesn’t qualitatively degrade the navigation performance. Finally, case 216A
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Table 5.3: Mean RSS errors (2D / 3D) (m).

Nominal MMPF H0PF

Case 17Bj 4.3 / 7.0 4.0 / 6.2 4.0 / 6.2
Case 17Bj* 147 / 6286.9 47.2 / 48.1 48.9 / 49.8
Case 19Bj 6281.0 / 6281.8 5204.4 / 5204.7 4747.3 / 4747.7
Case 11A 17.0 / 17.2 12.3 / 12.7 11.8 / 12.2

Case 17A 3.2 / 5.8 5.7 / 8.3 3.4 / 5.8
Case 19A 1.8 / 3.2 19.0 / 20.1 1.8 / 3.3
Case 10A 417.5 / 497.2 21.0 / 21.4 20.6 / 21.0
Case 216A 6.6 / 10.2 258.2 / 259.5 2.7 / 5.8

is included to demonstrate that the platform classification works for aircraft even before the

vehicle takes off. The results from this case show that this is not a problem when a tactical

grade IMU is used. However, hard conclusions cannot be drawn about the MEMS grade IMU

case without data for this situation. It has been shown that the H0PF is able to successfully

identify the proper platform model for best navigation adaptively and apply the appropriate

constraints to improve navigation (if any).
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come online or go offline and makes it easy to use data for the many various sensors used in
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Chapter 6

Conclusion

This dissertation has developed an algorithm which is capable of solving the joint nav-

igation and classification problem. That is, the algorithm is able to determine the host

platform type online without any apriori knowledge and then use this information to im-

prove the navigation solution via kinematic constraints specific to the platform type.

6.1 Kinematically Constrained Navigation

First, the motivation for why kinematic constraints are needed was presented in Chapter

2. Inertial navigation systems drift over time, and while it is true that aiding sensors can

mitigate this drift, adding constraints can diminish this drift even further. The idea is to

compute the best inertial trajectory possible before applying aiding from external sensors,

so that when the external measurements arrive there is less error that needs correcting. In

this way the filter is able to converge to an even finer accuracy in steady state than would

be possible if the inertial trajectory were not as good. Therefore Chapter 2 presented a case

study in which an unaided IMU is improved via kinematic ground vehicle constraints. It was

shown that adding the constraints provides a substantial improvement over the otherwise

unaided solution, therefore motivating the need for including these constraints. These results

were proven via Monte Carlo simulations and also with experimental data obtained from an

ATV outfitted with a tactical grade IMU and also a Novatel SPAN GPS/INS system for

ground truth comparison. The results also showed that is possible to actually degrade the

navigation solution with these same constraints, if they are applied when the quality of the

IMU is high enough and there are sufficient dynamics. This effectively means that in these

cases the amount of error introduced by small violations in the constraint assumptions is
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actually larger than the amount of drift present in the IMU. For lower quality IMUs, the

inertial error is greater than the constraint violations. Nevertheless this finding introduces

a challenge when trying to achieve the navigation improvement from the constraints while

simultaneously maintaining the flexibility provided by the online platform classification.

It is not enough to classify the platform online, because if the IMU is high grade then

applying the constraints even with a properly identified platform can degrade the result in

very dynamic situations. So the joint navigation and classification (JNC) filter must also be

able to determine on the fly if the constraints should even be applied.

6.2 Online Platform Classification

Chapter 3 discussed the fundamentals of particle filtering in general and also presented

a trade study of various multiple model (or hybrid) particle filter designs which are relevant

to the JNC problem. Particle filtering is chosen as a starting place for JNC development

for several reasons. First, it provides the highest level of flexibility when considering how

to apply the kinematic constraints. However, it was determined that for the lowest quality

IMUs it is better to apply the constraints directly to the inertial propagation as in [27], and

not as pseudomeasurements as in Chapter 2. So particles are not needed for this purpose.

Yet particle filtering also allows for nonlinear and non Gaussian measurement types, such

as the RFID beacon measurements which are used in the pedestrian cases. Furthermore,

particle filtering is very compatible conceptually with the concept of treating the platform

type as a mode state in a hybrid state vector setup. The basics of particle filtering are pre-

sented in Chapter 3, followed by a discussion of important considerations regarding sample

impoverishment and how to choose the best proposal density for resampling. Sample impov-

erishment occurs after repeated resampling of a particle set which has a low process noise.

The particles do not have time to “spread out” across the state space in between resampling,

and the result is that most of the particles end up occupying a very small portion of the state

space. The method of particle regularization was used to solve this problem. Effectively,
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regularization amounts to adding Gaussian noise to the resampled vector. The kernel used

in regularization is proportional to a Gaussian approximation of the density prior to resam-

pling. The end result is that the variance collapse due to resampling is diminished, resulting

in a better coverage of the state space. Following the particle filtering preliminaries, a de-

tailed trade study of multiple model hybrid state particle filters was given. There are three

main categories that can be used to categorize each of the algorithms analyzed. The first

discriminator is, can the mode state change over time or not (i.e. static mode vs. dynamic

mode)? Second, if the mode can change, is the transition probability strictly Markov or not?

Third, what measures are taken to ensure that the mode state does not suffer unwanted

sample impoverishment. This phenomenon occurs when modes which have low probability

can be “resampled out” erroneously, not because they have been definitively ruled out via

the measurements but because there aren’t enough particles to cover the entire state space.

The method presented by Gordon et al. [21] is chosen over the others as a starting place

for the JNC filter for several reasons. First, it sufficiently mitigates the mode impoverish-

ment problem by maintaining a constant number of particles for all modes with non-zero

probabilities. Therefore modes can only die out if the measurement likelihoods cause it, as

desired. Second, the filter by Gordon et al. treats the mode state as static, which is more

appropriate for the problem of JNC than a dynamic mode. Chapter 4 develops the joint

navigation and classification filter algorithm which is ultimately presented as the solution

to the JNC problem. First, some initial filtering concepts are described which help frame

the overall structure of the JNC filter. The indirect filtering concept is presented, followed

by Rao-Blackwellization of the particle filter. The Rao-Blackwellization method chosen is

that of [36]. This approach divides the state vector into a linear and nonlinear partition.

The linear partition is solved via extended Kalman filtering, while the nonlinear partition is

solved via particle filtering. In the JNC filter, only 2 of 27 states are treated as particles,

thus minimizing the computational load. Following this, the constrained kinematic models

for each of the platforms is presented in addition to the null hypothesis. There are three
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constrained models, one for a pedestrian, ground vehicle, and aircraft. The null hypothesis

assumes no constraints. The measurement models for all sensors used as filter measurement

sources are also presented. This includes the measurement equation, the partial derivative of

the measurement with respect to the state, and the error model of each measurement type.

Finally, Chapter 5 presented the validation of the joint navigation and classification

particle filter (JNCPF) using various experimental data sets. First, three data sets are

considered which should be well conditioned for kinematic constraints to improve navigation.

The first two data sets are ground vehicle and aircraft cases which do not use a tactical grade

IMU. So it is expected that kinematic constraints should improve the navigation solution,

if the online platform classification can be achieved. The JNCPF succesfully classified the

platforms and improved the navigation solution for these scenarios. The third case is a

pedestrian case using a tactical grade IMU. It should be noted that based on the results

of Chapter 2 one would expect the unconstrained tactical grade IMU to outperform the

constrained tactical grade IMU. However the JNCPF classified the model as a pedestrian,

and this constrained result was superior to the unconstrained result. Recall that chapter 2

showed that there is a point at which constraint violations introduce more error growth than

the IMU drift. This point is of course a function of the IMU quality, but it is also a function

of the kind of dynamics seen in the given application. The pedestrian data sets which were

used are fairly benign in terms of how much they deviate from the kind of motion assumed

in the pedestrian mode (e.g. there is no crawling or walking sideways). Whereas in the

data presented in Chapter 2, the ATV experienced a lot of sideslip due to the aggressive

dynamic maneuvers. So the general principle of this tradeoff curve between constraints and

inertial drift still stands, but the kind of dynamics experienced by the host platform will

effectively shift the curve in one direction or another. In these benign pedestrian cases, the

curve is expected to shift slightly in favor of the constraints. There is another element which

makes strapdown inertial navigation different on a pedestrian platform than a ground or

aerial vehicle. Compared with ground vehicle or aircraft motion, the signal to noise ratio
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of the pedestrian motion (in particular acceleration) is much lower. So it is likely that this

also “shifts the curve” of optimality towards the kinematic constraints in a way that doesn’t

occur for ground vehicle and aircraft.

Next, the case where the ground vehicle and aircraft platforms use tactical grade IMUs

was considered. For these scenarios it was expected that the JNCPF would actually degrade

performance if the null hypothesis isn’t included. The results presented showed that this was

true. In fact, not only did the JNCPF degrade navigation performance in the tactical grade

aircraft case, but it actually failed to properly classify the platform. However by including the

null hypothesis (which is a candidate hypothesis with an unconstrained model), the JNCPF

was able to successfully avoid this pitfall. This is seen in that the JNCPF with the H0

hypothesis achieved basically the same error as the nominal model in the ground vehicle and

aircraft cases using tactical grade IMUs. Additionally, the JNCPF with the H0 hypothesis

was tested on all scenarios to validate that inclusion of this extra hypothesis didn’t degrade

performance when other hypotheses were correct. It was shown that the JNCPF correctly

selected the most accurate model each time.

There is no concrete rule which can be used to determine if the IMU is high enough

quality to warrant not using the constraints, as discuessed in Section 5.2.3. This is because

the type or severity of the host platform dynamics also affects this. So a filter designer cannot

simply make a decision apriori based on the IMU quality (unless the IMU is of exceedingly

high or low quality). Yet the JNCPF with H0 can handle this implicitly, and the results

from Chapter 5 validate this. This is an important benefit of the JNCPF framework.

This work has shown the capability and benefit of an algorithm which can solve the

JNC problem. The JNCPF is able to classify the host platform type online and improve the

navigation solution using kinematic constraints appropriate to the classified platform type.

This solution offers a way to provide a platform optimized solution without compromising

the high degree of flexibility that is set up by the ASPN goals and requirements. This best of

both worlds combination of accuracy and flexibility could benefit a wide range of applications
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beyond the ASPN application (although the set of potential end users of ASPN is very broad

already). Anyone in the commercial world who seeks to reduce time-to-market without

compromising accuracy would benefit from the JNCPF. The JNCPF would also apply to

anyone seeking a navigation solution which can be switched between multiple vehicles (or

IMUs) in the field, as the JNCPF would require virtually no reconfiguration to handle this.

6.3 Future Work

What if the host platform is a pedestrian riding in a vehicle who ultimate exits the

vehicle at some point during the mission? In this case, the host platform type could be

considered to be dynamic. The ideal scenario would be if the JNCPF could handle switching

platform modes, such that the h0 hypothesis is identified and used while the pedestrian is in

the vehicle and the pedestrian hypothesis is selected once the dismount exits the vehicle. So

the JNCPF would have to be handle dynamic platform modes as opposed to static modes,

and also be sensitive enough to detect this transition. Note that while the dismount is in

the vehicle, the optimal model choice would still likely be the h0 mode as opposed to the

ground vehicle mode because the orientation of the IMU with respect to the vehicle body

frame would be changing in some arbitrary manner. Especially in a military application

it would be a stretch to assume that the passenger is seated in a certain orientation and

that they maintain that position until they exit the vehicle. Regardless, the assumptions

about the mode state being static would have to change. This author believes the best

course would be to move from a MMPF framework similar to [21], which is what is used

now, to a framework similar to [30]. This framework is beneficial in this case for several

reasons. First, the mode state is dynamic and the framework is set up to minimize the

problem of mode impoverishment. Mode impoverishment would mean complete failure of

the algorithm in the dynamic case, so this point is critical. Any mode which has a non-zero

transition probability is guaranteed to be represented by some particles in Narasimhan et

al.’s framework. Furthermore, they do not assume that the mode transition probabilities are
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Markovian. This is important, because it allows for the mode transition probability to be a

function of other parts of the state vector. For example, in the case of the dismount riding in

the truck, it is unlikely that he or she will exit the truck if the speed is very high. But as the

speed approaches zero, the likelihood of an exit would increase. Multiple model frameworks

which make the Markov transition assumption cannot account for this, but the Narasimhan

et al. approach can. This author believes that in order to account for a scenario of dynamic

mode switching, a version of Narasimhan et al.’s [30] framework would be optimal to perform

JNC.

Another important avenue of future work would be to properly apply integrity monitor-

ing of the measurements within the JNC framework. If enough redundant measurements are

available it would be possible to apply a “measurement only” integrity monitoring scheme,

where the integrity checks are not a function of the state estimate. Receiver autonomous

integrity monitoring (RAIM), which is common when solving the GPS pseudorange prob-

lem, is a good example of this kind of integrity monitoring. However the more challenging

problem is what to do when there isn’t enough redundant information in the measurements

alone, and the state estimate must be used as in classical chi-squared measurement rejec-

tion techniques. State dependent measurement rejection techniques rely on accurate error

statistics of both the measurement and the state vector. In the case of the JNCPF, the

incorrect models (which haven’t already been eliminated) will by definition have inaccurate

error models because they don’t match the true kinematics. Therefore chi squared cannot

be used in the measurement rejection and integrity monitoring process, and more sophis-

ticated methods must be developed. These methods would also have to account for the

non-Gaussian nature of the horizontal position posterior distribution, because these states

are in the nonlinear partition and may not be Gaussian.

Finally, it would be important to add additional platform model types such as rotary

wing aircraft or skid steer ground vehicles. These in particular are increasingly relevant with
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the rise of small unmanned aerial and ground vehicles. The pedestrian model should also be

improved upon to account for more diverse motion such as crawling and climbing, etc.
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Appendix A

Partial Derivatives
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F24 = −RN
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Appendix B

Trajectories of Various ASPN Data Sets

Figure B.1 shows the true navigation state trajectory of case 17 from the ASPN data

sets. Figure B.1a gives the position overlaid onto Google Earth, Figure B.1b gives the

attitude in Euler angles vs. time, and Figure B.1c gives the NED velocity vs. time. The

vehicle makes two clockwise loops through downtown Athens, stopping in the normal flow

of traffic, before proceeding south and looping around the circular building in the bottom

of the image. The data set is 15 minutes long. The elevation stays within a 30 m range

throughout the run, and the largest road slope is 6 degrees. The vehicle speed stayed below

25mph throughout the run.

Figure B.2 gives the state trajectory for the aerial case, case 19. For reference, the

trajectory for case 17 is also shown in blue. The aircraft flies from west to east over Athens,

turns south and then back west towards Athens, and then turns north over the city for

the remainder of the flight. This run is 10 minutes long. The aircraft maintains altitude

of between 665 m and 710 m during the run; the flight is pretty level. When making the

largest turns the aircraft sustains bank angles of around 15 degrees, with spikes of up to 25

degrees. The absolute speed of the aircraft is between 110 mph and 170 mph during the run,

or approximately 95 knots to 145 knots.

Figure B.3 gives the state trajectory for a pedestrian case, case 11. The dismount

remains standing in one location for the first 50 seconds before heading west along the

sidewalk and turning south into the building. After entering the building the dismount

makes two loops in the clockwise direction before stopping at the same entrance. The total

time elapsed is just over five and a half minutes. Once the dismount begins walking, he stops
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(a)

(b) (c)

Figure B.1: Case 17.
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(a)

(b) (c)

Figure B.2: Case 19 (17 also shown).
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only to enter the building and remains in motion the rest of the time. The walking speed of

the dismount between 1.75 mph and 3 mph consistently.

Figure B.4 gives the position of the dismount for case 10 overlaid onto Google earth.

Note that the trajectory of case 11 is shown for reference. There is no truth attitude or

velocity information available for this data set. In this case the dismount begins outside

the southeast corner of the building and enters at this corner. The dismount proceeds west

through the length of the building and completes one loop around the larger western portion

of the building. Following this, the dismount again heads west but turns north in a nearer

hallway before turning back east and ending the run at the northeast corner of the larger

loop. This run lasts just over five and a half minutes.

Figure B.5 gives the truth state trajectory of the aircraft for case 216. Case 216 is an

aircraft case where the data collection begins on the ground before takeoff. The aircraft

takes off from the Ohio University airport heading southwest before turning around and

flying back over the airport. The aircraft then turns eastward to pass over Athens before

continuing north. The aircraft is ascending for the most of this case until leveling off at

an altitude of just over 9000 feet. The run is 1450 seconds long, but the first 450 seconds

are just the aircraft sitting still prior to taxi and are omitted from the analysis done in this

work. The aircraft reaches a maximum speed of 212 m/s in this case, or 184 knots. It is

interesting to note during the intial static period of the data (t < 450s) that the pitch angle

is approximately positive 10 degrees. This is because the DC-3 which hosted the data collect

is a “tail dragger” in the old style of aircraft, and so it sits at an incline when at rest.
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(a)

(b) (c)

Figure B.3: Case 11.
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Figure B.4: Case 10 (11 also shown).
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(a)

(b) (c)

Figure B.5: Case 216 (orange), 19 also shown (green)).
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