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Abstract 

In this dissertation, there are three research studies that are mainly based on text analysis. 

In the first study, a sentiment analysis is performed for extracting and identifying the general 

rating of the customer reviews for certain products. Classifying the sentiments of online reviews 

of products is important in that it provides the ability to extract critical information that can be 

used to improve the quality. Machine learning (ML) algorithms can be used effectively to 

analyze and therefore to automatically classify the reviews. The objective of this study is to 

develop a numerical composite variable from unstructured data for the estimation of the star rates 

of the customer reviews from different domains by employing popular tree-based ML algorithms 

by incorporating five-fold cross validation into the models. In the second study, a special text 

classification is used for extracting and identifying the subjective content of the customer 

reviews. Classifying people’s feedback on a special subject is vital for analysts to understand the 

public behavior. Especially for the organizations dealing with big bodies of data consisting of 

people’s reviews, understanding the reviews’ contents and classify them by the subjective 

information is very important. Although Information Technology modernized process of data 

gathering, state of art methods are required to handle the available big data. On the other hand, 

traditional methods are not capable of delivering profound insights on the unstructured based 

feedbacks. Therefore, institutions are seeking novel methods for text analysis. Text mining (TM) 

is a machine-learning approach for dealing with people’s reviews that can provide valuable 

insights about people’s feedback. This study proposes a creation of composite variables for the 

learning process and utilizes Multilayer Perceptron-based Artificial Neural Network. In the third 
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study, a Turkish TM algorithm is developed for grading written exam papers automatically via 

TM techniques. Turkish grammar and natural language processing based algorithms are 

produced on the answer key prepared by the grader and then applied on the answer papers of the 

students.  The main idea in this study is to build a TM tool in Turkish which is going to grade 

exam papers in Turkish. 
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Chapter 1 

Introduction 

1.1 Introduction 

Analyzing user-generated content about a specific product or a company is of a crucial 

importance in today’s competitive world.  It provides the business owners with reaching specific 

information about the weak and strong sides of their product when compared to the competitors’. 

Therefore, companies have allocated enormous sums for conducting customer satisfaction 

surveys even though the limitations on the sample size and difficulties on creating effective 

questions are some of the obstacles that decrease the efficiency of these surveys. 

Exponential growth of user-generated data in the Internet and information age has 

provided an important opportunity to businesses with effectively analyzing the product-centered 

contents. Such datasets do not only have importance for the business owners but also allows 

potential customers to learn about the experiences of existing users on a specific product or a 

company. Examples of this electronic data include the messages posted by users on social media 

sites, the opinions of users that are posted to product-associated websites, etc. However, such 

datasets to be analyzed are typically in unstructured format, which is challenging to decipher and 

analyze. Having said that, effective analysis of such a valuable content can be utilized as a 

critical tool to help businesses to dramatically improve their business quality. Such analysis 

would allow companies to answer critical questions such as: 1) What do people think about our 

product/company 2) What are the weak sides of our product 3) Which functions of the product 
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should we improve based on the adapted business strategy 4) How much should we financially 

target when we invest on certain features of the product etc. 

Sentiment analysis, also referred to as emotional polarity computation, is a computational 

process that aims to identify the opinion of a writer with respect to a specific topic. It specifically 

targets to classify the author’s opinion (that is presented in a piece of text) into either binary (i.e. 

good-bad, positive-negative etc.) or multinomial classes (multi-polarity). Therefore, such 

analysis has been effectively utilized in analyzing the large, complex unstructured text corpuses 

to uncover the linear/non-linear relations between the existing words and/or phrases and the 

overall sentiment of the writer [1-5]. 

The main goal of the first research given in chapter 2 is to analyze the large, unstructured 

customer reviews by developing a novel text-mining framework. The proposed study specifically 

aims at classifying the online customer reviews on a multinomial scale by employing sentiment 

analysis techniques. The adapted framework also aims to identify the critical factors that 

determine the reviewers’ decision on assigning star rates. The remainder of the chapter 2 is 

organized as follows.  A brief literature review on text classification (particularly used in 

business related domains) that employed sentiment analysis techniques is provided.  The overall 

text analytics methodology used in this study is presented along with the data collection and 

preparation phase. A brief discussion on the statistical and machine learning (ML) models that 

are employed in this study follow this. The multinomial classification results obtained through 

using the novel framework is presented. Finally, the conclusions are summarized, future research 

thoughts and directions are discussed in a brief manner. 

Institutions are seeking novel methods for improving their products or services to be 

perfectly matched with their customers’ expectations. Therefore, obtaining their feedback is 



3 

 

crucial to provide customer oriented services. Before the advent of internet customer surveys as 

the major way of data gathering from customers was labor intensive and time consuming. The 

quality of predefined and structured questionnaires (i.e. sampling, unbiasedness, etc.) is always 

challenging [1] and might not reflect the all aspects of a subject. On the other hand, unstructured 

customer interviews may provide better insights [2], but they were even more expensive and 

challenging. 

Recently, the internet facilitated market analysis by its automatic and economic data 

gathering capabilities. Nowadays, people use the internet as a media to share their ideas about 

daily life events. Therefore, analyzing the huge crowds of the shared data might provide valuable 

insights about public opinion on a special subject (e.g. presidential elections, products, places, 

etc) [3]. Institutions use such type of data to find out their weaknesses and strengths to improve 

their competitiveness. Knowing previous users’ experiences about a service or product is 

beneficial for the potential customers as well. They can use this data as a decision making tool 

for service or product selection [3]. An example of such type of data is hotel reviews, which 

previous customers post their comments about the received services and may use star icons to 

rank the overall quality. The huge crowds and unstructured nature of the hotel reviews require 

state-of-the-art methods for data management and content interpreting. Institutions widely 

employ big data and sentiment analysis methods for investigating the valuable customers’ 

feedbacks about their products or services. 

Sentiment analysis is a package of text analysis and natural language processing (NLP) 

for investigating the author's idea reflected in a text. This methodology basically establishes 

probabilistic relations between words used in the text corpuses and possible subjects from a 

reservoir of text to predict the most probable subject that reflects author’s opinion. On the other 



4 

 

hand, when the subject is defined, this method is able to measure the performance of the subject 

based on the writers’ text. Customer reviews on a service or product contains valuable 

information regarding the performance quality. This quality measure is either binary classes (i.e. 

positive-negative, good-bad, etc.) or multinomial polarity (e.g. 1 star to 5 stars). Sentiment 

analysis is capable of establishing the probabilistic relation and provides insights about the 

quality [4-7]. Moreover, the application area is not limited to business. Security agencies (e.g.  

NSA, DHS, etc.) have employed this idea to identify possible threats (such as terrorist attacks) 

[8,9]. They established probabilistic relation of some words to a range of threats and can 

estimate possibility of a potential threat by investigating a text or transcript of voices (e.g. email, 

phone calls, etc.). 

The statistical background of the studies represented in chapter 2 and 3 are mainly based 

on creating composite variables with high correlation with the dependent variables. The 

classification models are utilizing these composite variables to make better predictions. The 

correlation between the independent and dependent variables affects directly the performance of 

the model. In other words, a strong correlation between the independent and dependent variables 

let us to build more accurate predictive models based on the independent variable [86]. 

The study presented in chapter 3 introduces a novel text classification approach for 

investigating the hotel reviews as the customers’ feedback to predict their market section (hotels’ 

cities). The proposed sentiment analysis method creates three composite variables that are 

obtained through well-known unsupervised clustering algorithm. The results are presented on a 

multinomial scale for classifying the hotel reviews based on the city they are located. Such 

methods can be effectively utilized for similar type of classification problems in the text mining 

concept. 
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The general steps of the study given in chapter 3 is as given following: Literature review 

on the applications of text mining in business and market analysis is delivered, the data 

preparation phase along with the obtained descriptive statistics is presented, the details of the 

proposed machine-learning methodology that is utilized for investigating the hotel reviews is 

explained, the results of the proposed methodology and performance comparison of the utilized 

machine-learning algorithm are delivered, and finally the conclusion and future studies are 

discussed. 

In the study given in chapter 4, a Turkish text mining algorithm is developed which is 

grading written exam papers automatically via text mining techniques. For the technique, 

Turkish grammar and natural language processing based algorithms are produced on the answer 

key prepared by the grader and then applied it on the answer papers of the students.  The main 

idea in the study is to build a text mining tool in Turkish which is going to grade exam papers in 

Turkish. The general steps of the study are as following: Natural language processing, 

classification, preparation of dictionaries for the each class, feature extraction, developing 

algorithms, recalculating the grades based on the algorithms, and comparison. 
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Chapter 2 

Sentiment Analysis on Customer Reviews with Decision Tree-based Multinomial Classification 

2.1    Sentiment Analysis on Customer Reviews with Decision Tree-based Multinomial   

         Classification 

In the literature, a large body of research exists that employ sentiment analysis techniques 

to classify text corpuses into categories. Such research can be grouped into two, widely 

employed, main approaches. The first approach, called ‘Semantic Orientation’ [6-8] aims to 

classify the words into binary classes such as ‘good’ or ‘bad’, by mostly using a domain-specific 

lexical resources. Thus, if a specific text document contains more pre-determined ‘good’ terms 

than ‘bad’ ones, that particular piece of text would be deemed as ‘good’ and vice versa. The 

second approach called ‘Machine Learning’ (ML), a branch of artificial intelligence, has been 

employed not only for text analytics but also for variety of areas from finance to health 

informatics [9-14]. ML models classify text into either binary or multinomial categories by 

learning through labeled historical data. The conceptual difference between these two main 

streams is that the machine learning models can be employed effectively in analyzing the 

sentences that express the sentiments in a subtler manner. To exemplify, to correctly classify a 

sentence such as “how could anyone buy this car “can be challenging since it does not include 

any explicit negative term, although it obviously reflects a negative opinion about a product. In 

such situations, the latter approach (machine learning models) can play a crucial role in 

deciphering the subtlety. In addition, these models do not require any prior knowledge about the 

data. Therefore, as an efficient and effective set of business-analytics tools, machine-learning 



7 

 

models have been employed successfully to classify texts in large corpuses [11, 15-18]. What 

follows next is a brief discussion about the research conducted by employing these main 

approaches. 

Semantic orientation of a single word is typically considered as a starting point to analyze 

the sentiment of the entire document. Therefore, lexical resources such as WordNet [19] have 

been widely utilized in such analysis to automatically identify primarily the emotion-related 

adjectives. To exemplify the earlier works, Hatzivassiloglou and McKeown [6] focused on 

semantic orientation of conjoined adjectives by employing a log-linear regression model that 

uses preselected set of seed words. Soricut and Marcu [20] introduced two probabilistic models 

that can be implemented by a discourse-parsing algorithm to identify elementary discourse units 

and build sentence-level discourse parse trees by employing syntactic and lexical features. 

Kamps et al. [21] developed a distance measure on WordNet to determine the semantic 

orientation of adjectives, by employing a graph theory-based model. Ding and Liu [22] proposed 

to use some linguistic rules that involve a new opinion aggregation function in determining the 

semantic orientations of opinions, rather than using the conventional approaches that use a set of 

opinion words for the same task. Kaji and Masaru Kitsuregawa [23] developed the structural 

clues to extract polar sentences from documents by aiming at achieving extremely high precision 

at the cost of recall, which in turn leads to build lexicon from the extracted polar sentences.   

Studies that can be considered under the first approach have not only used the lexical 

resources but some of them have employed unsupervised learning methods in determining the 

semantic orientation of text. For example, Turney and Littman [7] have introduced a simple 

algorithm that involves query issuing to a Web search engine, for unsupervised learning of 

semantic orientation from extremely large corpora. The results obtained were analyzed by 
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employing point wise mutual information. In a similar study, Turney [24] presented an 

unsupervised learning algorithm, which uses the average semantic orientation of the phrases to 

classify the reviews into binary class (i.e. “up” and “down”). In their study, a review is classified 

as recommended if the semantic orientation of its phrases has associations with the “up” class 

(e.g. “excellent”) and vice versa. Li and Liu [25] have come up with a novel unsupervised 

learning-based clustering approach that involves TF – IDF weighting method, voting mechanism 

and importing term scores. One of the main advantages that were provided by employing such 

method (when compared with the most of the existing similar work) is that the human 

participation was eliminated. 

On the other hand, the second and final main stream involves machine-learning methods 

for sentiment classification. As one of the pioneering studies for this stream, Pang and Lee [11] 

employed Support Vector Machines (SVM), Naïve Bayes (NB) and maximum entropy 

classification method by considering different features such as unigram, bigrams, combination of 

both and parts of speech to classify the movie reviews into binary classes. The primary goal of 

their work was to show that machine learning methods could perform well on classifying the 

unstructured data rather than comparing their performance with the existing techniques 

employed in this domain. In a similar study, Chaovalit and Zhou [26] compared the 

performances of machine learning models with the semantic orientation approach. They found 

out that the machine learning models slightly outperformed the semantic orientation approach. A 

similar study from movie domain, Mullen and Collier [17] used the semantic orientation values 

derived from phrases that were extracted from variety of different sources. Therefore these 

values were employed to create a feature space, which in turn can be separated into classes using 

SVM. Boiy and Moens [27] employed Support Vector Machines (SVM), Multinomial Naïve 
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Bayes (MNB) and maximum entropy (ME) classification method to classify the associated text 

pieces into three categories such as negative, positive and neutral. The primary goal was to 

determine the sentiments towards a certain entity (consumption products) in Web sentences 

written in three languages (English, French and Dutch) by employing the aforementioned 

supervised learning techniques and reducing the amount of training examples by means of active 

learning. Prabowo and Thelwall [28] classified the sentiments that were collected from product 

reviews, movie reviews and MySpace comments by combining General inquirer based classifier 

(GIBC), Rule-based classifier (RBC), Statistics based classifier (SBC) and Support Vector 

Machines (SVM). Their results showed that hybridized methods could improve the performance 

of the classifier on both precision and recall measures. In a more recent study, Sarkar et al. [18] 

contributed a new approach by employing both a supervised learning algorithm (artificial neural 

networks) and unsupervised method (k-means clustering algorithm) to classify the sentiments 

into a multinomial scale (i.e. strong like, weak like, doubtful, weak dislike and strong dislike). 

To exemplify the studies that specifically focused on sentiment classification on travel 

blogs, Ye et al. [29] compared three supervised machine-learning algorithms of Support Vector 

Machines, Naïve Bayes (NB) and the character based n-gram model to classify (in a binary 

manner) the sentiments of the reviews for seven popular travel destinations in the U.S. and 

Europe. Based on the results obtained, NB model was outperformed by the other two machine 

learning approaches. Having said that, the minimum accuracy level that all three approaches 

have achieved was 80 % (where the random chance was obviously 50 % in a binary 

classification case). Wang et al. [30] have introduced a novel approach called Latent Aspect 

Rating Analysis (LARA) to analyze the opinions expressed about the certain aspect of a product 

(hotel reviews in their case study). The novel probabilistic approach that was proposed in this 
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study also considered the relative emphasis on different aspects when evaluating the overall 

judgment of a specific entity. In a more recent study, Bjørkelund et al. [31] compared machine 

learning algorithms with lexical-resource semantic orientation methods in terms of sentiment 

classification performance on a multinomial scale (i.e. strong positive, weak positive, neutral, 

weak negative and strong negative) for hotel reviews. The study has also incorporated the 

temporal and spatial aspects of the analysis into the opinion mining process to better visualize 

the data by using Google Maps features. Based on the existing studies that have done sentiment 

classification on online (product) reviews, it is evident that they employed the lexical-based 

resources, unsupervised learning or supervised learning algorithms. In our study, we introduce a 

novel approach that employs both semantic orientation approaches and decision tree – based 

machine learning algorithms to classify the sentiments into multinomial categories (star rates i.e. 

1,2,3,4 and 5). By doing so, the current study presents uniqueness in that it utilizes the semantic 

orientation approaches during the data preparation phase of the study, then the machine learning 

approaches that are capable of learning complex relation(s) between the input(s) and the output 

are incorporated during the second phase of the study (learning and prediction). In the following 

section, the detailed methodology along with the background information on the data source, 

preparation and classification models employed in this study are provided in detail. 

2.2    Methodology 

In this study, a novel sentiment (multinomial) classification methodology (as depicted in 

Figure 2.1) that consists of four sequential phases is proposed. The first phase consists of the data 

collection procedure by which the unstructured data is obtained from the associated sites on the 

World Wide Web and k-fold cross-validation where the entire dataset is systematically split into 

test and train sets. Phase 2, which is considered to be as the data preparation phase, is composed 
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of three steps: step 1) cleaning stage, where the stops words, nonsense words as well as typos 

were removed from the unstructured train data; step 2) Feature Extraction stage, where the 

variables are extracted through tokenization, phrase definition and stemming; and finally step 3) 

consists of the processes in which SVD concepts are extracted, a composite variable is created 

via using binary weighting method as well as correlation  coefficients of the features and a chi-

square feature selection is applied to select the most significant features. Phase 3 represents the 

processes in which tree-based machine learning multinomial classification algorithms are 

separately applied to the structured training data for the composite variable and for the set of 

selected features. In the final phase (phase 4), trained models are employed to predict the star 

rates (multinomial) that were assigned by the reviewers/customers. During this particular phase, 

the machine learning models are calibrated until they reach to their optimum performance (via 

trial and error based experiments) and, the models with best performance (trained models) are 

then kept for further processes. Finally, the results obtained via applying these algorithms are 

evaluated. Additional detailed information on each of these phases and steps is provided in the 

following subsections. 
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Figure 2.1: An Overview of the Proposed Sentiment Classification Approach 

2.3    Data Acquisition and Preparation 

Three unstructured data sets used in this study were obtained from Hotels.com which is 

the world’s largest travel site [32] that operates in 45 countries worldwide and has 340 million 

unique monthly visitors [33] and from Amazon.com which is one of the most popular online 

retailers. Users leave their verbal comments (textual reviews) about the places that they have 

visited, hotels they have stayed, or products they have purchased etc. along with the multi-scaled 

star rating that change from one to five. In this sense, users aim to share their experiences and 

thoughts with prospective customers to better help them while making travel or shopping 
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decisions. Having the star rate for all of the reviews (labeled data) is advantageous in that it 

allows applying supervised learning (machine learning) algorithms in analyzing this large and 

complex unstructured data. In our analysis, we use 3 data sets at different sizes and from 

different domains. The data sets consist of 3200 hotel reviews, 2150 e-reader tablet reviews and 

1000 wireless color photo printer reviews, along with their associated star rates. Also, the data 

sets used in our study are balanced in that it contains equal number of each star rate. By doing so, 

the main goal is to have a balanced datasets that represent each class equally, which in turn leads 

machine learning models to learn each class in a balanced manner. After completing all the data 

preparation process we get 3 term-document frequency tables in terms of the 3 data sets. The 

number of the variables take place in the term-document frequency tables extracted from hotel 

reviews, e-reader tablet reviews, and wireless color photo printer reviews are 4700, 616, and 385 

respectively. 

2.4    K-fold Cross Validation 

The k-fold cross-validation is a widely employed approach that is used for comparing the 

performances of prediction methods. The main goal in using such approach is to minimize the 

potential bias that might be associated with the random sampling of training and test data 

samples [34]. In such technique, the entire data is randomly split into k mutually exclusive 

subsets of approximately equal size rather than splitting it into a single train and a single test set, 

which can be biased due to the high uncertainty on random sampling.  The prediction model is 

tested k times by using the test sets.  The overall performance of the models that employed k-fold 

cross validation is calculated by taking the average of the k individual performances as follows 

[35]: 
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1

1
  

k

i

i

CV PM
k 

                                                          (2.1) 

where CV represents  cross validation, k is the number of the mutually exclusive subsets, and PM 

stands for  the performance measure that was used in our study. As depicted in Figure 2.1, the 

stratified 5-fold cross validation approach was employed to the unstructured dataset before 

beginning to prepare the data for machine learning models. The rationale behind that is the test 

set (newly added reviews to be tested) would always be obtained in a raw, unstructured manner. 

Additional details on k-fold cross validation can be found in any basic data-mining textbook (see. 

e.g. [36]). 

2.5    Data Cleansing, Tokenization, Stemming and Phrase Definition 

Stop words are common in text analytics and should be removed since they do not add 

any meaning to the sentiment and tend to make the text heavier from the analytics perspective. 

Therefore, stop words such as the, a, is, at etc. have been removed in our analysis. Similarly, 

words that do not have any meaning (nonsense words) as well as typos have been removed from 

the dataset analyzed in the proposed study. 

Tokenization in text mining is simply breaking a stream of text up into tokens. In 

tokenization, documents (reviews in our case) are broken into meaningful components such as 

words, phrases, sentences etc. Stemming is simply identifying the morphological roots or bases 

of the words. Therefore, the words that have same morphological structure should be identified 

automatically and treated accordingly so that it could lead to a more accurate prediction 

performance. In our analysis, both tokenization and stemming processes have been employed 

through using commercial software STATISTICA 11 (www.statsoft.com). 

http://www.statsoft.com/


15 

 

In sentiment analysis, phrase definition plays an important role in that it helps 

discriminating the subtle structures that were caused by the change in the meaning of a phrase 

when the (immediate) neighbor words are taken into account. Also, longer phrases tend to be 

more informative in terms of identifying the polarity of the sentiments. For example, while term 

“convenient” is likely a positive sentiment, “not convenient” or “not very convenient” are less 

likely to appear in positive comments. Therefore, models like bag-of-unigrams or bag-of-

bigrams would have the tendency to fail to handle “not convenient” and “not very convenient”, 

respectively. Also, the existing related literature [37, 38] showed that “sentiment classifiers 

combined with high order n-grams as features can achieve comparable, or better SA 

performance than state of the art on large-scale data sets”. In our proposed analysis, high order 

n-grams have been utilized in classifying the hotel users’ reviews. 

2.6    Obtaining a Composite Variable 

The main idea of composite variables is very similar to the composite materials. A 

composite material is a combination of so many small and weak materials in a single and 

stronger body. For a composite variable, by using some special calculation techniques, so many 

weak learners and classifiers are brought together in a stronger variable which is called as a 

composite variable and this variable is used as a stronger indicator and classifier. The composite 

variables can be used in very different domains. For example, a composite variable can be used 

for criminal issues. It can be constructed based on several criminal categories and then it can be 

used for predicting the similar criminal events before they happen [87]. Another domain that the 

composite variables can be utilized is economy. OECD supports some researches based on 

composite variables. The main aim of the researches is to provide some special composite 

variable construction techniques based on the economic information so that the composite 
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variables can be used for comparing the countries’ economic performances [90]. Also, in another 

research, a composite variable is constructed on the reasons affecting express package shipping 

flow, and then it is used for improving the shipment service design [88]. In addition, composite 

variables can be used as a dimension reduction technique for vary large and complex datasets. 

By applying a simple clustering algorithm based on the composite variable, the dimension of the 

dataset can be reduced [89]. So that it is easier and simpler for extracting information out of it. 

In sentiment classification, initial observation of the term (phrase) effect on the outcome 

is critical since this in turn would allow the learning algorithm to gain raw information about the 

unstructured data. For our case, since the satisfactions or dissatisfactions of the customers consist 

of similar expressions, particular terms are expected to have higher occurrence among the 

reviews from the same star-rate group. Therefore, correlation scores can be used to extract 

information about the strength of the expressions that are used in the reviews. The correlation 

scores between the terms (phrases) and the outcome (star-rates) can provide important 

information about the terms that have either negative or positive or neutral effect on the star-

rates. 

Given a set of observations 1 1 2 2( , ), ( , ),............., ( , )n nx y x y x y , the formula for computing 

the correlation coefficient is given by: 

                                                    
1

1
  ( )( )

1

n
i i

i x y

x x y y
r

n s s

 



                                              (2.2) 

Where r represents the correlation score between a particular variable (feature) and the response 

(outcome), and n represents the number of observations. 



17 

 

For the current sentiment classification problem, it should be noted that, test data should 

not be included in the analysis in calculating the correlation score of a feature. The rationale 

behind this is that the machine-learning algorithms should not consider any observation that 

belongs to the test set during the learning procedure. Therefore, in our analysis, the correlation 

scores have been computed five times independently, since 5-fold cross-validation procedure has 

been employed. By calculating the correlation score for each feature in the training set, the 

following correlation vector can be obtained: 

                                                                                                                         (2.3) 

Where f denotes the number of features extracted from the associated training fold. 

Another important element that is considered in our sentiment analysis in creating a 

composite variable is to see the existence of a particular term in the documents. Binary weighting 

score is a widely-employed scoring technique that is used to obtain such information. By doing 

so, binary weight of a particular feature in a specific document can be represented through the 

following matrix: 

                                            

11 12 1
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1 2

. . .
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. . . . . .

. . .
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n n nf

bw bw bw

bw bw bw

bw bw bw

 
 
 
 
 
 
 
 

BW                                                                      (2.4) 

After obtaining the aforementioned correlation vector ( ) and binary weight matrix ( BW

), which are the main measurements to evaluate the contribution of each term to the 

corresponding document, these two main elements are multiplied to create a new matrix that is 

expected to contain more information in determining the effect of the features on the outcome. 
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Finally, sum of the elements in a row is calculated and divided by the number of terms that have 

a binary weighting score of 1. The rationale behind this division process is that since the 

intensities of the documents are different, a term might cover very important idea in a short 

review while the same term might cover very little part of a long review. Therefore, the number 

of terms that have a binary weighting score of 1 are also taken into account in creating a 

composite variable as can be shown by the following formula: 

                         

11 1 12 2 1 1

21 1 22 2 2 2

1 1 2 2

( * * .......... * ) /

( * * .......... * ) /

.( ) /
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n n nf f n
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 
    

BW X R                         (2.5) 

where T  represents the number of terms in a document. Therefore, the composite variable, C , 

can be presented in a vector format that has   1N X  dimensions as following: 
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C                                                                   (2.6) 

The procedure discussed above can also be summarized by applying the following 

formula: 
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1
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f
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
                                                       (2.7) 
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where  nC  represents the value of the composite variable for the n
th 

document. After obtaining 

such composite variable, it can now can be used as the main feature in our sentiment 

classification problem, in that it contains very rich information that was gathered by using both 

correlation and binary weighting methods. Therefore, all of the other features that are utilized in 

calculating the composite variable have been eliminated since the new composite variable 

already encapsulates information that was gathered by combining these features. 

2.7    Singular Value Decomposition (SVD) 

Singular value decomposition is a very well-known matrix dimension reduction 

technique and is used for handling big dimensional data sets in statistics. In this study it was 

utilized as a feature extraction technique. Therefore the SVD concepts would be the features. 

Since SVD can handle even very large matrices of word counts and documents, it is very 

common technique in text mining. Let A be an m x n term-document frequency matrix where m 

is the number of documents (reviews) and n is the number of extracted (selected) features. SVD 

computation produce the m x r orthogonal matrix U, n x r orthogonal matrix V, and r x 

r matrix D so that A = UDV', where V' is the conjugate transpose of V, and r is the number of 

eigenvalues of A'A, similarly A' is the conjugate transpose of A. The concepts matrix that we 

deploy in to the models is corresponding to the matrix U which is called as document score 

matrix [49]. 

2.8    Feature Selection 

For an appropriate text classification you need an appropriate data structure to represent 

the text data and appropriate objective functions to avoid overfitting to data and appropriate 
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algorithms to deal with the high dimensional matrices without losing so much information. 

Therefore for text miners one of the most challenging tasks is automated text classification. 

Feature selection is the process of selecting features that are going to be used in the text 

classification. It is the first and the most important step of text classification. It is used to 

simplify and speed up the run process of the learning algorithms. Feature selection is only 

applied on the features extracted from the train set [50]. 

From the vocabulary extracted from the train, the more effective ones are selected. In 

other words, from a set of complex classifiers we extract a simpler one. There is no any 

theoretical guarantee in general high performance. While a selected set of features perform very 

well, the other set of selected features does not. Indeed selecting the most optimal set of features 

is very intuitive, needs so many experience and so it is very difficult in general. 

   is an important feature selection technique. In statistics it is used to check the 

independence of two events. From the feature selection perspective, instead of events, we are 

going to check occurrence of the terms, and rank them all with respect to the following 

measurement: 

                                                     
             

 

     
                                                   (2.8) 

where   is document,    and    (term   and class  ) are defined as    = 1 (if term   exists) and    

= 0 (if   does not exist),   is the observed frequency in   and   is the expected frequency. 

   measurement shows the deviation between the expected   and observed  . A high    

means that the hypothesis of independence is incorrect. In other words, the counts of expected 

and observed are close. Dependency of the two events indicates that the occurrence of the term is 

related with the occurrence of the class and thus it is an important feature for the class [51]. 
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2.9    Classification Models 

As it is well known in the literature, the performance of a machine learning (ML) 

algorithm depends heavily on the dataset and dimension. Thus, a reasonable way to select an 

efficient ML algorithm should be based on trial and error experiments. Therefore, based on our 

preliminary results, tree-based ML algorithms (i.e. Classification & Regression Trees, Boosted 

Decision Trees and Random Forests) outperformed their counterparts in classifying the star rates 

that were assigned along with the unstructured hotel reviews. What follows is a brief description 

of the employed models, since these prediction algorithms are well known ML models, which in 

turn detailed information can be easily reached in most of the ML sources if needed. 

2.9.1 Random Forest (RF) 

Random forests (RF) are known to be as efficient and robust to noise [39] prediction 

algorithms by which the final classification decision is made based on a “voting” concept. They 

are usually efficient on large databases and capable of handling large number of features and 

missing data. When a new observation needs to be classified, each of the trees in the forest 

considers this specific observation as a vector and assigns or “votes” for a class for this particular 

case (star rates in our case). Finally, the decision is made based on the number of votes that were 

assigned by multiple decision trees. In other words, the class that has the highest number of votes 

assigned is assigned as a final decision [40]. 

The following steps can summarize the basic tree growth procedure in RF algorithm: 

- A random sample is drawn from the entire data such that the size of this sample is equal to 

the number of cases in the training set.  

- A number  “v”, which needs to relatively much smaller than the number of features (V) in 

the training set, is specified and kept constant through the tree-growing process. Then at 
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each node, v variables are randomly selected out of the V features. Finally, split node is 

selected as the best split on these v features that were selected. 

-  The trees are grown (without any pruning) to the largest extent possible via the nodes that 

were split using the aforementioned selected features. 

2.9.2 Classification and Regression Trees (C&RT) 

Decision trees are easy to interpret algorithms [41] and therefore, they have been widely 

employed in several prediction problems [42]. The classification procedure can be briefly 

described as follows: 

The original training data is split into several subsets such that each of these subsets 

consists of more or fewer homogeneous states of the target variable [43]. By doing so, the effect 

of each independent feature on the target/outcome is measured. This, simple procedure occurs 

until a stable state is reached. 

ID3, C4.5, C5 [44, 45] and C&RT (Classification and Regression Trees) [43] are well-

known, popular decision tree algorithms. In our current study, the C&RT algorithm has been 

selected to employ, due to its high performance in the trial & error based preliminary analysis, 

when compared to other aforementioned counterparts. 

2.9.3 Boosted Decision Trees (BDT) 

Boosted decision trees, as implied by their name, aims to fix the misclassification 

problems occurred in Decision tree models. The boosting methods in decision trees are 

considered to be as remedies to the problems caused because of huge changes happen in the final 

tree structure when there is a small change in the training data [46, 47]. In such misclassification 

situations, the deviations of the predicted values from the respective means (residuals for each 
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partition) are computed to re-weight each training example by how incorrectly they were 

classified. This procedure then repeats for the new tree obtained. By doing so, many trees are 

built up and the final decision is made based on ‘voting’ of the weighted scores of the individual 

leaves. Finally, such ‘additive weighted expansions’ concept aims to eventually produce an 

excellent fit of the predicted values to the actual ones. 

2.10    Performance Evaluation Metrics 

For classification problems, confusion matrices are commonly used for comparing the 

classification performances. In binary classification problems, depending on the problem type, 

there are well-known performance criteria (i.e. sensitivity, specificity and area under the ROC 

curve etc.) that are widely used to compare the classification models. However, in multinomial 

classification problems, such standardized criteria do not apply. Therefore, in our multi-class 

prediction problem, two different metrics were used to evaluate and compare the models’ 

performances: 1) Exact error rate (EER), which is calculated by taking the ratio of the correctly 

classified samples to the total number of samples in the test sets, and 2) One-Away-Class Error 

Rate (OACER) [48], which not only considers the correctly classified classes but it also takes all 

of the other one-away misclassified classes into account. Therefore, in this criteria, one-away 

misclassified estimations are considered as correct. For example, for the observed rate ‘3’, 

estimated rates ‘2’ and ‘4’ are treated as correct along with ‘3’. And then in the same manner 

with EER, the ratio of the number of correctly classified samples to the total number of samples 

in the test gives the OACER for the model. The mathematical details of the error rate calculation 

methods EER and OACER can be represented in Eqs (2.9)-(2.10), repectively. 

                                                                              
 

 
                                                           (2.9) 
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                                                     (2.10) 

where e is the number of exact estimations, o is the number of the misclassified estimations that 

take place in the one away neighborhood of the exact rate, and n is the total number of samples.  

2.11    Results and Discussion 

As it has been discussed in the previous sections, machine learning classification models 

employed in this study aim to predict the star rates (out of 5) that were assigned by the  

reviewers, through analyzing the verbal comments they made for the associated service/product.  

The performance of the ML models is measured via using two accuracy metrics in the current 

study. The first one, EER, is a conservative metric in that it only considers the correctly 

classified cases (reviews). In tables 1, 2, and 3 the EER, and in tables 4, 5, and 6 the OACER of 

the testing models based on the 3 different independent variable sets are presented for each fold 

and data set separately. The rationale behind presenting them separately is to better visualize the 

success of each ML models on a finely-grained manner. 

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Composite Variable 

Random forest 67.91 73.72 67.44 70.70 68.6 69.67 

C&RT 69.30 74.42 69.07 70.00 69.07 70.37 

Boosted trees 71.16 73.26 70.47 72.56 71.40 71.77 

Mean 69.45 73.8 68.99 71.08 69.69 70.60 

SVD Concepts 

Random forest 71.16 74.19 68.60 72.79 71.63 71.67 

C&RT 72.33 75.35 68.84 73.49 71.16 72.23 

Boosted trees 72.09 75.58 71.40 74.42 73.26 73.35 

Mean 71.86 75.04 69.61 73.56 72.01 72.41 

Selected Features 

Random forest 80.00 79.77 79.07 80.00 80.00 79.76 

C&RT 80.00 80.00 80.00 80.00 80.00 80.00 

Boosted trees 79.07 78.84 79.3 80.00 79.77 79.39 

Mean 79.69 79.53 79.45 80.00 79.92 79.72 

Table 2.1: Testing Set - Prediction EER – E-reader Tablet 
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Figure 2.2: Testing Set - Prediction EER – E-reader Tablet 

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Composite Variable 

Random forest 70 69.5 76 72.5 72 72 

C&RT 69.5 70.5 76 71 79.5 73.3 

Boosted trees 70 73.5 76 70 72 72.3 

Mean 69.83 71.16 76 71.16 74.5 72.53 

SVD Concepts 

Random forest 75 69.5 79.5 74 75 74.6 

C&RT 75 76.5 80 75.5 80 77.4 

Boosted trees 73 79.5 76 78 80 77.3 

Mean 74.33 75.16 78.5 75.83 78.33 76.43 

Selected Features 

Random forest 78.5 80 80 77.5 80 79.2 

C&RT 80 80 80 80 80 80 

Boosted trees 76.5 80 79 77.5 75.5 77.7 

Mean 78.33 80 79.66 78.33 78.5 78.96 

Table 2.2: Testing Set - Prediction EER – Wireless Color Photo Printer 
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Figure 2.3: Testing Set - Prediction EER – Wireless Color Photo Printer 

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Composite Variable 

Random forest 49.84 50.81 46.94 45.81 49.84 48.35 

C&RT 49.52 51.45 46.61 45 50.65 48.14 

Boosted trees 53.23 50.65 45.81 43.23 50 48.23 

Mean 50.86 50.97 46.45 44.68 50.16 48.24 

SVD Concepts 

Random forest 70.65 69.35 68.23 67.9 65.97 68.42 

C&RT 71.13 70.48 69.52 73.55 71.94 71.32 

Boosted trees 60.97 61.94 58.87 55.97 57.42 59.03 

Mean 67.58 67.25 65.54 65.8 65.11 66.25 

Selected Features 

Random forest 76.13 76.61 78.06 77.9 77.58 77.17 

C&RT 80 80 80 80 80 80 

Boosted trees 75.32 74.84 75.32 75.65 77.42 75.28 

Mean 77.15 77.15 77.79 77.85 78.33 77.48 

Table 2.3: Testing Set - Prediction EER – Hotel Reviews 
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Figure 2.4: Testing Set - Prediction EER – Hotel Reviews 

In our sentiment classification problem, there are 5-star rates to be classified by the ML 

models employed in this study. Therefore, correctly classifying the star rate of any review would 

be challenging since the chance for a random guess is only 20% (1/5 = 0.2). For this reason, in 

order to better compare the ML model performances, OACER can play a critical role in 

comparing the classification models in a more objective manner. 

It should be noted that the performance of a classification model should be evaluated and 

judged by taking the expected error values into account. For our case, if the assignment 

(classification) was made on a random fashion, the expected error rate would be 80 %, since the 

outcome has 5 different classes (100% - 100⁄5% = 80%). Therefore, achieving an EER of less 

than 50% can be considered as a great success since it means that there is more than 200 % 

improvement over a random guess, in the case that the ML models are employed in such 

classification problem instead of making random guess. It is very clear that for the all data sets, 

for each fold, and for each error rate evaluation criteria the composite variable that we created 

based on the correlation between the selected terms and loc_txt categories, performs better than 
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both SVD concepts and selected features based on chi-square feature selection method. 

The ML models based on the composite variable, has not only shown a great 

performance on the first metric that was used, but they have also shown a great performance on 

OACER results. The classification models employed in the proposed method have shown a 

similar error rate pattern (in terms of predictor sets: composite variable/SVD concepts/selected 

features) in both the first (EER) and the second evaluation criteria (OACER). The composite 

variable plays better classifier role than the other two classifier sets in both evaluation criteria.  

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Composite Variable 

Random forest 30.4 32.5 28.6 31.1 31.1 30.74 

C&RT 30.6 30.6 30 31.8 31.3 30.86 

Boosted trees 30.2 32.7 27.9 32.7 41.8 33.06 

Mean 30.4 31.93 28.83 31.86 34.73 31.55 

SVD Concepts 

Random forest 31.3 35.1 30.9 33.2 37.4 33.58 

C&RT 32.09 34.6 31.1 37.2 38.6 34.71 

Boosted trees 37.4 35.5 33.7 36.04 40.2 36.56 

Mean 33.59 35.06 31.9 35.48 38.73 34.95 

Selected Features 

Random forest 80 59.5 59.06 80 57.9 67.29 

C&RT 80 80 80 80 80 80 

Boosted trees 57.6 56.5 56.7 57.9 56.2 56.98 

Mean 72.5 65.33 65.25 72.63 64.7 68.09 

Table 2.4: Testing Set - Prediction OACER – E-reader Tablet 
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Figure 2.5: Testing Set - Prediction OACER – E-reader Tablet 

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Composite Variable 

Random forest 30.5 35 37 31.5 31 33 

C&RT 30.5 35.5 35.5 30.5 30.5 32.5 

Boosted trees 36 43 35 28.5 30 34.5 

Mean 32.33 37.83 35.83 30.16 30.5 33.33 

SVD Concepts 

Random forest 36 38 38.5 34.5 37.5 36.9 

C&RT 38 38.5 49 39 60.5 45 

Boosted trees 45.5 42.5 42.5 51.5 54 47.2 

Mean 39.83 39.66 43.33 41.66 50.66 43.03 

Selected Features 

Random forest 78.5 60 80 54.5 80 70.6 

C&RT 80 80 80 80 80 80 

Boosted trees 54 58.5 44 54.5 54.5 53.1 

Mean 70.83 66.16 68 63 71.5 67.9 

Table 2.5: Testing Set - Prediction OACER – Wireless Color Photo Printer 
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Figure 2.6: Testing Set - Prediction OACER – Wireless Color Photo Printer 

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Composite Variable 

Random forest 18.38 25.16 17.25 19.19 20 20 

C&RT 22.09 24.83 17.09 19.19 25 21.64 

Boosted trees 21.61 24.35 23.22 24.19 24.83 23.64 

Mean 20.69 24.78 19.18 20.85 23.27 21.76 

SVD Concepts 

Random forest 39.67 38.22 32.9 35.8 33.38 35.99 

C&RT 36.93 38.54 45.16 39.19 46.12 41.18 

Boosted trees 29.67 32.9 35.96 32.25 32.25 32.6 

Mean 35.42 36.55 38 35.74 37.25 36.59 

Selected Features 

Random forest 54.51 53.87 57.41 56.77 54.83 55.48 

C&RT 60 60 60 80 80 68 

Boosted trees 49.51 50.32 53.54 52.9 52.74 51.8 

Mean 54.67 54.73 56.98 63.22 62.52 58.42 

Table 2.6: Testing Set - Prediction OACER – Hotel Reviews 
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Figure 2.7: Testing Set - Prediction OACER – Hotel Reviews 

In this study we use 3 different data sets from 3 different domains and at 3 different sizes. 

The data sets consist of 3200 hotel reviews, 2150 e-reader tablet reviews and 1000 wireless color 

photo printer reviews, along with their associated star rates. Since the models are built based on 

the training sets, the larger training data sets provide better trained models so that the models can 

make more accurate predictions on the testing sets. For showing this situation, we designed 

another experimental study. Since we have 1000 stratified reviews data for the wireless color 

photo printer, based on the random selections, we extracted 1000 stratified reviews data sets for 

the hotels and for the e-reader tablet separately from the existing data sets. After getting the new 

data sets for the hotels and e-reader tablet, the same modeling processes are repeated. The 

following experimental results prove the statement mentioned above; better predictive models 

can be produced with larger data sets. 

 
Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Printer Composite Variable 

Random forest 70 69.5 76 72.5 72 72 

C&RT 69.5 70.5 76 71 79.5 73.3 

Boosted trees 70 73.5 76 70 72 72.3 
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Mean 69.83 71.16 76 71.16 74.5 72.53 

SVD Concepts 

Random forest 75 69.5 79.5 74 75 74.6 

C&RT 75 76.5 80 75.5 80 77.4 

Boosted trees 73 79.5 76 78 80 77.3 

Mean 74.33 75.16 78.5 75.83 78.33 76.43 

Selected Features 

Random forest 78.5 80 80 77.5 80 79.2 

C&RT 80 80 80 80 80 80 

Boosted trees 76.5 80 79 77.5 75.5 77.7 

Mean 78.33 80 79.66 78.33 78.5 78.96 

E-Reader 

Composite Variable 

Random forest 65.5 74.5 77.5 72.5 72.5 72.5 

C&RT 68 74.5 79 71.5 73.5 73.3 

Boosted trees 69.5 73.5 74.5 73 73.5 72.8 

Mean 67.66 74.16 77 72.33 73.16 72.86 

SVD Concepts 

Random forest 80 80 80 80 80 80 

C&RT 80 80 80 80 80 80 

Boosted trees 79.5 79.5 79.5 80 78.5 79.4 

Mean 79.83 79.83 79.83 80 79.5 79.8 

Selected Features 

Random forest 80 74 80 77.5 74.5 77.2 

C&RT 76.5 75 78 76.5 78.5 76.9 

Boosted trees 79.5 74.5 77 74.5 78.5 76.8 

Mean 78.66 74.5 78.33 76.16 77.16 76.96 

Hotels 

Composite Variable 

Random forest 58.5 66.5 67.5 65.5 61.5 63.9 

C&RT 63 66 66 65.5 63.5 64.8 

Boosted trees 60.5 68.5 65 65.5 60.5 64 

Mean 60.66 67 66.16 65.5 61.83 64.23 

SVD Concepts 

Random forest 66.5 70 72.5 68.5 71.5 69.8 

C&RT 68.5 73.5 77.5 73.5 71.5 72.9 

Boosted trees 63 71.5 73 71 71 69.9 

Mean 66 71.66 74.33 71 71.33 70.86 

Selected Features 

Random forest 80 77.5 77.5 78.5 80 78.7 

C&RT 80 80 80 80 80 80 

Boosted trees 76.5 76.5 78.5 76 79.5 77.4 

Mean 78.83 78 78.66 78.16 79.83 78.7 

Table 2.7: Testing Set - Prediction EER – 1000 cases data sets 
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Figure 2.8: Testing Set - Prediction mean EER – 1000 cases data sets 

  Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

Printer 

Composite Variable 

Random forest 70 69.5 76 72.5 72 72 

C&RT 69.5 70.5 76 71 79.5 73.3 

Boosted trees 70 73.5 76 70 72 72.3 

Mean 69.83 71.16 76 71.16 74.5 72.53 

SVD Concepts 

Random forest 75 69.5 79.5 74 75 74.6 

C&RT 75 76.5 80 75.5 80 77.4 

Boosted trees 73 79.5 76 78 80 77.3 

Mean 74.33 75.16 78.5 75.83 78.33 76.43 

Selected Features 

Random forest 78.5 80 80 77.5 80 79.2 

C&RT 80 80 80 80 80 80 

Boosted trees 76.5 80 79 77.5 75.5 77.7 

Mean 78.33 80 79.66 78.33 78.5 78.964 

E-Reader 

Composite Variable 

Random forest 67.91 73.72 67.44 70.7 68.6 69.674 

C&RT 69.3 74.42 69.07 70 69.07 70.372 

Boosted trees 71.16 73.26 70.47 72.56 71.4 71.77 

Mean 69.45 73.8 68.99 71.08 69.69 70.602 

SVD Concepts 

Random forest 71.16 74.19 68.6 72.79 71.63 71.674 

C&RT 72.33 75.35 68.84 73.49 71.16 72.234 

Boosted trees 72.09 75.58 71.4 74.42 73.26 73.35 

Mean 71.86 75.04 69.61 73.56 72.01 72.416 

Selected Features 

Random forest 80 79.77 79.07 80 80 79.768 

C&RT 80 80 80 80 80 80 

Boosted trees 79.07 78.84 79.3 80 79.77 79.396 

0 

10 

20 

30 

40 

50 

60 

70 

80 

90 

Fo
ld

-1
 

Fo
ld

-2
 

Fo
ld

-3
 

Fo
ld

-4
 

Fo
ld

-5
 

Fo
ld

-1
 

Fo
ld

-2
 

Fo
ld

-3
 

Fo
ld

-4
 

Fo
ld

-5
 

Fo
ld

-1
 

Fo
ld

-2
 

Fo
ld

-3
 

Fo
ld

-4
 

Fo
ld

-5
 

Printer E-Reader Hotels 

Composite Variable 

SVD Concepts 

Selected Features 



34 

 

Mean 79.69 79.53 79.45 80 79.92 79.718 

Hotels 

Composite Variable 

Random forest 49.84 50.81 46.94 45.81 49.84 48.648 

C&RT 49.52 51.45 46.61 45 50.65 48.646 

Boosted trees 53.23 50.65 45.81 43.23 50 48.584 

Mean 50.86 50.97 46.45 44.68 50.16 48.624 

SVD Concepts 

Random forest 70.65 69.35 68.23 67.9 65.97 68.42 

C&RT 71.13 70.48 69.52 73.55 71.94 71.324 

Boosted trees 60.97 61.94 58.87 55.97 57.42 59.034 

Mean 67.58 67.25 65.54 65.8 65.11 66.256 

Selected Features 

Random forest 76.13 76.61 78.06 77.9 77.58 77.256 

C&RT 80 80 80 80 80 80 

Boosted trees 75.32 74.84 75.32 75.65 77.42 75.71 

Mean 77.15 77.15 77.79 77.85 78.33 77.654 

Table 2.8: Testing Set - Prediction EER – Original data sets 

 

Figure 2.9: Testing Set - Prediction mean EER – Original data sets 
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Figure 2.10: Testing Set - Prediction mean EER – Comparison 

In each situation, composite variable performs better than the other predictor sets (Figure 

2.8 and Figure 2.9). Also, when the sizes of e-reader and hotels data sets have decreased, the 

error rates of the models have increased (Figure 2.10). These experimental results prove that for 

better trained models we need larger training data sets. 

2.12    Conclusion and Future Recommendation 

The main goal of the proposed research methodology was to develop a composite 

variable that will perform very effective in machine learning based sentiment classification 

models to predict the star-rates that were assigned by the online reviewers. To achieve this goal, 

a composite variable is created by utilizing correlation scores and binary weights of the features 

(phrases), and for the comparison of the performance of the composite variable, SVD concepts 

are calculated and chi-square feature selection method is utilized to select the best set of 

predictors. Finally, by deploying separately these 3 sets of independent variables into tree-based 

machine learning algorithms by also incorporating 5-fold cross validation concept, the 
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independent variable sets are tested in the ML models. Also, for the convenience of the models, 

the same process is repeated for 3 different data sets. By analyzing the unstructured data through 

the methodology used in this study, the following research questions have been addressed: 

1- Can ML models be utilized for the effective and accurate categorization of the 

unstructured data sets? 

2- Every feature selection is an information loss at some level. Is it possible to create a 

composite variable in that all the extracted features would take place in some way, and it 

would prevent or minimize the information loss, and it could be used instead of them in 

the categorization of the data? 

3- Each second very large dimensional text data sets are floating into the websites. Is it 

possible to categorize these textual data sets shared on the internet in an effective way by 

using ML models so that we can observe people’s attributes for some specific subjects? 

Therefore, the proposed method considers the tree-based machine learning algorithms to 

predict the star rates on a multinomial scale in three different data sets. Among these different 

conditions the composite variable has outperformed to SVD concepts and selected fetures in both 

of the two performance evaluation criteria. The findings, which have been obtained through such 

novel methodology, can provide valuable insights to the tourism and online retailer sectors for 

them to utilize in decision-making processes. 
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Chapter 3 

Employing text analytics for automatic document classification: Hotel reviews as a case study  

3.1    Employing text analytics for automatic document classification: Hotel reviews as a 

case study  

 

Evaluating customer satisfaction is a key point to survive the high competition in the 

lodging industry [61]. Hotels employ different tools such as surveys to obtain customers’ 

feedbacks about the services but customers are usually reluctant to give any comment to them 

[62]. Therefore hotels might be blind about their weakness and strength from the customer point 

of view. On the other hand, majority of people book hotels online [63]. People share their 

feedback on the hotels after their trips. These comments on the well-known hotel review 

platforms such as TripAdvisor are helpful and trustworthy for new customers to decide what 

lodging provider they choose [63-64]. Mauri and Minazzi [65] demonstrated a positive 

correlation between hotel purchasing intention and content of the online reviews. Several studies 

revealed a correlation between tourist satisfaction and desire to repeat the visit [66-68]. Hotel 

quality significantly affects tourist satisfaction [69] and itself is an important part of tourist 

destination management and marketing [70]. Therefore it is expected that hotels’ service quality 

affects overall tourist industry’s income in any tourist destinations. About 10% of global GDP 

and 10% of employment is related to tourism industry [71], therefore tourist industry is an 

important part of any sustainable economy.  Alternatively, policy makers can perceive 

performance of hotels by analyzing the hotel reviews. The obtained information is beneficial for 

developing strategic roadmap of the tourist industry. Richter [72] demonstrated importance of 
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policy in the tourist industry and argued that this industry depends more on the administrative 

and political actions than business or economics. 

Online hotel reviews usually consist of structured sections such as overall rating scale 

(e.g. 1-star to 5- stars) and an unstructured section containing customers’ feedback about the 

hotel. Traditional statistical methods (e.g. descriptive statistics, regression, and etc.) are capable 

of investigating the structured part while text mining and NLP based models are required for 

analyzing the unstructured section. Sentiment analysis is developed for investigating texts’ 

content and interpreting the sentimental orientation this technique is widely used in order to 

analyze unstructured web contents such as customers’ reviews, news, weblogs and etc [73]. 

Regarding the methods utilized in sentiment classification, semantic orientation (SO) and 

machine learning (ML) are two major groups of sentiment analysis. The Semantic Orientation 

approach was developed in order to classify text corpuses into binary categories such as ‘good’ 

or ‘bad’. This approach grammatically decomposes text to extract adverbs or adjectives, and then 

evaluates if they are associated with a ‘good’ or ‘bad’ meaning by utilizing domain-specific 

lexical resources, since a single word may have negative or positive connotations based on its 

text composition. In the later versions, connotations of consecutive words are taken into the 

account [7-8, 24, 74]. 

On the other hand, ML is a branch of artificial intelligence (AI) that is effectively used for 

data investigation in business analytics, health informatics and safety studies. These applications 

mainly appeared after 1970’s when computers could perform fairly complex calculations [75]. 

Recently, IBM introduced the Watson Machine, which is a computer system that utilizes a 

complex ML algorithm to learn from text corpses, pictures etc. [76]. This machine demonstrated 

a wide variety of ML applications from winning the Jeopardy game to healthcare informatics. 
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Probabilistic association rules, classification and predictive modeling are major ML techniques 

in text mining [10, 12, 77]. ML learns from historical data, and then categorizes a text into 

multinomial classes. Therefore ML does not necessarily require a prior knowledge about any 

domain of data. 

Semantic orientation on English texts requires development of a system that can 

recognize every single name, adverb, adjective and verb and delivers the adjectives’ 

connotations. Therefore, practitioners utilize lexical resources such as WordNet® [19] for text 

mining. WordNet® is an English thesaurus that was developed at the Princeton University. The 

organization of WordNet is based on the lexical significances, rather than lexemes makes which 

make it different from a traditional thesaurus [78]. Soricut and Marcu [20] introduced a 

discourse parsing model that employs lexical and syntactic characteristics to discover structures 

of sentences. These models are able to recognize the discourse units and make the discourse 

parse-tree in sentence level analysis. In some early works such as Hatzivassiloglou and 

McKeown [6], practitioners applied a log-linear regression model with a preselected set of seed 

words to estimate the semantic orientation. Kamps et al. [21]. The second stream of sentiment 

classification methods is machine-learning. In several studies, machine-learning approaches 

outperform the semantic orientation approach. Pang and Lee [11] utilized maximum entropy 

classification, naïve Bayes, and support vector machines by considering bigrams, unigrams and a 

hybrid of them to categorize the movie reviews. They demonstrated that their proposed method 

outperform previous method in classifying unstructured web data. Chaovalit and Zhou [26] 

compared semantic orientation approach against machine-learning methods. The results revealed 

that machine-learning approaches yield a higher performance. In the following, a brief history on 

application of machine-learning approach in analyzing customers’ reviews is presented. 
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Prabowo and Thelwall [28] investigated Social media (MySpace) movie reviews and 

product reviews by employing support vector machines, statistics based classifier (SBC), rule-

based classifier (RBC) and general inquirer based classifier (GIBC). The results of the study 

show that a hybrid manner with a multiple classifiers has a better performance. Sarkar et al. [18] 

developed a novel approach for multinomial classification (i.e. extreme dislike, weak dislike, 

uncertain, weak like and extreme like) by combining k-means clustering algorithm (unsupervised 

method) and artificial neural networks (supervised learning algorithm). Travel Blogs are a kind 

of self-narrative diary that people explain their experiences during their travel adventures. Ye et 

al. [29] performed sentiment analysis on seven tourist destinations in Europe and USA by 

machine-learning techniques. In this study naïve Bayes (NB) model outperformed by two other 

supervised machine-learning algorithms of the character based n-gram model, and support vector 

machines. The accuracy of the mentioned method was over 80 percent. They also found a 

correlation between size of the training set and accuracy of the algorithms. Wang et al. [30] 

developed a novel latent rating regression (LRR) model to solve latent aspect rating analysis 

(LARA) for hotel reviews as the case study. They considered a set of the overall rating (measure 

from 1 star to 5 stars) and aspects of reviews to investigate relationships between reviewer’s 

latent ratings on the different aspects. They demonstrated that their model can reveal different 

rating behavior. Bjørkelund et al. [31] compared performance of lexical-resource semantic 

orientation with machine-learning algorithms for sentiment analysis of hotel reviews with a 

multinomial scale (i.e. strong negative, weak negative, neutral, weak positive, and strong 

positive). They also performed spatial and temporal analysis on the reviews and visualized their 

data by using Google Maps. Current studies reveal that practitioners utilized lexical-based 
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resources, supervised learning and unsupervised learning algorithms for classifying customer 

reviews. 

As can be understood from the existing relevant studies discussed in this section, the 

current study proposes a novel approach that creates three unique composite variables by 

employing a well-known clustering algorithm. These variables are then deployed into MLP 

based ANN model to classify the sentiment of the reviews (i.e. Barcelona, Istanbul and New 

York). The next section of this study discusses about the background information and the 

proposed methodology in detail. 

3.2    Methodology 

In this study, a hybrid sentiment classification methodology (as depicted in Figure 3.1) 

that is composed of four phases is proposed. The first phase of the study consists of four 

sequential steps. In the first step the dataset is split into k mutually exclusive folds in that k-fold 

cross validation concept will be employed in this study to decrease the uncertainty and thereby to 

increase the robustness of the classification algorithms employed in this study. In step 2, the text 

corpus is cleaned and artificial variables are embedded to each review in the dataset, to use in the 

following steps of the method. In the third step, feature extraction process is conducted and 

finally in the fourth step the binary-term document matrix is created. Phase 2 is divided into two 

parallel tasks such that each task represents different approach, which will be compared by using 

the prediction models. In phase 2.a, the most impactful variables are selected among the variable 

that were extracted in the previous phase, by employing Chi-square feature selection method. 

Alternatively in phase 2.b, k-means clustering algorithm by considering the correlations between 

the extracted features and the artificial variables that were created in Phase 1. In Phase 3, the 

potential predictors that were obtained by using two alternative approaches that have been 
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conducted in Phase 2.a and 2.b, are deployed into a powerful machine learning algorithm (MLP-

based ANN), to classify the reviews based on the cities where the associated hotels are located. 

Finally in Phase 4, the multinomial classification results that were obtained through employing 

the two alternative approaches are compared. Additional detailed information on each of these 

phases and steps is provided in the following subsections. 

 

Figure 3.1: Overall Structure of the Proposed Method 
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3.3    Data Acquisition and Preparation 

The customer reviews that were used in the current study was obtained from 

Tripadvisor.com, which is the world’s largest travel site [32] that operates in 45 countries 

worldwide and has 340 million unique monthly visitors [33]. In this website, the customer 

reviews can be obtained from each hotel that are in their list. The reason why the users share 

their experiences with prospective travelers via such website is that they want to help to future 

travelers in making their decisions. Having the hotel name for all of the reviews (labeled data) 

gives us an advantage of being able to classify these reviews by using supervised learning 

(machine learning) algorithms in analyzing this large and complex unstructured data.  In our 

current analysis, 1755 reviews have been collected about hotels that are located in New York 

(US), Barcelona (Spain) and Istanbul (Turkey) area. It should also be noted that, the dataset used 

in the current study is balanced such that the hotels that are selected for each city have equal 

amount from each star group. Specifically, there number of 3-star hotels selected from Istanbul, 

Barcelona and Newyork are equal. The rationale behind that is to minimize the biasness among 

the selected data points. 

3.4    K-fold Cross Validation 

The k-fold cross-validation approach is used to minimize the bias associated with the 

random sampling of the training and test data samples [34]. The entire dataset is randomly split 

into k mutually exclusive subsets of approximately equal size.  The prediction model is tested k 

times by using the test sets.  The estimation of the k-fold cross-validation for the overall 

performance criteria is calculated as the average of the k individual performances as follows 

[79]: 
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     (3.1) 

where CV stands for cross validation, k is the number of mutually exclusive subsets (folds) used, 

and PM is the performance measure used in the analysis.  In this analysis, the stratified 5-fold 

cross validation approach is used to estimate the performance of the different classification 

models.  The choice for k=5 is based on literature results [34, 79] which demonstrates that 5-

folds provide an ideal balance between performance and the time required to run the folds. 

3.5    Data Cleansing, Tokenization, Stemming, and Feature Extraction 

Stop words that are frequently used in text files do not any meaningful value to the 

sentiment. Also, they may cause a heavier text corpus from the analytics perspective. Therefore, 

the stop words such as the, a, is, at etc. have been removed in our analysis. In addition, nonsense 

words as well as the typos have also been removed from that dataset used in the current study. 

Tokenization in text mining literature basically means to break a stream of text up into tokens. In 

such procedure, documents are broken into meaningful components such as words, phrases, 

sentences etc. The morphological roots or bases of the words can be identified by stemming. It is 

important to automatically identify the words that have same morphological structure. Also, 

these words should be treated accordingly since it would enable to reach more accurate 

prediction performances. Another critical component of sentiment analysis is phrase definition. 

It plays a crucial role since it helps discriminating the subtle structures that were caused by the 

change in the meaning of a phrase when the (immediate) neighbor words are taken into account. 

Also, longer phrases tend to be more informative in terms of identifying the polarity of the 

sentiments. To exemplify, while term “clean” is likely a positive sentiment, “not clean” or “not 

very clean” are less likely to appear in positive comments. For such reasons, models that employ 
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bag-of-unigrams or bag-of-bigrams would not be efficient in identifying the difference between 

the terms “not clean” and “not very clean”. Also, the existing related literature [37-38] showed 

that “sentiment classifiers combined with high order n-grams as features can achieve 

comparable, or better SA performance than state of the art on large-scale data sets”. In our 

proposed analysis, we utilize high order n-grams in classifying reviews. 

3.6    K-means Clustering Algorithm 

In the existing text mining literature, there are various types of document clustering 

techniques. Each one of these techniques uses a different similarity measure to represent the 

clusters. The main idea in the clustering is to classify the documents that have similar attributes 

or characteristics into the same group. The clustering approaches can be represented under three 

main titles such as a) text-based, b) link-based, and c) hybrid. Among these, text-based clustering 

works with similar idea used in libraries; the contents of the documents are used as the similarity 

measure and documents having similar contents are put in the same cluster, whereas the goal in 

link-based clustering is to group linked pages or documents and keep the link-path. Hybrid 

clustering is the combination of these two clustering techniques. The first one (text-based 

clustering) can be classified according to the clustering algorithms into three categories such as 

partitional, hierarchical, and graphical based clustering algorithms. In the current study, k-means 

algorithm has been employed, which can be considered as one of the most popular partitional 

clustering algorithm. 

The main idea in k-means clustering is to group the observations into k clusters such that 

the observations in the same cluster have the maximum similarity with each other, and maximum 

diversity with the observations in the other clusters. General steps of the k-means algorithm can 

be understood in six consecutive steps such as; 
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1) Randomly assign k cluster centers. 

2) Calculate the distance of the points to the each center (Euclidean distance is used in our 

study). 

3) Assigning all the points into clusters (in the sense of minimum distance to the centers). 

4) Calculate the new centers of the clusters. 

5) Recalculate the distance each point to the new centers. 

6) Repeat the steps 3, 4 and 5 until all the points stays stable on its previous place. 

Let X  be the set of all observations and C  be the initial cluster centers. Then the k-

means algorithm mainly based on the following formula: 

                                                         

2

1

k

i i
c Cx X i

x cmin
 

                                                      (3.2) 

In other words, k-means will create k clusters such that they have maximum variability 

with each other and minimum variability within the clusters. The best k value can be decided 

based in trial and error experiments. 

3.7    Creating Composite Variables 

Composite variable creating is a very common technique in data mining literature. In text 

mining composite variable creating is used to assign numerical weights for a document. In this 

study we use correlation values and k-means clustering algorithm for the creation of the 

composite variables. First of all, at the beginning of the process we add an artificial text variable 

into the data set. This variable is called as Loc_Txt and has 3 categories; Loc_NY_, 

Loc_BARC_, and Loc_IST_. We put them together into the text processing and produce a single 

binary term-document frequency matrix from them. Since the categories of Loc_Txt_ are all in 
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text format, they also appear on the matrix as terms. Since each one is written in a unique format, 

the frequency score for the corresponding city is 1 and for the other two cities it is 0. In the 

second step, we calculate the correlation between the terms Loc_NY_, Loc_BARC_, Loc_IST_ 

and the rest of the terms. This correlation table has the information of how the terms are scattered 

around the city names and so very informative. After then, by using the correlation matrix, we 

cluster al the terms in 3 clusters. As we mention above, k-means algorithm let us to define the 

number of clusters. We defined the number of clusters as 3 in the consideration of 3 cities. In 

other words, we grouped the terms around the city names. In the final step, for each document, 

we summed the frequencies of the terms taking place in the same cluster. These 3 summations 

create 3 new variables which are the composite variables that will be used in the ANN model for 

the estimation of the city categories. 

 

Figure 3.2: The algorithm for the creation of the composite variables 
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3.8    Multi-Layer Perceptron-based Artificial Neural Network (MLP-ANN) 

ANNs are widely employed in a wide variety of computational data analytics problems 

that include classification, regression and pattern recognition [29-31]. A generic ANN is a 

computational system that consists of “a highly interconnected set of processing elements, called 

neurons, which process information as a response to external stimuli.  An artificial neuron is a 

simplistic representation that emulates the signal integration and threshold firing behavior of 

biological neurons by means of mathematical equations” ([32], P.4). The information flow 

among each neuron takes place in an input-output manner, as shown in Figure 3.3. 

  
                                 (a)                               (b) 

Figure 3.3: A Schematic of Information Flow for a) a Single Neuron, b) a Multilayered ANN 

Based on figure 3.3-(a), the inputs received by a neuron can be represented by the input 

vector x= (x1, x2, … , xn) where xi is the information from the i
th

 input (i=1, 2, … , n), and 

weights connected to a neuron can be modeled via a weight vector w= (w1, w2, … , wn), where wi 

is the weight associated with i
th

 neuron.  The neuron’s signal output flow 0 can be calculated 

using: 
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where f represents an activation function of the weighted sum of the inputs associated with the 

n incoming signals.  In our analysis, the sigmoid function is employed as the activation function 

for the ANN model.  The function is represented in Eq. (3.4): 
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Then, the output is converted to a binary representation through the following 

transformation: 
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where   denotes a threshold value that regulates the neuron’s action potential “… by modulating 

the response of that neuron to a particular stimulus confining such response to a pre-defined 

range values” Sordo [32]. 

The Multi-layer Perceptron (MLP) learning model with a back-propagation algorithm has 

been employed in our ANN model due to its superior performance to the radial basis function 

(RBF) in the preliminary analysis.  In a MLP network, there is an input, an output and a hidden 

layer (as depicted by figure 3.3-(b)).  There are typically no restrictions on the number of hidden 

layers.  The external stimuli is received by the input layer and propagated to the next layer.  The 

weighted sum of incoming signals sent by the input units are received by the hidden layer(s) and 

processed by means of the sigmoid activation function in Eq. (3.4).  Similarly, the units in the 

output layer receive and process the weighted sum of incoming signals using the activation 

function.  Thus, the system propagates the information forward until the current output is 
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obtained for each existing input in the system.  An error measure can be obtained by calculating 

the difference between the target value and the current output, as shown in Eq. (3.6).  Finally, the 

system adjusts the current weights until the current output is satisfactory enough or the 

performance of the system cannot be improved any further. 

 
2)(

2

1
 

j

pjpj otE . (3.6) 

3.9    Feature Selection 

The ultimate goal of feature selection is to select the most important set of feature among 

the entire feature set. In other words, instead of having a set of complex classifiers, a smaller 

subset is selected to   simplify the models employed as well as to minimize the computation time. 

For an appropriate reliable and efficient text classification, there certain criteria should be met 

such as an appropriate data structure (to represent the text data), appropriate objective functions ( 

 avoid overfitting issue) and appropriate algorithms (to deal with the high dimensional matrices 

without losing so much information) etc. For such reasons, feature selection is one of the most 

crucial and challenging steps in that the variables that will be used as the predictors are selected 

through this process. By doing do, it simplifies and speeds up the run process of the learning 

algorithms. Such process is only applied on the features extracted from the train set [50]. 

3.9.1 Chi-Square Test based Feature Selection (CSFS) 

In the field of Statistics, chi square is a well-known method that is used to check the 

independence of two events. Also, it is an important feature selection technique, which have 

been commonly used in the text mining literature. Therefore in our study, instead of events, the 

occurrences of the terms are checked and ranked with respect to the following measurement: 
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                                                      (3.7) 

where   is document,    and    (term   and class  ) are defined as    = 1 (if term   exists) and    

= 0 (if   does not exist),   is the observed frequency in   and   is the expected frequency. 

Therefore, chi-square measure represents the deviation between the expected E and 

observed N . If 
2  value is larger than the threshold value, the hypothesis of independence is 

incorrect. In other words, the counts of expected and observed are close. Dependency of the two 

events indicates that the occurrence of the term is related with the occurrence of the class, and 

therefore it is an important feature for the class. 

 
Index Net. name 

Training 

perf. 

Test 

perf. 

Training 

algorithm 

Error 

function 

Hidden 

activation 

Output 

activation 

Fold-1 

1 MLP 430-22-3 75.17730 75.65217 BFGS 15 Entropy Exponential Softmax 

2 MLP 430-8-3 86.31206 76.52174 BFGS 47 SOS Tanh Identity 

3 MLP 430-16-3 87.87234 77.39130 BFGS 27 Entropy Tanh Softmax 

4 MLP 430-14-3 81.84397 75.94203 BFGS 23 SOS Logistic Tanh 

5 MLP 430-10-3 85.88652 77.68116 BFGS 29 SOS Logistic Tanh 

6 MLP 430-16-3 78.43972 76.52174 BFGS 16 Entropy Tanh Softmax 

7 MLP 430-22-3 74.11348 76.52174 BFGS 43 SOS Exponential Exponential 

8 MLP 430-19-3 83.40426 73.04348 BFGS 43 SOS Tanh Exponential 

9 MLP 430-14-3 73.12057 75.65217 BFGS 12 Entropy Exponential Softmax 

10 MLP 430-15-3 82.83688 77.68116 BFGS 25 SOS Exponential Logistic 

Fold-2 

1 MLP 414-17-3 74.25532 69.27536 BFGS 24 Entropy Exponential Softmax 

2 MLP 414-11-3 76.59574 71.88406 BFGS 30 SOS Logistic Exponential 

3 MLP 414-15-3 73.75887 66.37681 BFGS 14 Entropy Exponential Softmax 

4 MLP 414-11-3 82.90780 73.04348 BFGS 24 SOS Logistic Logistic 

5 MLP 414-21-3 79.85816 74.78261 BFGS 26 SOS Exponential Identity 

6 MLP 414-12-3 84.25532 73.04348 BFGS 35 SOS Tanh Identity 

7 MLP 414-25-3 82.41135 76.81159 BFGS 92 SOS Exponential Tanh 

8 MLP 414-8-3 82.05674 74.20290 BFGS 16 Entropy Tanh Softmax 

9 MLP 414-19-3 82.41135 75.07246 BFGS 27 SOS Tanh Identity 

10 MLP 414-24-3 83.19149 75.36232 BFGS 27 SOS Logistic Tanh 

Fold-3 
1 MLP 424-12-3 78.43972 75.94203 BFGS 34 SOS Exponential Identity 

2 MLP 424-15-3 75.39007 75.36232 BFGS 38 SOS Exponential Exponential 
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3 MLP 424-21-3 82.26950 77.97101 BFGS 19 Entropy Logistic Softmax 

4 MLP 424-10-3 84.68085 77.97101 BFGS 62 SOS Identity Tanh 

5 MLP 424-17-3 82.55319 76.23188 BFGS 30 SOS Identity Identity 

6 MLP 424-14-3 84.96454 77.97101 BFGS 46 SOS Exponential Tanh 

7 MLP 424-18-3 81.84397 77.97101 BFGS 24 Entropy Logistic Softmax 

8 MLP 424-25-3 82.05674 78.84058 BFGS 53 SOS Logistic Logistic 

9 MLP 424-25-3 81.98582 78.55072 BFGS 43 Entropy Logistic Softmax 

10 MLP 424-19-3 73.40426 73.04348 BFGS 10 Entropy Exponential Softmax 

Fold-4 

1 MLP 442-22-3 82.05674 74.49275 BFGS 14 Entropy Logistic Softmax 

2 MLP 442-20-3 77.80142 74.49275 BFGS 46 SOS Exponential Logistic 

3 MLP 442-19-3 74.53901 70.14493 BFGS 26 SOS Exponential Logistic 

4 MLP 442-25-3 82.12766 74.78261 BFGS 23 Entropy Identity Softmax 

5 MLP 442-15-3 70.42553 65.21739 BFGS 14 Entropy Exponential Softmax 

6 MLP 442-11-3 78.65248 75.65217 BFGS 19 SOS Exponential Tanh 

7 MLP 442-25-3 81.41844 76.23188 BFGS 20 Entropy Tanh Softmax 

8 MLP 442-12-3 71.70213 69.27536 BFGS 10 SOS Exponential Logistic 

9 MLP 442-21-3 84.89362 74.20290 BFGS 28 SOS Logistic Identity 

10 MLP 442-16-3 75.03546 68.69565 BFGS 17 Entropy Exponential Softmax 

Fold-5 

1 MLP 400-16-3 84.85507 72.53333 BFGS 29 SOS Logistic Logistic 

2 MLP 400-12-3 80.21739 71.46667 BFGS 69 SOS Exponential Exponential 

3 MLP 400-19-3 75.94203 69.06667 BFGS 16 Entropy Exponential Softmax 

4 MLP 400-16-3 70.65217 66.93333 BFGS 15 Entropy Exponential Softmax 

5 MLP 400-24-3 83.84058 75.46667 BFGS 16 Entropy Logistic Softmax 

6 MLP 400-17-3 74.13043 68.53333 BFGS 10 Entropy Exponential Softmax 

7 MLP 400-11-3 83.76812 74.66667 BFGS 22 Entropy Tanh Softmax 

8 MLP 400-23-3 75.86957 71.46667 BFGS 18 Entropy Exponential Softmax 

9 MLP 400-15-3 83.04348 74.93333 BFGS 20 Entropy Tanh Softmax 

10 MLP 400-24-3 81.95652 74.93333 BFGS 18 Entropy Tanh Softmax 

Table 3.1: Neural network classification models based on the selected features 

By using the formula given in the literature review part, we calculate chi-square value of 

each feature and then the values are sorted from the largest to the smallest. The dependent 

variable of the feature selection model is City_Category variable. City_Category consists of 3 

categories based on the 3 cities. All the features having P-value<.01 are treated as significant and 

put into the selected features set. To show and validate the ability of the selected features to 

classify the dependent variable, we are going to utilize ANN classification models. 



53 

 

Since we have a binary table, all the selected features are categorical. The features are 

used as the independent variables (predictors), and City_Category as the dependent variable in 

the ANN model. By using the Train_Test variable, we define the train and test sets. An ANN has 

many parameters such as number of hidden layers, error function, hidden activation function, 

output activation function and so on. We run the model for 10 different combinations of the 

parameters. You can find the results on the Table 3.1 for each fold. 

3.9.2 Correlation based feature extraction (Creating composite variables) 

In this study we do not use a regular correlation feature selection. Indeed, the technique 

we apply here is composite features creating technique by using all the extracted features and 

using them as if they are selected features. As we mention this technique is based on correlation. 

Since we want to find the best features classifying the documents by city, we are going to use the 

correlation between the features and the cities. However, the correlations between the features 

and ‘City’ variable do not provide the correlation for each city separately. When we grouped the 

documents by ‘City’, we would not get any correlation because city category would be the same. 

For overcoming this problem, we added a new variable to the train set called ‘Loc_Text’. This 

variable consists of the corresponding city names in a unique format: loc_ny_, loc_barc_, and 

loc_ist_. After merging the ‘Customer Reviews’ with ‘Loc_Text’, put them together into the text 

processing so that we have the new format city names in the term-document table. Since we use 

a unique format for each city, the correlation between the unique city names and the other terms 

provides very important information for the seeing the scatter of terms around each city. For 

example, if term x has larger correlation with loc_ny_ than it has with loc_barc_ and loc_ist_, 

then this means that the occurrence of x in the reviews for the hotels located in New York is 

larger its occurrence in the others. After this step, we use the correlation table for the clustering 
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to group all the terms around the city names. K-means clustering algorithm gives us an 

opportunity for defining the number of clusters. By considering the number of city categories, we 

defined the number of clusters as 3. Finally, since in a review, the increase of occurrence of the 

terms from the same cluster increases the possibility that review is from the city corresponding 

the cluster, we are going to sum the terms in the same cluster. These summations create 3 new 

continuous composite variables. We are going to use them as selected features and put them into 

the ANN classification model. Again, we run the ANN models for 10 different combinations of 

the parameters. You can find the results in the Table 3.2 for each fold. 

 
Index Net. name 

Training 

perf. 

Test 

perf. 

Training 

algorithm 

Error 

function 

Hidden 

activation 

Output 

activation 

Fold-1 

1 MLP 3-5-3 90.69597 66.56977 BFGS 37 Entropy Exponential Softmax 

2 MLP 3-10-3 88.71795 65.98837 BFGS 15 Entropy Exponential Softmax 

3 MLP 3-9-3 90.03663 66.56977 BFGS 19 SOS Identity Identity 

4 MLP 3-6-3 91.06227 66.27907 BFGS 42 Entropy Tanh Softmax 

5 MLP 3-4-3 90.25641 66.86047 BFGS 97 SOS Exponential Exponential 

6 MLP 3-7-3 90.47619 66.56977 BFGS 28 SOS Identity Logistic 

7 MLP 3-9-3 91.06227 65.69767 BFGS 28 Entropy Identity Softmax 

8 MLP 3-8-3 90.03663 66.86047 BFGS 28 SOS Logistic Identity 

9 MLP 3-7-3 90.69597 66.56977 BFGS 54 SOS Exponential Tanh 

10 MLP 3-9-3 90.62271 65.98837 BFGS 19 SOS Identity Logistic 

Fold-2 

1 MLP 3-8-3 91.83526 68.14159 BFGS 84 SOS Exponential Tanh 

2 MLP 3-7-3 91.83526 69.02655 BFGS 61 SOS Exponential Tanh 

3 MLP 3-4-3 91.83526 68.43658 BFGS 32 SOS Identity Tanh 

4 MLP 3-4-3 91.97977 69.91150 BFGS 144 SOS Exponential Tanh 

5 MLP 3-5-3 91.32948 69.32153 BFGS 30 SOS Logistic Identity 

6 MLP 3-9-3 89.45087 69.32153 BFGS 28 SOS Logistic Identity 

7 MLP 3-6-3 89.23410 68.73156 BFGS 16 SOS Exponential Tanh 

8 MLP 3-4-3 92.26879 67.25664 BFGS 26 Entropy Identity Softmax 

9 MLP 3-10-3 91.90751 67.84661 BFGS 22 SOS Exponential Logistic 

10 MLP 3-8-3 91.61850 68.14159 BFGS 26 Entropy Identity Softmax 

Fold-3 

1 MLP 3-9-3 92.94545 65.38462 BFGS 64 SOS Exponential Tanh 

2 MLP 3-3-3 92.65455 65.68047 BFGS 37 SOS Exponential Exponential 

3 MLP 3-8-3 93.01818 64.49704 BFGS 32 Entropy Tanh Softmax 

4 MLP 3-3-3 93.16364 65.68047 BFGS 26 Entropy Logistic Softmax 
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5 MLP 3-9-3 93.89091 66.27219 BFGS 75 Entropy Logistic Softmax 

6 MLP 3-10-3 93.09091 66.86391 BFGS 25 Entropy Logistic Softmax 

7 MLP 3-8-3 91.70909 65.68047 BFGS 11 Entropy Identity Softmax 

8 MLP 3-3-3 92.94545 66.27219 BFGS 36 SOS Exponential Exponential 

9 MLP 3-9-3 93.09091 65.97633 BFGS 52 Entropy Logistic Softmax 

10 MLP 3-4-3 92.80000 64.20118 BFGS 27 SOS Tanh Exponential 

Fold-4 

1 MLP 3-3-3 91.49856 64.58333 BFGS 24 Entropy Logistic Softmax 

2 MLP 3-8-3 90.99424 63.09524 BFGS 15 SOS Logistic Logistic 

3 MLP 3-10-3 91.21037 65.17857 BFGS 35 Entropy Logistic Softmax 

4 MLP 3-6-3 91.42651 65.17857 BFGS 36 SOS Tanh Logistic 

5 MLP 3-10-3 91.49856 64.58333 BFGS 30 Entropy Identity Softmax 

6 MLP 3-4-3 90.99424 63.69048 BFGS 22 Entropy Identity Softmax 

7 MLP 3-5-3 90.85014 66.66667 BFGS 37 SOS Logistic Tanh 

8 MLP 3-10-3 91.21037 63.69048 BFGS 27 Entropy Identity Softmax 

9 MLP 3-3-3 90.20173 65.77381 BFGS 22 Entropy Logistic Softmax 

10 MLP 3-7-3 90.63401 66.36905 BFGS 41 SOS Logistic Exponential 

Fold-5 

1 MLP 3-7-3 91.38827 68.57923 BFGS 51 SOS Exponential Logistic 

2 MLP 3-6-3 90.94284 68.03279 BFGS 27 Entropy Identity Softmax 

3 MLP 3-8-3 91.75947 68.85246 BFGS 36 Entropy Tanh Softmax 

4 MLP 3-10-3 91.09131 68.85246 BFGS 19 SOS Tanh Logistic 

5 MLP 3-10-3 91.98218 69.94536 BFGS 55 SOS Logistic Logistic 

6 MLP 3-3-3 91.16555 68.30601 BFGS 24 Entropy Identity Softmax 

7 MLP 3-7-3 91.31403 68.57923 BFGS 42 SOS Identity Tanh 

8 MLP 3-6-3 90.86860 68.57923 BFGS 18 Entropy Tanh Softmax 

9 MLP 3-5-3 89.60653 66.66667 BFGS 19 Entropy Exponential Softmax 

10 MLP 3-3-3 91.16555 68.30601 BFGS 23 Entropy Exponential Softmax 

Table 3.2: Neural network classification models based on the composite variables 

3.10    Combination of the features 

In this step we bring together the features selected by the chi-square measure and features 

obtained in the correlation based process, and then for 10 different combinations of parameters 

we repeat the same ANN process. You can find the results for each fold on the Table 3.3. 

 
Index Net. name 

Training 

perf. 

Test 

perf. 

Training 

algorithm 

Error 

function 

Hidden 

activation 

Output 

activation 

Fold-1 1 MLP 433-18-3 91.72161 79.94186 BFGS 23 SOS Identity Logistic 
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2 MLP 433-19-3 88.86447 77.90698 BFGS 24 Entropy Tanh Softmax 

3 MLP 433-14-3 88.42491 79.94186 BFGS 23 SOS Identity Logistic 

4 MLP 433-16-3 91.86813 78.77907 BFGS 25 Entropy Identity Softmax 

5 MLP 433-25-3 89.45055 79.94186 BFGS 93 SOS Logistic Logistic 

6 MLP 433-8-3 95.09158 79.06977 BFGS 29 Entropy Tanh Softmax 

7 MLP 433-14-3 87.47253 79.65116 BFGS 53 SOS Exponential Tanh 

8 MLP 433-11-3 84.68864 74.70930 BFGS 102 SOS Exponential Exponential 

9 MLP 433-22-3 91.06227 77.90698 BFGS 38 SOS Logistic Identity 

10 MLP 433-23-3 86.81319 77.61628 BFGS 24 Entropy Tanh Softmax 

Fold-2 

1 MLP 417-18-3 89.16185 75.51622 BFGS 25 Entropy Identity Softmax 

2 MLP 417-9-3 91.61850 76.99115 BFGS 32 Entropy Identity Softmax 

3 MLP 417-8-3 86.99422 76.69617 BFGS 43 SOS Exponential Tanh 

4 MLP 417-10-3 97.03757 77.58112 BFGS 57 SOS Logistic Tanh 

5 MLP 417-18-3 94.43642 77.28614 BFGS 43 SOS Identity Tanh 

6 MLP 417-13-3 96.38728 76.69617 BFGS 58 SOS Tanh Identity 

7 MLP 417-21-3 95.52023 76.99115 BFGS 35 Entropy Logistic Softmax 

8 MLP 417-22-3 94.43642 79.64602 BFGS 37 SOS Identity Tanh 

9 MLP 417-15-3 94.72543 74.63127 BFGS 48 SOS Logistic Exponential 

10 MLP 417-24-3 94.79769 74.92625 BFGS 28 Entropy Logistic Softmax 

Fold-3 

1 MLP 427-10-3 93.09091 80.76923 BFGS 39 SOS Logistic Tanh 

2 MLP 427-24-3 96.43636 81.65680 BFGS 213 SOS Identity Logistic 

3 MLP 427-8-3 84.80000 78.69822 BFGS 32 SOS Exponential Logistic 

4 MLP 427-14-3 85.52727 79.28994 BFGS 18 Entropy Tanh Softmax 

5 MLP 427-10-3 97.45455 80.47337 BFGS 54 SOS Identity Logistic 

6 MLP 427-12-3 95.34545 81.06509 BFGS 28 Entropy Identity Softmax 

7 MLP 427-12-3 97.45455 80.76923 BFGS 42 Entropy Logistic Softmax 

8 MLP 427-25-3 93.23636 79.28994 BFGS 129 SOS Logistic Logistic 

9 MLP 427-25-3 92.65455 80.17751 BFGS 125 SOS Logistic Logistic 

10 MLP 427-11-3 95.85455 81.65680 BFGS 25 Entropy Tanh Softmax 

Fold-4 

1 MLP 445-25-3 86.31124 75.00000 BFGS 55 Entropy Logistic Softmax 

2 MLP 445-24-3 86.31124 75.59524 BFGS 51 Entropy Exponential Softmax 

3 MLP 445-20-3 93.87608 74.10714 BFGS 32 SOS Logistic Logistic 

4 MLP 445-16-3 93.29971 76.78571 BFGS 64 SOS Identity Exponential 

5 MLP 445-10-3 88.25648 72.91667 BFGS 21 Entropy Tanh Softmax 

6 MLP 445-12-3 94.16427 76.78571 BFGS 44 SOS Exponential Identity 

7 MLP 445-20-3 94.66859 72.91667 BFGS 27 Entropy Tanh Softmax 

8 MLP 445-9-3 94.09222 73.21429 BFGS 34 Entropy Tanh Softmax 

9 MLP 445-24-3 86.45533 74.40476 BFGS 50 SOS Logistic Logistic 

10 MLP 445-18-3 95.74928 75.29762 BFGS 23 Entropy Logistic Softmax 

Fold-5 
1 MLP 403-16-3 92.57610 77.59563 BFGS 44 SOS Tanh Identity 

2 MLP 403-15-3 98.36674 77.04918 BFGS 77 Entropy Tanh Softmax 
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3 MLP 403-11-3 97.77283 75.95628 BFGS 42 Entropy Tanh Softmax 

4 MLP 403-20-3 94.35783 78.41530 BFGS 97 SOS Identity Exponential 

5 MLP 403-24-3 94.20935 78.41530 BFGS 125 SOS Identity Exponential 

6 MLP 403-12-3 94.13512 78.68852 BFGS 180 SOS Identity Exponential 

7 MLP 403-15-3 98.81218 76.50273 BFGS 40 Entropy Tanh Softmax 

8 MLP 403-8-3 94.72903 77.04918 BFGS 39 Entropy Logistic Softmax 

9 MLP 403-17-3 97.77283 78.14208 BFGS 49 Entropy Identity Softmax 

10 MLP 403-20-3 97.47587 80.05464 BFGS 69 SOS Logistic Tanh 

Table 3.3: Neural network classification models based on the union of the sets of independent variables 

3.11    Results 

Both feature selection models are set on the train set. So we can say that the ANN models 

based on the correlation based features fit better to the data then the ANN models based on the 

chi-square based features. However, when we check the performance on the models on the test 

set, this time the ANN models based on the chi-square based features give better results. On the 

other hand, how long a statistical model’s running process takes is an important aspect in 

assessing the model. To finish the run of a model having millions of cases and thousands of 

variables may take days. From this point of view, correlation based models are really time-

friendly because chi-square based models have 211 input features in average, but correlation 

based models have only 3 input features in average. 

In the third step we bring together all the features selected from the two models and put 

them all in the ANN models. This time the success of correlation based features on the train and 

the success of chi-square based features on the test contribute together and we get better results 

for both train and test. This time we have models that are both fitting to the train very good and 

have really high classification performance on the test. 

  Correlation Chi-Square All 
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Training 

perf. 
Test perf. 

Training 

perf. 
Test perf. 

Training 

perf. 
Test perf. 

Fold-1 Mean 90.36630 66.39535 80.90071 76.26087 89.54579 78.54651 

Fold-2 Mean 91.32948 68.61357 80.17021 72.98551 93.51156 76.69617 

Fold-3 Mean 92.93091 65.65089 80.75887 76.98551 93.18545 80.38462 

Fold-4 Mean 91.05187 64.88095 77.86525 72.31884 91.31844 74.70238 

Fold-5 Mean 91.12843 68.46995 79.42754 72.00000 96.02079 77.78689 

Overall Mean 91.36140 66.80214 79.82451 74.11014 92.71641 77.62331 

Table 3.4: The comparison of the neural network classification models’ performances 

 

 

 

Chapter 4 

Text Mining Algorithm: Grading Written Exam Papers 

4.1    Text Mining Algorithm: Grading Written Exam Papers 

In this study we develop a Turkish text mining algorithm which is grading written exam 

papers automatically via text mining techniques. The general idea of predictive model studies is 

to build a model on the training set and then apply it on the testing set. We have used a similar 

idea for this study. We have built the algorithm on the answer key prepared by the grader and 

then applied it on the answer papers of the students. And so, the grades have been recalculated 

by the algorithm and then compared with the real grades. The comparison is the main 

measurement for the indication of success of the algorithm. 

For this study, we have used the exam papers of the literature course of the Ankara 

Demetevler Anadolu Imam Hatip Lisesi located in Turkey. The class that the exam papers were 

obtained consists of 21 students. For the privacy, the students’ name/id/class number/term will 
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not be shared. The student id numbers given in the extracted data are not the real student id 

numbers, they were assigned arbitrarily by the researcher. 

The main idea in this study is to build a text mining algorithm in Turkish which is going 

to grade exam papers in Turkish. So we need to prepare dictionaries for the categories. The 

categories list consists of the answers, sub-answers of the answers and sections of the sub-

answers. In the final list we get 15 categories. 

For each category we prepare a dictionary separately. A dictionary consists of synonym 

words list, homonym words list, words list from the same stem, all the possible suffix 

combinations of the words in Turkish, and all the possible combinations of the phrases in 

Turkish word order based on the Turkish grammar. The details are given in the further parts. 

Before starting creation of dictionaries, first we should know the grading technique of the grader. 

Some graders just focus on the correct answer. Even an answer has some incorrect parts, if the 

requested answer is given, the student gets a full credit for the question. However, some graders 

cut off grades for the incorrect parts of the answer even if the student give and correct answer in 

the full answer. 

The first grading technique which is only focusing on the correct answers is also the 

grading technique used for the exam papers in the data set. In this technique corresponding 

positive grades are assigned for all the student answers taking place in the dictionary but for the 

student answers that are not taking place in the dictionary, no action is required. However, in the 

second technique, while giving the corresponding positive grades for the answers taking place in 

the dictionary, negative grades are assigned for the student answers that are not taking place in 

the dictionary. 
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One of the most challenging issues in this study is the grader’s personal notions during 

the grading. Even if some student answers do not match the answers given in the answer key, the 

grader may give positive grades for his/her personal notion. It is almost impossible to build an 

algorithm for calculating the grades given by the grader’s personal notion. 

In the creation of the algorithm we have some challenges. The most important challenges 

are given as following: 

C1: Incorrect answer with correct words. 

C2: Correct answer with incorrect words. 

C3: Words having the same stem but different meanings with different suffixes. 

C4: Answers with non-synonym words taking place in the answer key. 

C5: Answers with synonym words but not taking place in the answer key. 

C6: Homonym words. 

C7: Open-ended questions. 

For the each challenge we develop a special method which is overcoming the problem. 

4.2    Turkish Grammar 

Turkish is an agglutinative language and each word can have very different suffixes 

defining the meaning and tense. Suffixes are added to a stem. There are two different suffixes in 

Turkish: Constructive and inflectional suffixes. Constructive suffixes are used to create a new 

word from an existent word. Inflectional suffixes are used to define the word’s grammatical role 

in the sentence. The inflectional suffixes –ler/-lar are used to make the words plural. Also there 

are some irregular plural words without having these two suffixes. For example, halk 

(toplum)/people. In Turkish, the third person singular pronoun is “o” and it is corresponding to 
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she/he/it in English. In other words, in Turkish there is no third person singular pronoun to define 

the gender of the subject [80]. 

As we mention above, Turkish is an agglutinative language and new words are created by 

adding suffixes to a word stem. For understanding how to add a new suffix to word stem, one 

should know the Turkish vowel and consonant harmony rules of Turkish. If we know the Turkish 

vowels and consonants harmony rules, by using the almost all the possible suffixes [81], we can 

get all the possible stem-suffix matching. 

In a Turkish sentence there are nine parts: 

1. noun 

2. pronoun 

3. adjective 

4. verb 

5. interjection 

6. adverb 

7. postposition 

8. particle 

9. conjunction 

Suffixes define the word’s tense and its grammatical meaning in the sentence. For 

example; 

Git/Go 

Gitti/Went 

Düşmek/To fall/Verb 

Düşünce/Consideration/Noun 

https://en.wikipedia.org/wiki/Noun
https://en.wikipedia.org/wiki/Pronoun
https://en.wikipedia.org/wiki/Adjective
https://en.wikipedia.org/wiki/Verb
https://en.wikipedia.org/wiki/Interjection
https://en.wikipedia.org/wiki/Adverb
https://en.wikipedia.org/wiki/Postposition
https://en.wikipedia.org/wiki/Grammatical_particle
https://en.wikipedia.org/wiki/Grammatical_conjunction
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Therefore, during the creation of dictionary, for the each stem extracted from the answer 

key, all the possible stem-suffix combinations should be considered. 

4.2.1    Turkish Characters 

The Turkish Alphabet does not include Q, X, W letters and it includes Ç, Ğ, İ, Ö, Ş, Ü. 

This is the only difference between English and Turkish alphabets. The rest of the alphabets are 

exactly the same. In the text mining algorithm’s natural language processing step, this difference 

should be defined and all the non-Turkish characters should be filtered from the documents. 

4.2.2    Word orders in Turkish phrases 

In a Turkish sentence, the regular word order is that (adjectives and adverbs) the modifier 

precedes (noun and verb) the modified. The most general order of a Turkish transitive sentence is 

subject-object-verb or the other five combinations of them. In Turkish, the word order is very 

important because it may change the meaning of the sentence, moreover even the sentence may 

have completely the opposite meaning. The following sentences show how the order changes 

meaning of the sentence. 

Yanlis, ifade dogru degil/No, expression is not true 

Dogru, ifade yanlis degil/True,expression is not false 

Ifade yanlis, dogru degil/Expression is false, not true 

Ifade dogru, yanlis degil/Expression is true, not false 

4.2.3    Turkish vowel and consonant harmony chain rules 
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In Turkish, the suffixes are added to a word stem based on the harmony chain rules. The 

harmony chain rules are branching off 1. The vowel harmony chain rule, and 2. The consonant 

harmony chain rule. 

The vowel harmony chain rule: 

There are eight vowels in Turkish alphabet: A E O Ö U Ü I İ. The first vowel harmony 

rule is that in Turkish a vowel following another vowel is not allowed. There are some irregular 

words like saat/watch, and they should be listed in a different category. For the creation a new 

word from the existing word stem, one should follow two certain vowel harmony rules [82-83]: 

a. The hard vowel harmony chain: 

The hard vowels are A O U I. The general idea in the hard vowel harmony chain is that a 

word stem having the hard vowels can be extended with suffixes having hard vowels.  

Okul-dan/From school 

Kapı-ya/To door 

There are some irregular word formats that are not appropriate to the harmony rule.  

Saat-ler/Watches 

Rol-den/From role 

b. The thin vowel harmony chain: 

The thin vowels are E Ö Ü İ. The general idea in the thin vowel harmony chain is that a 

word stem having the thin vowels can be extended with suffixes having thin vowels. 

Kim-e/To whom 

Gel-me/Do not come 
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There are some irregular word formats that are not appropriate to the harmony rule.  

Meslek-taş/Colleague 

Yarın-ki/Of tomorrow 

The consonant harmony chain rule: 

In addition to the vowel harmony rules, there are some consonant harmony rules which 

are affecting the way suffixes are attached to the word stem. There are two consonant harmony 

cases: 1- The last consonant of the stem, 2- The first consonant of the suffix. The most 

challenging consonants in this case are p, ç, t and k. For a word stem which is ending with a 

consonant, the suffix may start with a vowel or consonant. If the stem has only one 

vowel/syllable and the suffix start with a vowel, then the stem usually does not change; 

Suç/Suça-Crime/To crime. However, if the stem has more than one vowel/syllable, and the suffix 

ends one the consonants p, ç, t, and k, then usually the consonant changes; Araç/Araca-

Gadget/To gadget, Arap/Arabın-Arab/Of Arab, Kağıt/Kağıda-Paper/To paper, Açık/Açığa-

Open/To open. 

P becomes B, 

Ç becomes C, 

T becomes D, 

K becomes Ğ. 

There are some exceptions that should be listed in a different dictionary for the algorithm; 

Aç/Açık-Open/Open. 

If the stem ends one of the consonants p, ç, t, k, f, h, s, and ş, then the suffix should start 

with one of c or d. In this case, the first consonant letter of the suffix changes [84]. 

C becomes Ç, 
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D becomes T. 

Yap/Yaptı (Yapdı)-Do/Did. 

4.3    Stemming 

Stemming is the process of reducing extracted words to their stem by removing the 

suffixes from the original words. A stem is the smallest meaningful part of the words and does 

not have to have the same dictionary mean with the origin word. There are many computer based 

stemming algorithms. SAS Enterprise miner, Statistica, R statistical packages have text mining 

tools and stemming algorithm. Also, there are some online stemmer tools.  For example, NLTK 

2.0.4 stem package is very popular stemmer and the NLTK stemmer supports the following 

languages [85]: Danish, Dutch, English, Finnish, French, German, Hungarian, Italian, 

Norwegian, Porter, Portuguese, Romanian, Russian, Spanish, Swedish. 

Unfortunately, there is no significant stemmer in Turkish Language. So here we develop 

a stemmer in Turkish.  The stemming algorithm is working based on the following steps: 

1- Tokenization: All the punctuations are removed and the text is broken into tokens. Here 

each token is a single word. 

2- All the different words are listed. 

3- Words having the same stem are gathered in the same cluster and the cluster is labeled 

with the stem. 

Göz-Gözlük-Gözlükçü-Gözlükçülük + Göze-Gözlüklü-Gözlükçüye-Gözlükçülükde + … 

Ayak-Ayakkabı-Ayakkabıcı-Ayakkabıcılık + Ayağa-Ayakkabılı-Ayakkabıcıya- 

Ayakkabıcılıkda + … 
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4- For the each stem, all the possible variation taking place in the official Big Turkish 

Dictionary (BTD) published by the Turkish Language Association (TLA) are added into 

the cluster. 

4.3.1    Synonyms 

Synonym words/phrases have exactly or nearly the same means and synonym 

words/phrases are called as synonymous. For example begin and start words are synonymous. 

Synonymous words can be any part of a sentence such as nouns, adverbs, verbs, adjectives or 

prepositions and they need not to have the same meaning in different sentences. 

Sanat/Eser-Art 

Halk/Toplum-People 

Düsünce/Fikir-Idea 

Bilgilendirmek/Haberdar etmek-To inform 

Nesilden nesile akmak/Gelecek nesillere aktarmak-From generation to generation 

Cosku veren/Duygulari kamçilayan-Dramatic 

Zaman alir/Bir anda olmaz/Yavas yavas olur-In the course of time 

After splitting a sentence into tokens, for each token (word/phrase) all the existing synonyms and 

related words are obtained from the TLA-BTD and for each one of the obtained synonym and 

related word/phrase, all the possible different suffix combinations are obtained by using the 

‘almost all Turkish suffixes’ list.  

Example 4.1: Tek dişi kalmış canavar/Single-fanged monster 

Tek-tekim-tekimiz-tekin-tekiniz-tekler-teklerimiz-tekleriniz-teki-… 
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bir-biri-bire-birimiz-biriniz-birinin-birisi-birin-birine-birini-birimi-birisini-birisine-… 

sadece-sade-sadem-saden-sademin-sadenin-sademiz-sadenizin-sademi-sadeni-sadenin-… 

yalnız-yalnızca-yalnıza-yalnızsın-yalnızım-yalnızız-yalnızsınız-yalnızlar-yalın-yalınca-… 

biricik-biri-bir-biricigim-biricigin-birinin-birimin-birli-birine-… 

yegane-yeganem-yeganemiz-yeganen-yeganeniz-yeganemiz-yeganemizin-yeganemin-… 

Dişi-dişim-dişimin-dişimiz-dişimizin-dişlerimiz-dişlerimizin-dişleriniz-dişleri-dişlerin-dişte-… 

Çark-çarkı-çarkın-çarkını-çarkının-çarkına-çarka-çarketme-çarketmek-çarketmem-çarketmez-… 

Testere-testeresi-testeresini-testereli-testeremi-testereme-testeresine-testeresiz-… 

Tarak-taraklı-taraksız-tarakla-taraklamak-taraksızca-tarağı-tarağım-tarağın-… 

Kalmış-kalmışım-kalmışsın-kalmışız-kalmışsınız-kalmışlar-kalmışsa-kalmışsanız-kalmışa-… 

Koruma-korumak-korumalı-korumada-korumaksa-korumakla-korumadı-… 

Sürdürme-sürdürmek-sürdürmeli-sürdürmedi-sürdürmedim-sürdürmedin-sürdürmemeli-… 

Canavar-Canavara-Canavarı-Canavarın-Canavarca-Canavarda-Canavarmı-Canavardan-… 

Hayvan-hayvanı-hayvanın-hayvanca-hayvanda-hayvana-hayvansa-hayvanmı-hayvansız-… 

Köpek-köpeksi-köpekce-köpekli-köpeğin-köpeğe-köpekten-köpekde-köpeksiz-köpeğine-... 

Kurt-kurtu-kurtlu-kurtla-kurtun-kurtta-kurttaki-kurtcu-kurtca-kurtum-kurttan-… 

Acımasız-acımasızsın-acımasızsan-acımasızca-acımasızmı-acımasızım-acımasızın-… 

Kötü ruhlu-kötü ruhlunun-kötü ruhluyu-kötü ruhlusu-kötünün ruhlu-kötünün ruhluna-… 

Zalim-zalime-zalimin-zalimce-zalimde-zalimine-zalimane-zalimdi-zalimse-… 

Çirkin-çirkinse-çirkinsen-çirkinsem-çirkinseniz-çirkinsiniz-çirkinmi-çirkince-… 

In Turkish some words can have different means in different sentences even if they have 

the same stem and the same suffixes. Such words are called as homonym words. 

Ayvalı reçeli çok severim/I like quinces jar so much/Fruit 
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Bu yaz Ayvalı’ya gidecegim/I will go to the Ayvalı (quinces) this summer/City name 

This is an important challenge for the algorithm. For overcoming this issue, we need a 

sub-algorithm. The general steps of the sub-algorithm are as following: 

i. First of all, we need to know what is the dictionary definition of the word in the 

sentence. 

ii. If the word has more than one meaning then we need to define which one was used in 

the sentence. In other words, if the word has homonymous words in the answer key, 

then we need to define what are the corresponding meanings of the words in the 

dictionary, separately. 

iii. We need to prepare dictionaries for each meaning of the word, separately. 

For defining the meaning of the word in a phrase, we need to get the all synonymous of 

the words taking place in the phrase and we need to get all the meaningful combinations of the 

words. The combinations that are not defined in the TLA BTD are eliminated from the list and 

then the remaining list is accepted as the definition/meaning of the word. This process is similar 

to the process given in example 4.1. 

If the word takes place multiple times in the document, the same lists are created for the 

other phrases that the word takes place. In the final step, if the intersection of word lists is empty 

then they are homonymous. The following example gives the overall steps of this process. 

Example 4.2: 

a. 1
Sulu şaka/prank 

Şaka-şakacı-şakalı-şakam-şakan-şakaca-şakacık-şakana-şakama-şakanın-şakamın-şakaya-… 

Latife-latifeli-latifem-latifen-latifesi-latifene-latifeme-latifeye-latifede-latifeden-latifemi-… 

Koşuk-koşuğa-koşuğu-koşuğun-koşukda-koşukta-koşuksa-koşuk-koşuksu-koşukçu-… 
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Güldürü-güldürücü-güldürünün-güldürülü-güldürüyor-güldürür-güldürüş-güldürüp-… 

Komiklik-komikti-komikdi-komikçe-komikmi-komiksin-komiğim-komikse-komiksen-… 

Takılmak-takılmalı-takılması-takılmaya-takılmana-takılmam-takılmanı-takılmada-… 

Güldüren-güldüreni-güldürenci-güldürenin-güldürenim-güldürene-güldürense-… 

b. 2
Sulu yemek/Watery Food 

Yemek-yemekli-yemekte-yemekde-yemekmi-yemekse-yemeği-yemeğim-yemeğin-… 

Aş-aşa-aşı-aşım-aşın-aşçı-aşçın-aşçım-aşıma-aşına-aşının-aşımın-aşda-aşta-… 

Çorba-çorbacı-çorbam-çorban-çorbanda-çorbamda-çorbamın-çorbama-çorbana-çorbası-… 

Gıda-gıdacı-gıdam-gıdan-gıdama-gıdana-gıdanın-gıdamın-gıdalı-gıdaya-gıdada-… 

Yiyecek-yiyecekle-yiyeceği-yiyeceğim-yiyeceğin-yiyeceğine-yiyeceğinin-yiyecekde-… 

Taam-taama-taamı-taamın-taamım-taamda-taamana-taamının-taamının-taamsız-… 

Besin-besine-besini-besinin-besinine-besinde-besinsiz-besinim-besinime-besininiz-… 

Kahvaltı-kahvaltılı-kahvaltılık-kahvaltıda-kahvaltıya-kahvaltısı-kahvaltım-kahvaltın-… 

Atıştırma-atıştırmak-atıştırmalı-atıştırmalık-atıştırmaya-atıştırmam-atıştırmadı-… 

 

Figure 4.1: Intersection of the stemming lists 

Then, 
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1
Sulu ≠  

2
Sulu 

And so, we need to prepare two different synonym lists for the two ‘sulu’ homonym 

words. This process can be repeated for the all homonyms of ‘sulu’ and this whole process 

should be repeated for the all words in the dictionaries. 

In Turkish some words have even the same stems, they have different meanings with 

different suffixes. 

Gözlemek/Gözlük = To wait/Glasses 

Gözlemek 

Beklemek 

İzlemek 

Gözetlemek 

Bakmak 

Tarassut 

Tecessüs 

Korumak 

Kollamak 

İntizar 

Gözlük 

Gözene 

Gözecik 

Çerçeve 

Siper 

Nazar boncuğu 

Tohum 

İnce bulgur 

 

Figure 4.2: Intersection of the synonyms and related words lists 
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For identifying such situations, we need to create two different dictionaries for the two 

words. First we get all the possible phrase combinations from the original phrases. And then we 

get all the synonym and homonym words of the neighbor words located in the original phrases. 

Before passing to the final step, we need to produce new lists consist of the related words to the 

original words. The words in the related words list do not have to have the same stem or to be 

synonyms, but they can be used in the related subjects to the original one. For example; Yaz-kış-

sonbahar-ilkbahar-mevsimler/Summer-winter-spring-fall-seasons, these words are related to 

each other and so can be used in the similar topics. 

After getting the two related words lists for the two words, the original words are 

replaced by the related ones and then the existence of the phrases are checked in the TLA BTD. 

Undefined combinations are deleted from the list. And thus the dictionaries are ready for the two 

original words. Now if the original word stem is not in the intersection of  the word combinations 

for the two dictionaries, then it means that these words have different means even if they have 

the same stem, and so we need to prepare two different stem clusters for them. 

5- Each stem cluster is filed in a separated text file and separately uploaded to the text miner 

tool and since all the different versions of the stem with different suffixes are taking place 

in the list, all the versions are forwarded to the stem and so the tool will automatically 

match all the different versions with the stem and they all will be presented under a single 

column in the term-document frequency table. 

Of course the algorithm is based on the data set gathered for this study and so it is very 

limited comparing to the overall Turkish language. But even developing a stemmer for such a 

small data is very time consuming. However the presented algorithm can be generalized for the 

whole Turkish language. 
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düs 

düsün 

düsünce 

düsünce 

düsünce 

düsünceler 

düsüncelerini 

*** 

düsüncesini 

güzel 

güzellik 

güzellikler 

güzelliklerden 

*** 

his 

hissi 

hissiyat 

After getting the word stem lists for each word separately, the same process is repeated 

for the phrases, but this time the existent word stems are used. 

özelliklerindendir 

en önem özel 

en önemli özellik 

en önemli özelliklerindendir 

en önemli ortak        

en önem parça 

en önemli parça 

en önemli parçasi 

en önemli parçasidir 

en önem var 

en önemli varlik 

en önemli varligi 

en önemli varligidir 

4.4    Case Study 
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Figure 4.3: Answer key 

In this case study, the algorithms developed throughout the research are applied on the 

real exam papers. The exam papers were obtained from Ankara Demetevler Anatolian 

Vocational Religious High School. In the automatic grading literature there are many computer 

based tools which are used for multiple-choice or true/false questions but there is no any 

automatic grading tool for questions needing written answers. In this study we develop a text 

mining tool for such questions and therefore we only focus on the questions needing written 

answers during the creation of the tool. The data set contains student answer papers and answer 

keys prepared by the graders. In figure 4.3 an original copy one of the answer keys is 

represented. For each student we got 3 different exam papers. First of all for each student we 

bring the 3 student answer papers and 3 corresponding answer keys together. And then clean all 

the combinations from the multiple-choice and true/false questions. 
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Figure 4.4: Categories of the answer key 

Figure 4.5 is an original copy of the combination prepared for each student. As we 

mention before, this combination is only based on the questions needing written answers. The 

next step is to categorize the answer key combination. Each question is a main category. Also, 

new sub-categories are extracted from the main categories. The sub-categories correspond to the 

sub-answers in a main answer. Depending on the content of the sub-category, smaller sub-

categories may be extracted from the first sub-category. In other words, in the final step of the 
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categorization we want to have sub-categories such that any further categorization cannot be 

performed on them. After completing the categorization, the credit of the question/main category 

is divided by the sub-categories correspondingly. 

 

Figure 4.5: Selected categories of the answer keys 

For each category we repeat the same process. Since it takes very large space to represent 

the processes of the all categories with graphics, we only present the process of a randomly 

selected category. At the end of the study the final results of the all categories are given in a 

single table. 



76 

 

 

Figure 4.6: Categorized answer key 

The 4
th
 category was selected randomly. We share the details of the process set on the 4

th
 

category. Figure 4.7 is an original copy of the 4
th
 category. First the scanned image of the 

category is converted into text file. In figure 4.8 you can find the converted version and the 

English translation of the category. Also, in each step of the algorithm creation process we give 

the translations of the Turkish parts. The reasons that we give the English translation of the 

category are to make the non-Turkish readers to have more details about the text, and to have 

more idea about the process of algorithm creation. Other than these reasons, the English 

translations do not have any contribution for the creation and application of the algorithms. 
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Figure 4.7: Selected category 

 

Figure 4.8: Original and translated versions of the selected category 

   Question-2 is a main category and it has two sub-categories 

Each one of the main questions is a main category. So the first categorization is based on 

the main questions. The 2
nd

 question is a main category and so we show the applications of the 

algorithms on the 2
nd

 question. 

   For each sub-category, the corresponding sub-answer is extracted 

The applications of the algorithms on the categories are very similar and we repeat the 

same processes for the all categories. First we identify the sub-categories in the main categories. 

If there are smaller sub-categories in the indentified sub-categories, then the categorization 
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continues. The main goal of doing categorization is to divide the each main category into as 

small parts as possible so that each part cannot be graded with any smaller grade. In other words, 

by doing categorization we want to get the most detailed matching between the grades and 

answers. 

 

Figure 4.9: Sub-categories of the selected category 

The method that we use for identifying the sub-categories is to trace the relation between 

the questions and answers, and the relation between the words within the answers. First we 

identify the sub-questions and sub-answers correspondingly. Each sub-answer is assigned as a 

subcategory. 

In this question we identified two sub-categories. As we mentioned before, we repeat the 

same process for each sub-category. So we only give the process of the first category. The results 

of the second category will be given with the other sub-categories in the final table. 
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Figure 4.10: Sub-categories of the selected category 

Now we have the sub-categories as smallest as possible. So we can start for the 

application of the algorithms on the category. First we need to extract the significant feature from 

the category. Figure 4.11 has the list of the extracted features. 



80 

 

 

Figure 4.11: Extracted features of the selected sub-categories 

The synonyms and related words/phrases of the extracted features in the Turkish 

Language Association – Big Turkish Dictionary (TLA – BTD) are added in the list and then the 

extended list (Figure 4.12) is uploaded into the text miner tool. The next is to prepare the 

stemming list. 

Synonym and related words list of the extracted features: 

•  False/yanlış = yanlış/Doğru değil  

•  Scientific/bilimsel = bilim/Bilimle ilgili/Bilgiye dayalı/Bilime dayalı/Bilgisel/ 

Bilgi/İlim/İlimsel/İlime dayalı/İlimle ilgili  

•  To teach/bilgi aktarmak = Bilgi aktar/İlim aktar/bilimsel aktar/ilimsel aktar  
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•  Based on observation/gözleme dayalı = gözlem/gözleme bağlı/gözetime 

dayalı/gözetime bağlı/izlemeye bağlı/izlemeye dayalı/gözleme dayanan/izle 

dayanan/gözetime dayanan/izlemeye dayanan  

•  Based on experiment/deneye dayalı = deney/deneye dayalı/deneye bağlı/deneye 

dayanan  

•  To be proven/kanıtlanmak = kanıt/ispat/delil  

•  Does not contain personal ideas/kişisel düşünceler barındırmaz = kişi düşünce 

barındırma/şahsi düşünce yok/şahsi düşünce bulunmaz/şahsi düşünce barındırmaz/ şahsi 

fikir yok/şahsi fikir bulunmaz/şahsi fikir barındırmaz/kişisel düşünce yok/kişisel düşünce 

bulunmaz/kişisel düşünce barındırmaz/kişisel değil/şahsi değil  

•  Objective/nesneldir = nesne  

Synonym List Uploaded in the Text Miner Tool: 

 

Figure 4.12: Synonym words list extracted from the selected sub-category 

For the preparation of the stemming list, we use the ‘almost all Turkish suffixes’ list. For 

the all terms in the synonyms and related words/phrases list, all the possible term+suffix 

matchings are added into the stemming list. In other words, all the terms in the figure 4.12 are 
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used as stems and matched with the suffixes from the ‘almost all Turkish suffixes’ list. For 

saving the time we have some reduction on the suffix list. The reduction is applied based on the 

Turkish grammar rules. Some of the grammar rules that are used for the reduction are 

vowel/consonant harmony rules, first-second-third singular/plural person(s) rules and so on. 

Based on the synonym list, the stemming lists will be prepared. In preparation of the stemming 

list, we utilize the ‘almost all Turkish suffixes’ list. 

 The question and the answer require 3rd person singular answer 

 The correct answer word has -a -ı vowels and it ends with –ş consonant 

 The synonym of the correct answer has -o -u –e –ı vowels and it ends with –l consonant 

 The incorrect answer word has -o -u vowels and it ends with –u vowel 

 The synonym of the incorrect answer has -a –ı –e -i vowels and it ends with –l consonant  

The suffix list will be reduced based on the above given informations. The suffixes are 

from the list “almost all Turkish suffixes”. Based on the given informations above, the suffixes 

list is reduced. The following is a part of the reduced list. 

 

Figure 4.13: Reduced suffix list 
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Figure 4.14: Stem+suffix matchings 

Figure 4.14 is a screen captured picture of the list of all stem+suffix matchings. However 

some the matchings do not take place in the TLA-BTD. It means these matchings do not have 

meaning or not used in daily life. From the matchings list only the meaningful ones are selected 

and uploaded into the text miner tool. 
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Figure 4.15: Selected stem+suffix matchings 

This is the stemming list and will be used in grouping the related words because the list 

has been created based on the features/terms extracted from the answer key. After preparing the 

stemming list, all the filtration parameters are defined and then the text is taken into the text 

processing. At the end of this process we extract numerical information from the answer key. 

This numerical information is used in the grading of the student answer papers. The main 

grading  measurement is the matching rate between the answer key and student answer paper. 

Therefore we repeat the similar process for the student answer paper. 
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Figure 4.16: Student answer 

 

Figure 4.17: Original and translated versions of the student answer 

First of all the original handwriting of the student is imported in a text file. And then, 

sub-categories of the student answer are identified by the sub-categories of the question that are 

identified before. As we did for the answer key, we only share the details of the process for the 

1
st
 category for saving some space in the thesis but you can see all the results of the sub-

categories and main categories together in the final table. 
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Figure 4.18: Selected sub-categories of the student answer 

From the 1
st
 sub-category all the significant features are extracted as a list. And then, all 

the synonyms and related words of the features that are taking place in the TLA-BTD are added 

into the list. The final list is called as the synonymous list. After uploading the list into text miner 

tool, a new list is prepared with the ‘almost all Turkish suffixes” list. The terms of the 

synonymous are used as the stems and for each term all the possible stem+suffix matchings are 

obtained with the ‘almost all Turkish suffixes’. All the meaningful matchings are selected. The 

final list is used as the stemming list and uploaded into the text miner tool. After defining all the 

filtration parameters, the text processing is run. At the end of this process, some numerical 

information is obtained. 

The grading method of the exam is just based on the correct answers. In other words, the 

grader gives positive credits for the correct answers but does not give negative credits for the 

incorrect answers. Therefore, since the sub-categories are the possible smallest parts, just a single 
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term in the intersection of the answer key stemming list and student answer stemming list is 

enough for the student to get a full credit for that sub-category. 

 

Figure 4.19: Sub-categories of the student answer 

Extracted Features/Terms From the Student’s Answer for the corresponding 

question/category: 
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Figure 4.20: Extracted features from the seleted sub-category 

In the next step we will get the intersection of the above terms list and the dictionary 

prepared for the category. Based on the grading method, just the correct answers will be counted 

and the incorrect answers will not be taken into account. Therefore a single element in the 

intersection set would be enough for the full credit (2p) for the category. 

 

Figure 4.21: Intersection of the stemming lists 
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So, the student gets a full credit (2p) for the answer. The same process is repeated for the 

all categories and then the students overall grade is calculated based on the written answered 

questions. And in the final step, the original grade and the grade calculated by the text mining 

tool are compared. The comparison is the main measurement for evaluating the success of the 

algorithms. 

In addition, during the processes of some categories we have got some issues such as 

homonym words, different words having the same stem and so on. For such issues, we give some 

applications of the algorithms for the case study. For the homonym terms, the corresponding 

algorithm is applied. 

 

Figure 4.22: Answer key 
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Figure 4.23: Student answer 

All the significant features are extracted from the 4
th
 main category (question) which is 

selected randomly. In the extracted features list, we have ‘bilgi aktarmak’ term. In the extracted 

features list of the student answer for the 4
th
 main category, we have ‘bilgi vermek’ term. In the 

both terms ‘bilgi’ word is used in common. By using the following algorithm we identify if the 

‘bilgi’ word is used with the same meaning in the both terms or they are homonym words. 

 

Figure 4.24: Synonym and related words 

In this case we have two phrases: ‘bilgi vermek’ and ‘bilgi aktarmak’. First of all we get 

all the synonym and related words of ‘vermek/to give’ and ‘aktarmak/to forward’ words. And 
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then as given in figure 4.25, we get all the stem+suffix matchings as we did in the previous 

example, and meaningful matchings are selected in a separated list (figure 4.26). 

 

Figure 4.25: Stem+suffix matchings 
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Figure 4.26: Selected stem+suffix matchings 

Since the intersection of the two stemming lists is not empty, the ‘bilgi’ words used in the 

two phrases are used with the same meaning. The quantity of the elements in the intersection set 

supports this idea. 
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Figure 4.27: Intersection of the stemming lists 

Therefore, the ‘bilgi’ words used in the two sentences are the same. In other words, they 

are not homonyms. 

In Turkish even some words have the same stem, they have different meanings with 

different suffixes: Gözlemek/Gözlük = To wait/Glasses. 

Original copy of the answer key: 

 

Figure 4.28: Selected category from the answer key 

Some words even have the same stem, the meaning of them are different with different 

suffixes. If we detect any situation like this, then we need to prepare separated stemming lists for 

the words for preventing the misunderstanding in the final grading stage. 

Figure 4.28 is an original part of the answer key and figure 4.30 is an original part of the 

student answer paper. The terms ‘görmesi’ and ‘göreneklerinden’ from the texts have a similar 

problem described above. Both of them have the same stem: ‘gör’. We will identify if they have 

different meanings with different suffixes or not by using the following algorithm. 
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Figure 4.29: Original and translated versions of the selected category 

 

Figure 4.30: Student answer 

All the synonym and related words of the terms are obtained from the TLA-BTD without 

making stem+suffix separation. Figure 4.32 is the list of the synonym and related words. Since 

the intersection of the two lists is empty, the terms have different meanings. Therefore even if the 

terms have the same stem, we need to prepare stemming lists for each one separately. 
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Figure 4.31: Original and translated versions of the student answer 

 

Figure 4.32: Intersection of the synonyms and related words lists 

These words have different meanings even if they have the same stem, and so we need to 

prepare two different stem clusters for them. 

4.5    Results 

Student_ID  Grade_TM48  Grade_48  Error  Abs_Err  Ratio  

1  27  26  -0.038  0.038  1.038  

2  29  30  0.033  0.033  0.966  

3  32  37  0.135  0.135  0.864  
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4  25  24  -0.041  0.041  1.041  

5  36  38  0.052  0.052  0.947  

6  29  27  -0.074  0.074  1.074  

7  28  33  0.151  0.151  0.848  

8  27  29  0.068  0.068  0.931  

9  31  31  0.000  0.000  1.000  

10  25  32  0.218  0.218  0.781  

11  41  37  -0.108  0.108  1.108  

12  44  44  0.000  0.000  1.000  

13  38  36  -0.055  0.055  1.055  

14  33  27  -0.222  0.222  1.222  

15  39  39  0.000  0.000  1.000  

16  35  33  -0.060  0.060  1.060  

17  30  42  0.285  0.285  0.714  

18  42  44  0.045  0.045  0.954  

19  35  37  0.054  0.054  0.945  

20  31  36  0.138  0.138  0.861  

21  29  36  0.194  0.194  0.805  

Mean  32.667  34.190  0.037  0.094  0.962  

Table 4.1: Recalculated grades and comparison 

The dictionaries created by using the developed algorithms are uploaded to the text miner 

tool for the each category separately, and the grade is calculated by the tool for the category. And 

then, all the grades are compiled together and for each student a general grade is calculated. 

There were some multiple choice questions in the original exam papers. Since we only focus on 

the written parts, we eliminated the multiple choice questions and then recalculated the students’ 

grades just based on the written parts. The total grade of the written parts is 48. In the Table 4.1 

column Grade_48 has the total grades of the students based on the original grades, 

Grade_TM_48 has the total grades of the students calculated by the text mining algorithm. Ratio 

= Grade_TM48/Grade_48, Error = 1 – Ratio, and Abs_Err = Absolute (Error). Some grades 

calculated by the algorithm are less than the original grades and some of them are more than the 

original grades. Therefore we have some positive and negative error scores. Abs_Err has the 

absolute error scores which is the most reliable measurement for assessing the success of the 
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algorithm. The mean Abs_Err is 0.09427. In other words, the mean of absolute accuracy of the 

algorithm is 1-0.09427=0.90573. 

 

Figure 4.33: Comparison of the results 

As given in Figure 4.33, the original and algorithm calculated grades have similar 

distribution. This shows the success of the algorithm. Also, the Figure 4.34 has the distribution 

of the absolute errors. The maximum error rate is 0.3, and also there are some 0 error rates which 

mean that the algorithm calculated exactly the same grades with the original grades. 
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Figure 4.34: Absolute error rates 

4.6    Future Work: Open-ended questions 

In the exam papers in the data set, there is no open-ended question but it is another 

difficulty that researchers may have during the creation of the algorithm. Since the answer of 

such questions is completely based on the personal opinions, there are infinitely many 

possibilities for the correct answer. And so, the dictionary of such a question would include 

almost infinitely many words/phrases. Also, to create dictionaries for such questions is very 

time-consuming and needs so much energy and a teamwork. Therefore, the accuracy rates of the 

algorithms based on these kind questions would be not as good as the algorithms based on the 

close-ended questions. The only hint based on that a dictionary can be created is the key words in 

the question.  Following is an open-ended question example. 

Example 4.3: Mutluluk nedir?/What is happiness? 

Mutluluk/Happiness is the only significant word in the question but millions of books can 

be written about it. 

For such a word the dictionary would be as following: 

Mutluluk 

Kıvanç 

Saadet 

Bahtiyarlık 

Huzur 

Kut 

Ongunluk 

Neşe 

Gülümsemek 

Tebessüm 
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These words are the synonymous or related words of ‘mutluluk’. A dictionary based on 

‘mutluluk’ would consists of these words and their all the suffix combinations. 

“Mutluluk, ağlayabilmektir bir dostun derdiyle”/”Happiness is to be able to cry for a friend’s 

misery” 

The person who wrote this sentence explains the happiness with these words: 

Ağlamak/To cry 

Dost/Friend 

Dert/Misery 

However, none of them is matching to a word in the dictionary prepared for the question. 

Also any suffix combinations of the words do not match any word in the dictionary prepared for 

the question. So the regular algorithms do not work so good for the open-ended 

questions/answers. 
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