Predictive Text Analytics and Text Classification Algorithms

by

Ahmet Yucel

A dissertation submitted to the Graduate Faculty of
Auburn University
in partial fulfillment of the
requirements for the Degree of
Doctor of Philosophy

Auburn, Alabama
August 6, 2016

Keywords: singular value decomposition, sentiment analysis, predictive modeling, classification
and regression trees, machine learning, neural network, text mining

Copyright 2016 by Ahmet Yucel

Approved by

Mark Carpenter, Chair, Professor of Mathematics and Statistics
Erkan Nane, Associate Professor of Mathematics and Statistics
Bertram Zinner, Associate Professor of Mathematics and Statistics
Xiaoyu Li, Assistant Professor of Mathematics and Statistics



Abstract

In this dissertation, there are three research studies that are mainly based on text analysis.
In the first study, a sentiment analysis is performed for extracting and identifying the general
rating of the customer reviews for certain products. Classifying the sentiments of online reviews
of products is important in that it provides the ability to extract critical information that can be
used to improve the quality. Machine learning (ML) algorithms can be used effectively to
analyze and therefore to automatically classify the reviews. The objective of this study is to
develop a numerical composite variable from unstructured data for the estimation of the star rates
of the customer reviews from different domains by employing popular tree-based ML algorithms
by incorporating five-fold cross validation into the models. In the second study, a special text
classification is used for extracting and identifying the subjective content of the customer
reviews. Classifying people’s feedback on a special subject is vital for analysts to understand the
public behavior. Especially for the organizations dealing with big bodies of data consisting of
people’s reviews, understanding the reviews’ contents and classify them by the subjective
information is very important. Although Information Technology modernized process of data
gathering, state of art methods are required to handle the available big data. On the other hand,
traditional methods are not capable of delivering profound insights on the unstructured based
feedbacks. Therefore, institutions are seeking novel methods for text analysis. Text mining (TM)
is a machine-learning approach for dealing with people’s reviews that can provide valuable
insights about people’s feedback. This study proposes a creation of composite variables for the

learning process and utilizes Multilayer Perceptron-based Artificial Neural Network. In the third



study, a Turkish TM algorithm is developed for grading written exam papers automatically via
TM techniques. Turkish grammar and natural language processing based algorithms are
produced on the answer key prepared by the grader and then applied on the answer papers of the
students. The main idea in this study is to build a TM tool in Turkish which is going to grade

exam papers in Turkish.
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Chapter 1

Introduction

1.1 Introduction

Analyzing user-generated content about a specific product or a company is of a crucial
importance in today’s competitive world. It provides the business owners with reaching specific
information about the weak and strong sides of their product when compared to the competitors’.
Therefore, companies have allocated enormous sums for conducting customer satisfaction
surveys even though the limitations on the sample size and difficulties on creating effective
questions are some of the obstacles that decrease the efficiency of these surveys.

Exponential growth of user-generated data in the Internet and information age has
provided an important opportunity to businesses with effectively analyzing the product-centered
contents. Such datasets do not only have importance for the business owners but also allows
potential customers to learn about the experiences of existing users on a specific product or a
company. Examples of this electronic data include the messages posted by users on social media
sites, the opinions of users that are posted to product-associated websites, etc. However, such
datasets to be analyzed are typically in unstructured format, which is challenging to decipher and
analyze. Having said that, effective analysis of such a valuable content can be utilized as a
critical tool to help businesses to dramatically improve their business quality. Such analysis
would allow companies to answer critical questions such as: 1) What do people think about our

product/company 2) What are the weak sides of our product 3) Which functions of the product



should we improve based on the adapted business strategy 4) How much should we financially
target when we invest on certain features of the product etc.

Sentiment analysis, also referred to as emotional polarity computation, is a computational
process that aims to identify the opinion of a writer with respect to a specific topic. It specifically
targets to classify the author’s opinion (that is presented in a piece of text) into either binary (i.e.
good-bad, positive-negative etc.) or multinomial classes (multi-polarity). Therefore, such
analysis has been effectively utilized in analyzing the large, complex unstructured text corpuses
to uncover the linear/non-linear relations between the existing words and/or phrases and the
overall sentiment of the writer [1-5].

The main goal of the first research given in chapter 2 is to analyze the large, unstructured
customer reviews by developing a novel text-mining framework. The proposed study specifically
aims at classifying the online customer reviews on a multinomial scale by employing sentiment
analysis techniques. The adapted framework also aims to identify the critical factors that
determine the reviewers’ decision on assigning star rates. The remainder of the chapter 2 is
organized as follows. A brief literature review on text classification (particularly used in
business related domains) that employed sentiment analysis techniques is provided. The overall
text analytics methodology used in this study is presented along with the data collection and
preparation phase. A brief discussion on the statistical and machine learning (ML) models that
are employed in this study follow this. The multinomial classification results obtained through
using the novel framework is presented. Finally, the conclusions are summarized, future research
thoughts and directions are discussed in a brief manner.

Institutions are seeking novel methods for improving their products or services to be

perfectly matched with their customers’ expectations. Therefore, obtaining their feedback is



crucial to provide customer oriented services. Before the advent of internet customer surveys as
the major way of data gathering from customers was labor intensive and time consuming. The
quality of predefined and structured questionnaires (i.e. sampling, unbiasedness, etc.) is always
challenging [1] and might not reflect the all aspects of a subject. On the other hand, unstructured
customer interviews may provide better insights [2], but they were even more expensive and
challenging.

Recently, the internet facilitated market analysis by its automatic and economic data
gathering capabilities. Nowadays, people use the internet as a media to share their ideas about
daily life events. Therefore, analyzing the huge crowds of the shared data might provide valuable
insights about public opinion on a special subject (e.g. presidential elections, products, places,
etc) [3]. Institutions use such type of data to find out their weaknesses and strengths to improve
their competitiveness. Knowing previous users’ experiences about a service or product is
beneficial for the potential customers as well. They can use this data as a decision making tool
for service or product selection [3]. An example of such type of data is hotel reviews, which
previous customers post their comments about the received services and may use star icons to
rank the overall quality. The huge crowds and unstructured nature of the hotel reviews require
state-of-the-art methods for data management and content interpreting. Institutions widely
employ big data and sentiment analysis methods for investigating the valuable customers’
feedbacks about their products or services.

Sentiment analysis is a package of text analysis and natural language processing (NLP)
for investigating the author's idea reflected in a text. This methodology basically establishes
probabilistic relations between words used in the text corpuses and possible subjects from a

reservoir of text to predict the most probable subject that reflects author’s opinion. On the other



hand, when the subject is defined, this method is able to measure the performance of the subject
based on the writers’ text. Customer reviews on a service or product contains valuable
information regarding the performance quality. This quality measure is either binary classes (i.e.
positive-negative, good-bad, etc.) or multinomial polarity (e.g. 1 star to 5 stars). Sentiment
analysis is capable of establishing the probabilistic relation and provides insights about the
quality [4-7]. Moreover, the application area is not limited to business. Security agencies (e.g.
NSA, DHS, etc.) have employed this idea to identify possible threats (such as terrorist attacks)
[8,9]. They established probabilistic relation of some words to a range of threats and can
estimate possibility of a potential threat by investigating a text or transcript of voices (e.g. email,
phone calls, etc.).

The statistical background of the studies represented in chapter 2 and 3 are mainly based
on creating composite variables with high correlation with the dependent variables. The
classification models are utilizing these composite variables to make better predictions. The
correlation between the independent and dependent variables affects directly the performance of
the model. In other words, a strong correlation between the independent and dependent variables
let us to build more accurate predictive models based on the independent variable [86].

The study presented in chapter 3 introduces a novel text classification approach for
investigating the hotel reviews as the customers’ feedback to predict their market section (hotels’
cities). The proposed sentiment analysis method creates three composite variables that are
obtained through well-known unsupervised clustering algorithm. The results are presented on a
multinomial scale for classifying the hotel reviews based on the city they are located. Such
methods can be effectively utilized for similar type of classification problems in the text mining

concept.



The general steps of the study given in chapter 3 is as given following: Literature review
on the applications of text mining in business and market analysis is delivered, the data
preparation phase along with the obtained descriptive statistics is presented, the details of the
proposed machine-learning methodology that is utilized for investigating the hotel reviews is
explained, the results of the proposed methodology and performance comparison of the utilized
machine-learning algorithm are delivered, and finally the conclusion and future studies are
discussed.

In the study given in chapter 4, a Turkish text mining algorithm is developed which is
grading written exam papers automatically via text mining techniques. For the technique,
Turkish grammar and natural language processing based algorithms are produced on the answer
key prepared by the grader and then applied it on the answer papers of the students. The main
idea in the study is to build a text mining tool in Turkish which is going to grade exam papers in
Turkish. The general steps of the study are as following: Natural language processing,
classification, preparation of dictionaries for the each class, feature extraction, developing

algorithms, recalculating the grades based on the algorithms, and comparison.



Chapter 2

Sentiment Analysis on Customer Reviews with Decision Tree-based Multinomial Classification

2.1 Sentiment Analysis on Customer Reviews with Decision Tree-based Multinomial
Classification

In the literature, a large body of research exists that employ sentiment analysis techniques
to classify text corpuses into categories. Such research can be grouped into two, widely
employed, main approaches. The first approach, called ‘Semantic Orientation’ [6-8] aims to
classify the words into binary classes such as ‘good’ or ‘bad’, by mostly using a domain-specific
lexical resources. Thus, if a specific text document contains more pre-determined ‘good’ terms
than ‘bad’ ones, that particular piece of text would be deemed as ‘good’ and vice versa. The
second approach called ‘Machine Learning’ (ML), a branch of artificial intelligence, has been
employed not only for text analytics but also for variety of areas from finance to health
informatics [9-14]. ML models classify text into either binary or multinomial categories by
learning through labeled historical data. The conceptual difference between these two main
streams is that the machine learning models can be employed effectively in analyzing the
sentences that express the sentiments in a subtler manner. To exemplify, to correctly classify a
sentence such as “how could anyone buy this car “can be challenging since it does not include
any explicit negative term, although it obviously reflects a negative opinion about a product. In
such situations, the latter approach (machine learning models) can play a crucial role in
deciphering the subtlety. In addition, these models do not require any prior knowledge about the

data. Therefore, as an efficient and effective set of business-analytics tools, machine-learning



models have been employed successfully to classify texts in large corpuses [11, 15-18]. What
follows next is a brief discussion about the research conducted by employing these main
approaches.

Semantic orientation of a single word is typically considered as a starting point to analyze
the sentiment of the entire document. Therefore, lexical resources such as WordNet [19] have
been widely utilized in such analysis to automatically identify primarily the emotion-related
adjectives. To exemplify the earlier works, Hatzivassiloglou and McKeown [6] focused on
semantic orientation of conjoined adjectives by employing a log-linear regression model that
uses preselected set of seed words. Soricut and Marcu [20] introduced two probabilistic models
that can be implemented by a discourse-parsing algorithm to identify elementary discourse units
and build sentence-level discourse parse trees by employing syntactic and lexical features.
Kamps et al. [21] developed a distance measure on WordNet to determine the semantic
orientation of adjectives, by employing a graph theory-based model. Ding and Liu [22] proposed
to use some linguistic rules that involve a new opinion aggregation function in determining the
semantic orientations of opinions, rather than using the conventional approaches that use a set of
opinion words for the same task. Kaji and Masaru Kitsuregawa [23] developed the structural
clues to extract polar sentences from documents by aiming at achieving extremely high precision
at the cost of recall, which in turn leads to build lexicon from the extracted polar sentences.

Studies that can be considered under the first approach have not only used the lexical
resources but some of them have employed unsupervised learning methods in determining the
semantic orientation of text. For example, Turney and Littman [7] have introduced a simple
algorithm that involves query issuing to a Web search engine, for unsupervised learning of

semantic orientation from extremely large corpora. The results obtained were analyzed by



employing point wise mutual information. In a similar study, Turney [24] presented an
unsupervised learning algorithm, which uses the average semantic orientation of the phrases to
classify the reviews into binary class (i.e. “up” and “down”). In their study, a review is classified
as recommended if the semantic orientation of its phrases has associations with the “up” class
(e.g. “excellent”) and vice versa. Li and Liu [25] have come up with a novel unsupervised
learning-based clustering approach that involves TF — IDF weighting method, voting mechanism
and importing term scores. One of the main advantages that were provided by employing such
method (when compared with the most of the existing similar work) is that the human
participation was eliminated.

On the other hand, the second and final main stream involves machine-learning methods
for sentiment classification. As one of the pioneering studies for this stream, Pang and Lee [11]
employed Support Vector Machines (SVM), Naive Bayes (NB) and maximum entropy
classification method by considering different features such as unigram, bigrams, combination of
both and parts of speech to classify the movie reviews into binary classes. The primary goal of
their work was to show that machine learning methods could perform well on classifying the
unstructured data rather than comparing their performance with the existing techniques
employed in this domain. In a similar study, Chaovalit and Zhou [26] compared the
performances of machine learning models with the semantic orientation approach. They found
out that the machine learning models slightly outperformed the semantic orientation approach. A
similar study from movie domain, Mullen and Collier [17] used the semantic orientation values
derived from phrases that were extracted from variety of different sources. Therefore these
values were employed to create a feature space, which in turn can be separated into classes using

SVM. Boiy and Moens [27] employed Support Vector Machines (SVM), Multinomial Naive



Bayes (MNB) and maximum entropy (ME) classification method to classify the associated text
pieces into three categories such as negative, positive and neutral. The primary goal was to
determine the sentiments towards a certain entity (consumption products) in Web sentences
written in three languages (English, French and Dutch) by employing the aforementioned
supervised learning techniques and reducing the amount of training examples by means of active
learning. Prabowo and Thelwall [28] classified the sentiments that were collected from product
reviews, movie reviews and MySpace comments by combining General inquirer based classifier
(GIBC), Rule-based classifier (RBC), Statistics based classifier (SBC) and Support Vector
Machines (SVM). Their results showed that hybridized methods could improve the performance
of the classifier on both precision and recall measures. In a more recent study, Sarkar et al. [18]
contributed a new approach by employing both a supervised learning algorithm (artificial neural
networks) and unsupervised method (k-means clustering algorithm) to classify the sentiments
into a multinomial scale (i.e. strong like, weak like, doubtful, weak dislike and strong dislike).
To exemplify the studies that specifically focused on sentiment classification on travel
blogs, Ye et al. [29] compared three supervised machine-learning algorithms of Support Vector
Machines, Naive Bayes (NB) and the character based n-gram model to classify (in a binary
manner) the sentiments of the reviews for seven popular travel destinations in the U.S. and
Europe. Based on the results obtained, NB model was outperformed by the other two machine
learning approaches. Having said that, the minimum accuracy level that all three approaches
have achieved was 80 % (where the random chance was obviously 50 % in a binary
classification case). Wang et al. [30] have introduced a novel approach called Latent Aspect
Rating Analysis (LARA) to analyze the opinions expressed about the certain aspect of a product

(hotel reviews in their case study). The novel probabilistic approach that was proposed in this



study also considered the relative emphasis on different aspects when evaluating the overall
judgment of a specific entity. In a more recent study, Bjgrkelund et al. [31] compared machine
learning algorithms with lexical-resource semantic orientation methods in terms of sentiment
classification performance on a multinomial scale (i.e. strong positive, weak positive, neutral,
weak negative and strong negative) for hotel reviews. The study has also incorporated the
temporal and spatial aspects of the analysis into the opinion mining process to better visualize
the data by using Google Maps features. Based on the existing studies that have done sentiment
classification on online (product) reviews, it is evident that they employed the lexical-based
resources, unsupervised learning or supervised learning algorithms. In our study, we introduce a
novel approach that employs both semantic orientation approaches and decision tree — based
machine learning algorithms to classify the sentiments into multinomial categories (star rates i.e.
1,2,3,4 and 5). By doing so, the current study presents uniqueness in that it utilizes the semantic
orientation approaches during the data preparation phase of the study, then the machine learning
approaches that are capable of learning complex relation(s) between the input(s) and the output
are incorporated during the second phase of the study (learning and prediction). In the following
section, the detailed methodology along with the background information on the data source,

preparation and classification models employed in this study are provided in detail.

2.2 Methodology

In this study, a novel sentiment (multinomial) classification methodology (as depicted in
Figure 2.1) that consists of four sequential phases is proposed. The first phase consists of the data
collection procedure by which the unstructured data is obtained from the associated sites on the
World Wide Web and k-fold cross-validation where the entire dataset is systematically split into

test and train sets. Phase 2, which is considered to be as the data preparation phase, is composed

10



of three steps: step 1) cleaning stage, where the stops words, nonsense words as well as typos
were removed from the unstructured train data; step 2) Feature Extraction stage, where the
variables are extracted through tokenization, phrase definition and stemming; and finally step 3)
consists of the processes in which SVD concepts are extracted, a composite variable is created
via using binary weighting method as well as correlation coefficients of the features and a chi-
square feature selection is applied to select the most significant features. Phase 3 represents the
processes in which tree-based machine learning multinomial classification algorithms are
separately applied to the structured training data for the composite variable and for the set of
selected features. In the final phase (phase 4), trained models are employed to predict the star
rates (multinomial) that were assigned by the reviewers/customers. During this particular phase,
the machine learning models are calibrated until they reach to their optimum performance (via
trial and error based experiments) and, the models with best performance (trained models) are
then kept for further processes. Finally, the results obtained via applying these algorithms are
evaluated. Additional detailed information on each of these phases and steps is provided in the

following subsections.
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Figure 2.1: An Overview of the Proposed Sentiment Classification Approach

2.3 Data Acquisition and Preparation

Three unstructured data sets used in this study were obtained from Hotels.com which is
the world’s largest travel site [32] that operates in 45 countries worldwide and has 340 million
unique monthly visitors [33] and from Amazon.com which is one of the most popular online

retailers. Users leave their verbal comments (textual reviews) about the places that they have
visited, hotels they have stayed, or products they have purchased etc. along with the multi-scaled
star rating that change from one to five. In this sense, users aim to share their experiences and

thoughts with prospective customers to better help them while making travel or shopping
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decisions. Having the star rate for all of the reviews (labeled data) is advantageous in that it
allows applying supervised learning (machine learning) algorithms in analyzing this large and
complex unstructured data. In our analysis, we use 3 data sets at different sizes and from
different domains. The data sets consist of 3200 hotel reviews, 2150 e-reader tablet reviews and
1000 wireless color photo printer reviews, along with their associated star rates. Also, the data
sets used in our study are balanced in that it contains equal number of each star rate. By doing so,
the main goal is to have a balanced datasets that represent each class equally, which in turn leads
machine learning models to learn each class in a balanced manner. After completing all the data
preparation process we get 3 term-document frequency tables in terms of the 3 data sets. The
number of the variables take place in the term-document frequency tables extracted from hotel
reviews, e-reader tablet reviews, and wireless color photo printer reviews are 4700, 616, and 385

respectively.

2.4 K-fold Cross Validation

The k-fold cross-validation is a widely employed approach that is used for comparing the
performances of prediction methods. The main goal in using such approach is to minimize the
potential bias that might be associated with the random sampling of training and test data
samples [34]. In such technique, the entire data is randomly split into k mutually exclusive
subsets of approximately equal size rather than splitting it into a single train and a single test set,
which can be biased due to the high uncertainty on random sampling. The prediction model is
tested k times by using the test sets. The overall performance of the models that employed k-fold
cross validation is calculated by taking the average of the k individual performances as follows

[35]:
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CcVv =% > PM, (2.1)

where CV represents cross validation, k is the number of the mutually exclusive subsets, and PM
stands for the performance measure that was used in our study. As depicted in Figure 2.1, the
stratified 5-fold cross validation approach was employed to the unstructured dataset before
beginning to prepare the data for machine learning models. The rationale behind that is the test
set (newly added reviews to be tested) would always be obtained in a raw, unstructured manner.

Additional details on k-fold cross validation can be found in any basic data-mining textbook (see.

e.g. [36]).
2.5 Data Cleansing, Tokenization, Stemming and Phrase Definition

Stop words are common in text analytics and should be removed since they do not add
any meaning to the sentiment and tend to make the text heavier from the analytics perspective.
Therefore, stop words such as the, a, is, at etc. have been removed in our analysis. Similarly,
words that do not have any meaning (nonsense words) as well as typos have been removed from
the dataset analyzed in the proposed study.

Tokenization in text mining is simply breaking a stream of text up into tokens. In
tokenization, documents (reviews in our case) are broken into meaningful components such as
words, phrases, sentences etc. Stemming is simply identifying the morphological roots or bases
of the words. Therefore, the words that have same morphological structure should be identified
automatically and treated accordingly so that it could lead to a more accurate prediction
performance. In our analysis, both tokenization and stemming processes have been employed

through using commercial software STATISTICA 11 (www.statsoft.com).
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In sentiment analysis, phrase definition plays an important role in that it helps
discriminating the subtle structures that were caused by the change in the meaning of a phrase
when the (immediate) neighbor words are taken into account. Also, longer phrases tend to be
more informative in terms of identifying the polarity of the sentiments. For example, while term
“convenient” is likely a positive sentiment, “not convenient” or “not very convenient” are less
likely to appear in positive comments. Therefore, models like bag-of-unigrams or bag-of-
bigrams would have the tendency to fail to handle “not convenient” and “not very convenient”,
respectively. Also, the existing related literature [37, 38] showed that “sentiment classifiers
combined with high order n-grams as features can achieve comparable, or better SA
performance than state of the art on large-scale data sets”. In our proposed analysis, high order

n-grams have been utilized in classifying the hotel users’ reviews.

2.6 Obtaining a Composite Variable

The main idea of composite variables is very similar to the composite materials. A
composite material is a combination of so many small and weak materials in a single and
stronger body. For a composite variable, by using some special calculation techniques, so many
weak learners and classifiers are brought together in a stronger variable which is called as a
composite variable and this variable is used as a stronger indicator and classifier. The composite
variables can be used in very different domains. For example, a composite variable can be used
for criminal issues. It can be constructed based on several criminal categories and then it can be
used for predicting the similar criminal events before they happen [87]. Another domain that the
composite variables can be utilized is economy. OECD supports some researches based on
composite variables. The main aim of the researches is to provide some special composite
variable construction techniques based on the economic information so that the composite
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variables can be used for comparing the countries’ economic performances [ 90]. Also, in another

research, a composite variable is constructed on the reasons affecting express package shipping
flow, and then it is used for improving the shipment service design [88]. In addition, composite
variables can be used as a dimension reduction technique for vary large and complex datasets.
By applying a simple clustering algorithm based on the composite variable, the dimension of the
dataset can be reduced [89]. So that it is easier and simpler for extracting information out of it.

In sentiment classification, initial observation of the term (phrase) effect on the outcome
is critical since this in turn would allow the learning algorithm to gain raw information about the
unstructured data. For our case, since the satisfactions or dissatisfactions of the customers consist
of similar expressions, particular terms are expected to have higher occurrence among the
reviews from the same star-rate group. Therefore, correlation scores can be used to extract
information about the strength of the expressions that are used in the reviews. The correlation
scores between the terms (phrases) and the outcome (star-rates) can provide important
information about the terms that have either negative or positive or neutral effect on the star-

rates.
Given a set of observations (X, Y;), (X,, ¥,),-cerereeens ,(X,,Y,), the formula for computing

the correlation coefficient is given by:

r= Ly 22

Where r represents the correlation score between a particular variable (feature) and the response

(outcome), and n represents the number of observations.
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For the current sentiment classification problem, it should be noted that, test data should
not be included in the analysis in calculating the correlation score of a feature. The rationale
behind this is that the machine-learning algorithms should not consider any observation that
belongs to the test set during the learning procedure. Therefore, in our analysis, the correlation
scores have been computed five times independently, since 5-fold cross-validation procedure has
been employed. By calculating the correlation score for each feature in the training set, the

following correlation vector can be obtained:

R = (r,15..,7%) (2.3)

Where f denotes the number of features extracted from the associated training fold.

Another important element that is considered in our sentiment analysis in creating a
composite variable is to see the existence of a particular term in the documents. Binary weighting
score is a widely-employed scoring technique that is used to obtain such information. By doing
so, binary weight of a particular feature in a specific document can be represented through the

following matrix:

bw, bw, . . . bw, |
bw, bw, . . . bw,,
BW=| . Ce (2.4)
bw, bw, . . . bwy

After obtaining the aforementioned correlation vector (R) and binary weight matrix (BW
), which are the main measurements to evaluate the contribution of each term to the
corresponding document, these two main elements are multiplied to create a new matrix that is

expected to contain more information in determining the effect of the features on the outcome.
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Finally, sum of the elements in a row is calculated and divided by the number of terms that have

a binary weighting score of 1. The rationale behind this division process is that since the

intensities of the documents are different, a term might cover very important idea in a short

review while the same term might cover very little part of a long review. Therefore, the number

of terms that have a binary weighting score of 1 are also taken into account in creating a

composite variable as can be shown by the following formula:

- (ow, *r +bw, *r, +
(bw,, *r, +bw,, *r, +
(BW XR)/T =

_(bwnl*rl +bw,, *r, +

+bw,, *r ) /T, |
+bw,, *r, ) /T,

(2.5)

where T represents the number of terms in a document. Therefore, the composite variable, C,

can be presented in a vector format that has N X 1 dimensions as following:

(2.6)

The procedure discussed above can also be summarized by applying the following

formula:
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where C_ represents the value of the composite variable for the n™ document. After obtaining

such composite variable, it can now can be used as the main feature in our sentiment
classification problem, in that it contains very rich information that was gathered by using both
correlation and binary weighting methods. Therefore, all of the other features that are utilized in
calculating the composite variable have been eliminated since the new composite variable

already encapsulates information that was gathered by combining these features.

2.7 Singular Value Decomposition (SVD)

Singular value decomposition is a very well-known matrix dimension reduction
technique and is used for handling big dimensional data sets in statistics. In this study it was
utilized as a feature extraction technique. Therefore the SVD concepts would be the features.
Since SVD can handle even very large matrices of word counts and documents, it is very
common technique in text mining. Let A be an m x n term-document frequency matrix where m
is the number of documents (reviews) and n is the number of extracted (selected) features. SVD
computation produce them x rorthogonal matrix U, n x rorthogonal matrixV, andr x
r matrix D so that A = UDV', where V' is the conjugate transpose of V, and r is the number of
eigenvalues of A'A, similarly A’ is the conjugate transpose of A. The concepts matrix that we
deploy in to the models is corresponding to the matrix U which is called as document score

matrix [49].
2.8 Feature Selection

For an appropriate text classification you need an appropriate data structure to represent

the text data and appropriate objective functions to avoid overfitting to data and appropriate
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algorithms to deal with the high dimensional matrices without losing so much information.
Therefore for text miners one of the most challenging tasks is automated text classification.
Feature selection is the process of selecting features that are going to be used in the text
classification. It is the first and the most important step of text classification. It is used to
simplify and speed up the run process of the learning algorithms. Feature selection is only
applied on the features extracted from the train set [50].

From the vocabulary extracted from the train, the more effective ones are selected. In
other words, from a set of complex classifiers we extract a simpler one. There is no any
theoretical guarantee in general high performance. While a selected set of features perform very
well, the other set of selected features does not. Indeed selecting the most optimal set of features
IS very intuitive, needs so many experience and so it is very difficult in general.

x? is an important feature selection technique. In statistics it is used to check the
independence of two events. From the feature selection perspective, instead of events, we are
going to check occurrence of the terms, and rank them all with respect to the following
measurement:

(NeteC_Netec)z

Eetec

X%2(D,t,c) = Zete{o,l} ZeCE{O,l} (2.8)

where D is document, e, and e, (term t and class c¢) are defined as e, = 1 (if term t exists) and e,
=0 (if t does not exist), N is the observed frequency in D and E is the expected frequency.

x? measurement shows the deviation between the expected E and observed N. A high x?
means that the hypothesis of independence is incorrect. In other words, the counts of expected
and observed are close. Dependency of the two events indicates that the occurrence of the term is

related with the occurrence of the class and thus it is an important feature for the class [51].
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2.9 Classification Models

As it is well known in the literature, the performance of a machine learning (ML)
algorithm depends heavily on the dataset and dimension. Thus, a reasonable way to select an
efficient ML algorithm should be based on trial and error experiments. Therefore, based on our
preliminary results, tree-based ML algorithms (i.e. Classification & Regression Trees, Boosted
Decision Trees and Random Forests) outperformed their counterparts in classifying the star rates
that were assigned along with the unstructured hotel reviews. What follows is a brief description
of the employed models, since these prediction algorithms are well known ML models, which in

turn detailed information can be easily reached in most of the ML sources if needed.

2.9.1 Random Forest (RF)

Random forests (RF) are known to be as efficient and robust to noise [39] prediction
algorithms by which the final classification decision is made based on a “voting” concept. They
are usually efficient on large databases and capable of handling large number of features and
missing data. When a new observation needs to be classified, each of the trees in the forest
considers this specific observation as a vector and assigns or “votes” for a class for this particular
case (star rates in our case). Finally, the decision is made based on the number of votes that were
assigned by multiple decision trees. In other words, the class that has the highest number of votes
assigned is assigned as a final decision [40].

The following steps can summarize the basic tree growth procedure in RF algorithm:

- A random sample is drawn from the entire data such that the size of this sample is equal to
the number of cases in the training set.
- A number “v”, which needs to relatively much smaller than the number of features (V) in

the training set, is specified and kept constant through the tree-growing process. Then at
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each node, v variables are randomly selected out of the V features. Finally, split node is
selected as the best split on these v features that were selected.
- The trees are grown (without any pruning) to the largest extent possible via the nodes that

were split using the aforementioned selected features.

2.9.2 Classification and Regression Trees (C&RT)

Decision trees are easy to interpret algorithms [41] and therefore, they have been widely
employed in several prediction problems [42]. The classification procedure can be briefly
described as follows:

The original training data is split into several subsets such that each of these subsets
consists of more or fewer homogeneous states of the target variable [43]. By doing so, the effect
of each independent feature on the target/outcome is measured. This, simple procedure occurs
until a stable state is reached.

ID3, C4.5, C5 [44, 45] and C&RT (Classification and Regression Trees) [43] are well-
known, popular decision tree algorithms. In our current study, the C&RT algorithm has been
selected to employ, due to its high performance in the trial & error based preliminary analysis,

when compared to other aforementioned counterparts.

2.9.3 Boosted Decision Trees (BDT)

Boosted decision trees, as implied by their name, aims to fix the misclassification
problems occurred in Decision tree models. The boosting methods in decision trees are
considered to be as remedies to the problems caused because of huge changes happen in the final

tree structure when there is a small change in the training data [46, 47]. In such misclassification

situations, the deviations of the predicted values from the respective means (residuals for each
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partition) are computed to re-weight each training example by how incorrectly they were
classified. This procedure then repeats for the new tree obtained. By doing so, many trees are
built up and the final decision is made based on ‘voting’ of the weighted scores of the individual
leaves. Finally, such ‘additive weighted expansions’ concept aims to eventually produce an

excellent fit of the predicted values to the actual ones.

2.10 Performance Evaluation Metrics

For classification problems, confusion matrices are commonly used for comparing the
classification performances. In binary classification problems, depending on the problem type,
there are well-known performance criteria (i.e. sensitivity, specificity and area under the ROC
curve etc.) that are widely used to compare the classification models. However, in multinomial
classification problems, such standardized criteria do not apply. Therefore, in our multi-class
prediction problem, two different metrics were used to evaluate and compare the models’
performances: 1) Exact error rate (EER), which is calculated by taking the ratio of the correctly
classified samples to the total number of samples in the test sets, and 2) One-Away-Class Error
Rate (OACER) [48], which not only considers the correctly classified classes but it also takes all
of the other one-away misclassified classes into account. Therefore, in this criteria, one-away
misclassified estimations are considered as correct. For example, for the observed rate ‘3’,

2

estimated rates ‘2° and ‘4’ are treated as correct along with ‘3°. And then in the same manner
with EER, the ratio of the number of correctly classified samples to the total number of samples
in the test gives the OACER for the model. The mathematical details of the error rate calculation

methods EER and OACER can be represented in Egs (2.9)-(2.10), repectively.

EER =% (2.9)

n
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OACER = % (2.10)

where e is the number of exact estimations, o is the number of the misclassified estimations that

take place in the one away neighborhood of the exact rate, and n is the total number of samples.

2.11 Results and Discussion

As it has been discussed in the previous sections, machine learning classification models
employed in this study aim to predict the star rates (out of 5) that were assigned by the
reviewers, through analyzing the verbal comments they made for the associated service/product.
The performance of the ML models is measured via using two accuracy metrics in the current
study. The first one, EER, is a conservative metric in that it only considers the correctly
classified cases (reviews). In tables 1, 2, and 3 the EER, and in tables 4, 5, and 6 the OACER of
the testing models based on the 3 different independent variable sets are presented for each fold
and data set separately. The rationale behind presenting them separately is to better visualize the

success of each ML models on a finely-grained manner.

Indep. Variable Set | Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean
Random forest | 67.91 73.72 67.44 70.70 68.6 69.67
] ] C&RT 69.30 74.42 69.07 70.00 69.07 70.37
Composite Variable
Boosted trees 71.16 73.26 70.47 72.56 71.40 7177
Mean 69.45 73.8 68.99 71.08 69.69 70.60
Random forest | 71.16 74.19 68.60 72.79 71.63 71.67
C&RT 72.33 75.35 68.84 73.49 71.16 72.23
SVD Concepts
Boosted trees 72.09 75.58 71.40 74.42 73.26 73.35
Mean 71.86 75.04 69.61 73.56 72.01 72.41
Random forest | 80.00 79.77 79.07 80.00 80.00 79.76
C&RT 80.00 80.00 80.00 80.00 80.00 80.00
Selected Features
Boosted trees 79.07 78.84 79.3 80.00 79.77 79.39
Mean 79.69 79.53 79.45 80.00 79.92 79.72

Table 2.1: Testing Set - Prediction EER — E-reader Tablet
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Figure 2.2: Testing Set - Prediction EER — E-reader Tablet

Indep. Variable Set | Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean
Random forest | 70 69.5 76 72.5 72 72
] ] C&RT 69.5 70.5 76 71 79.5 73.3
Composite Variable
Boosted trees 70 73.5 76 70 72 72.3
Mean 69.83 71.16 76 71.16 74.5 72.53
Random forest | 75 69.5 79.5 74 75 74.6
C&RT 75 76.5 80 75.5 80 77.4
SVD Concepts
Boosted trees 73 79.5 76 78 80 77.3
Mean 74.33 75.16 78.5 75.83 78.33 76.43
Random forest | 78.5 80 80 77.5 80 79.2
C&RT 80 80 80 80 80 80
Selected Features
Boosted trees 76.5 80 79 77.5 75.5 77.7
Mean 78.33 80 79.66 78.33 78.5 78.96

Table 2.2: Testing Set - Prediction EER — Wireless Color Photo Printer
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Figure 2.3: Testing Set - Prediction EER — Wireless Color Photo Printer

Indep. Variable Set | Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean
Random forest | 49.84 50.81 46.94 45.81 49.84 48.35
] ] C&RT 49,52 51.45 46.61 45 50.65 48.14
Composite Variable
Boosted trees 53.23 50.65 4581 43.23 50 48.23
Mean 50.86 50.97 46.45 44.68 50.16 48.24
Random forest | 70.65 69.35 68.23 67.9 65.97 68.42
C&RT 71.13 70.48 69.52 73.55 71.94 71.32
SVD Concepts
Boosted trees 60.97 61.94 58.87 55.97 57.42 59.03
Mean 67.58 67.25 65.54 65.8 65.11 66.25
Random forest | 76.13 76.61 78.06 77.9 77.58 77.17
C&RT 80 80 80 80 80 80
Selected Features
Boosted trees 75.32 74.84 75.32 75.65 77.42 75.28
Mean 77.15 77.15 77.79 77.85 78.33 77.48

Table 2.3: Testing Set - Prediction EER — Hotel Reviews
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Figure 2.4: Testing Set - Prediction EER — Hotel Reviews

In our sentiment classification problem, there are 5-star rates to be classified by the ML
models employed in this study. Therefore, correctly classifying the star rate of any review would
be challenging since the chance for a random guess is only 20% (1/5 = 0.2). For this reason, in
order to better compare the ML model performances, OACER can play a critical role in
comparing the classification models in a more objective manner.

It should be noted that the performance of a classification model should be evaluated and
judged by taking the expected error values into account. For our case, if the assignment
(classification) was made on a random fashion, the expected error rate would be 80 %, since the
outcome has 5 different classes (100% - 10055% = 80%). Therefore, achieving an EER of less
than 50% can be considered as a great success since it means that there is more than 200 %
improvement over a random guess, in the case that the ML models are employed in such
classification problem instead of making random guess. It is very clear that for the all data sets,
for each fold, and for each error rate evaluation criteria the composite variable that we created

based on the correlation between the selected terms and loc_txt categories, performs better than
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both SVD concepts and selected features based on chi-square feature selection method.

The ML models based on the composite variable, has not only shown a great
performance on the first metric that was used, but they have also shown a great performance on
OACER results. The classification models employed in the proposed method have shown a
similar error rate pattern (in terms of predictor sets: composite variable/SVD concepts/selected
features) in both the first (EER) and the second evaluation criteria (OACER). The composite

variable plays better classifier role than the other two classifier sets in both evaluation criteria.

Indep. Variable Set Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean
Random forest 30.4 32.5 28.6 31.1 31.1 30.74
] . C&RT 30.6 30.6 30 31.8 31.3 30.86
Composite Variable
Boosted trees 30.2 32.7 27.9 32.7 41.8 33.06
Mean 30.4 31.93 28.83 31.86 34.73 31.55
Random forest 31.3 35.1 30.9 33.2 374 33.58
C&RT 32.09 34.6 31.1 37.2 38.6 34.71
SVD Concepts

Boosted trees 37.4 35.5 33.7 36.04 40.2 36.56
Mean 33.59 35.06 31.9 35.48 38.73 34.95
Random forest 80 59.5 59.06 80 57.9 67.29

C&RT 80 80 80 80 80 80

Selected Features

Boosted trees 57.6 56.5 56.7 57.9 56.2 56.98
Mean 72.5 65.33 65.25 72.63 64.7 68.09

Table 2.4: Testing Set - Prediction OACER - E-reader Tablet
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Figure 2.5: Testing Set - Prediction OACER — E-reader Tablet

Indep. Variable Set | Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean
Random forest | 30.5 35 37 315 31 33
] ] C&RT 30.5 35.5 35.5 30.5 30.5 325
Composite Variable
Boosted trees 36 43 35 28.5 30 345
Mean 32.33 37.83 35.83 30.16 30.5 33.33
Random forest | 36 38 38.5 34.5 375 36.9
C&RT 38 38.5 49 39 60.5 45
SVD Concepts
Boosted trees 455 42.5 42.5 51.5 54 47.2
Mean 39.83 39.66 43.33 41.66 50.66 43.03
Random forest | 78.5 60 80 54.5 80 70.6
C&RT 80 80 80 80 80 80
Selected Features
Boosted trees 54 58.5 44 54.5 54.5 53.1
Mean 70.83 66.16 68 63 71.5 67.9

Table 2.5: Testing Set - Prediction OACER — Wireless Color Photo Printer
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Figure 2.6: Testing Set - Prediction OACER — Wireless Color Photo Printer

Indep. Variable Set | Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean
Random forest | 18.38 25.16 17.25 19.19 20 20
] ] C&RT 22.09 24.83 17.09 19.19 25 21.64
Composite Variable
Boosted trees 21.61 24.35 23.22 24.19 24.83 23.64
Mean 20.69 24.78 19.18 20.85 23.27 21.76
Random forest | 39.67 38.22 32.9 35.8 33.38 35.99
C&RT 36.93 38.54 45.16 39.19 46.12 41.18
SVD Concepts
Boosted trees 29.67 32.9 35.96 32.25 32.25 32.6
Mean 35.42 36.55 38 35.74 37.25 36.59
Random forest | 54.51 53.87 57.41 56.77 54.83 55.48
C&RT 60 60 60 80 80 68
Selected Features
Boosted trees 49.51 50.32 53.54 52.9 52.74 51.8
Mean 54.67 54,73 56.98 63.22 62.52 58.42

Table 2.6: Testing Set - Prediction OACER — Hotel Reviews
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Figure 2.7: Testing Set - Prediction OACER — Hotel Reviews

In this study we use 3 different data sets from 3 different domains and at 3 different sizes.

The data sets consist of 3200 hotel reviews, 2150 e-reader tablet reviews and 1000 wireless color

photo printer reviews, along with their associated star rates. Since the models are built based on

the training sets, the larger training data sets provide better trained models so that the models can

make more accurate predictions on the testing sets. For showing this situation, we designed

another experimental study. Since we have 1000 stratified reviews data for the wireless color

photo printer, based on the random selections, we extracted 1000 stratified reviews data sets for

the hotels and for the e-reader tablet separately from the existing data sets. After getting the new

data sets for the hotels and e-reader tablet, the same modeling processes are repeated. The

following experimental results prove the statement mentioned above; better predictive models

can be produced with larger data sets.

Model Fold-1 | Fold-2 | Fold-3 | Fold-4 | Fold-5 | Mean

Random forest 70 69.5 76 72,5 72 72
Printer Composite Variable | C&RT 69.5 70.5 76 71 79.5 73.3

Boosted trees 70 73.5 76 70 72 72.3
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Mean 69.83 71.16 76 71.16 74.5 72.53
Random forest 75 69.5 79.5 74 75 74.6
C&RT 75 76.5 80 75.5 80 77.4
SVD Concepts
Boosted trees 73 79.5 76 78 80 77.3
Mean 74.33 75.16 78.5 75.83 78.33 76.43
Random forest | 78.5 80 80 77.5 80 79.2
C&RT 80 80 80 80 80 80
Selected Features
Boosted trees 76.5 80 79 775 75.5 77.7
Mean 78.33 80 79.66 78.33 78.5 78.96
Random forest | 65.5 74.5 775 72.5 72.5 72.5
. . C&RT 68 74.5 79 71.5 73.5 73.3
Composite Variable
Boosted trees 69.5 73.5 74.5 73 73.5 72.8
Mean 67.66 74.16 77 72.33 73.16 72.86
Random forest 80 80 80 80 80 80
C&RT 80 80 80 80 80 80
E-Reader | SVD Concepts
Boosted trees 79.5 79.5 79.5 80 78.5 79.4
Mean 79.83 79.83 79.83 80 79.5 79.8
Random forest 80 74 80 775 745 77.2
C&RT 76.5 75 78 76.5 78.5 76.9
Selected Features
Boosted trees 79.5 74.5 77 74.5 78.5 76.8
Mean 78.66 74.5 78.33 76.16 77.16 76.96
Random forest | 58.5 66.5 67.5 65.5 61.5 63.9
) ) C&RT 63 66 66 65.5 63.5 64.8
Composite Variable
Boosted trees 60.5 68.5 65 65.5 60.5 64
Mean 60.66 67 66.16 65.5 61.83 64.23
Random forest | 66.5 70 72.5 68.5 71.5 69.8
C&RT 68.5 73.5 77.5 73.5 71.5 72.9
Hotels SVD Concepts
Boosted trees 63 71.5 73 71 71 69.9
Mean 66 71.66 74.33 71 71.33 70.86
Random forest 80 77.5 77.5 78.5 80 78.7
C&RT 80 80 80 80 80 80
Selected Features
Boosted trees 76.5 76.5 78.5 76 79.5 77.4
Mean 78.83 78 78.66 78.16 79.83 78.7

Table 2.7: Testing Set - Prediction EER — 1000 cases data sets
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Figure 2.8: Testing Set - Prediction mean EER — 1000 cases data sets

Model Fold-1 | Fold-2 | Fold-3 | Fold-4 | Fold-5 | Mean
Random forest 70 69.5 76 72.5 72 72
) . C&RT 69.5 70.5 76 71 79.5 73.3
Composite Variable
Boosted trees 70 73.5 76 70 72 72.3
Mean 69.83 71.16 76 71.16 74.5 72.53
Random forest 75 69.5 79.5 74 75 74.6
. C&RT 75 76.5 80 75.5 80 77.4
Printer SVD Concepts
Boosted trees 73 79.5 76 78 80 77.3
Mean 74.33 75.16 78.5 75.83 78.33 76.43
Random forest 78.5 80 80 77.5 80 79.2
C&RT 80 80 80 80 80 80
Selected Features
Boosted trees 76.5 80 79 77.5 75.5 77.7
Mean 78.33 80 79.66 78.33 78.5 78.964
Random forest | 67.91 73.72 67.44 70.7 68.6 69.674
) . C&RT 69.3 74.42 69.07 70 69.07 | 70.372
Composite Variable
Boosted trees 71.16 73.26 70.47 72.56 71.4 71.77
Mean 69.45 73.8 68.99 71.08 69.69 | 70.602
Random forest | 71.16 74.19 68.6 72.79 71.63 | 71.674
E-Reader C&RT 72.33 75.35 68.84 73.49 71.16 | 72.234
SVD Concepts
Boosted trees 72.09 75.58 71.4 74.42 73.26 73.35
Mean 71.86 75.04 69.61 73.56 72.01 | 72.416
Random forest 80 79.77 79.07 80 80 79.768
Selected Features C&RT 80 80 80 80 80 80
Boosted trees 79.07 78.84 79.3 80 79.77 | 79.396
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Mean 79.69 79.53 79.45 80 79.92 | 79.718
Random forest | 49.84 50.81 46.94 45.81 49.84 | 48.648
) . C&RT 49,52 51.45 46.61 45 50.65 | 48.646

Composite Variable

Boosted trees 53.23 50.65 45.81 43.23 50 48.584

Mean 50.86 50.97 46.45 44.68 50.16 | 48.624

Random forest | 70.65 69.35 68.23 67.9 65.97 68.42

C&RT 71.13 70.48 69.52 73.55 71.94 | 71.324

Hotels SVD Concepts

Boosted trees 60.97 61.94 58.87 55.97 57.42 | 59.034

Mean 67.58 67.25 65.54 65.8 65.11 | 66.256

Random forest | 76.13 76.61 78.06 77.9 77.58 | 77.256

C&RT 80 80 80 80 80 80
Selected Features

Boosted trees 75.32 74.84 75.32 75.65 77.42 75.71

Mean 77.15 77.15 77.79 77.85 78.33 | 77.654

Table 2.8: Testing Set - Prediction EER — Original data sets
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Figure 2.9: Testing Set - Prediction mean EER — Original data sets
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Figure 2.10: Testing Set - Prediction mean EER — Comparison

In each situation, composite variable performs better than the other predictor sets (Figure
2.8 and Figure 2.9). Also, when the sizes of e-reader and hotels data sets have decreased, the
error rates of the models have increased (Figure 2.10). These experimental results prove that for

better trained models we need larger training data sets.

2.12 Conclusion and Future Recommendation

The main goal of the proposed research methodology was to develop a composite
variable that will perform very effective in machine learning based sentiment classification
models to predict the star-rates that were assigned by the online reviewers. To achieve this goal,
a composite variable is created by utilizing correlation scores and binary weights of the features
(phrases), and for the comparison of the performance of the composite variable, SVD concepts
are calculated and chi-square feature selection method is utilized to select the best set of
predictors. Finally, by deploying separately these 3 sets of independent variables into tree-based

machine learning algorithms by also incorporating 5-fold cross validation concept, the
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independent variable sets are tested in the ML models. Also, for the convenience of the models,
the same process is repeated for 3 different data sets. By analyzing the unstructured data through
the methodology used in this study, the following research questions have been addressed:

1- Can ML models be utilized for the effective and accurate categorization of the
unstructured data sets?

2- Every feature selection is an information loss at some level. Is it possible to create a
composite variable in that all the extracted features would take place in some way, and it
would prevent or minimize the information loss, and it could be used instead of them in
the categorization of the data?

3- Each second very large dimensional text data sets are floating into the websites. Is it
possible to categorize these textual data sets shared on the internet in an effective way by
using ML models so that we can observe people’s attributes for some specific subjects?
Therefore, the proposed method considers the tree-based machine learning algorithms to

predict the star rates on a multinomial scale in three different data sets. Among these different
conditions the composite variable has outperformed to SVD concepts and selected fetures in both
of the two performance evaluation criteria. The findings, which have been obtained through such
novel methodology, can provide valuable insights to the tourism and online retailer sectors for

them to utilize in decision-making processes.
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Chapter 3

Employing text analytics for automatic document classification: Hotel reviews as a case study

3.1 Employing text analytics for automatic document classification: Hotel reviews as a
case study

Evaluating customer satisfaction is a key point to survive the high competition in the
lodging industry [61]. Hotels employ different tools such as surveys to obtain customers’
feedbacks about the services but customers are usually reluctant to give any comment to them
[62]. Therefore hotels might be blind about their weakness and strength from the customer point
of view. On the other hand, majority of people book hotels online [63]. People share their
feedback on the hotels after their trips. These comments on the well-known hotel review
platforms such as TripAdvisor are helpful and trustworthy for new customers to decide what
lodging provider they choose [63-64]. Mauri and Minazzi [65] demonstrated a positive
correlation between hotel purchasing intention and content of the online reviews. Several studies
revealed a correlation between tourist satisfaction and desire to repeat the visit [66-68]. Hotel
quality significantly affects tourist satisfaction [69] and itself is an important part of tourist
destination management and marketing [70]. Therefore it is expected that hotels’ service quality
affects overall tourist industry’s income in any tourist destinations. About 10% of global GDP
and 10% of employment is related to tourism industry [71], therefore tourist industry is an
important part of any sustainable economy. Alternatively, policy makers can perceive
performance of hotels by analyzing the hotel reviews. The obtained information is beneficial for

developing strategic roadmap of the tourist industry. Richter [72] demonstrated importance of
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policy in the tourist industry and argued that this industry depends more on the administrative
and political actions than business or economics.

Online hotel reviews usually consist of structured sections such as overall rating scale
(e.g. 1-star to 5- stars) and an unstructured section containing customers’ feedback about the
hotel. Traditional statistical methods (e.g. descriptive statistics, regression, and etc.) are capable
of investigating the structured part while text mining and NLP based models are required for
analyzing the unstructured section. Sentiment analysis is developed for investigating texts’
content and interpreting the sentimental orientation this technique is widely used in order to
analyze unstructured web contents such as customers’ reviews, news, weblogs and etc [ 73].

Regarding the methods utilized in sentiment classification, semantic orientation (SO) and
machine learning (ML) are two major groups of sentiment analysis. The Semantic Orientation
approach was developed in order to classify text corpuses into binary categories such as ‘good’
or ‘bad’. This approach grammatically decomposes text to extract adverbs or adjectives, and then
evaluates if they are associated with a ‘good’ or ‘bad’ meaning by utilizing domain-specific
lexical resources, since a single word may have negative or positive connotations based on its
text composition. In the later versions, connotations of consecutive words are taken into the
account [7-8, 24, 74].

On the other hand, ML is a branch of artificial intelligence (Al) that is effectively used for
data investigation in business analytics, health informatics and safety studies. These applications
mainly appeared after 1970°s when computers could perform fairly complex calculations [75].
Recently, IBM introduced the Watson Machine, which is a computer system that utilizes a
complex ML algorithm to learn from text corpses, pictures etc. [76]. This machine demonstrated

a wide variety of ML applications from winning the Jeopardy game to healthcare informatics.
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Probabilistic association rules, classification and predictive modeling are major ML techniques
in text mining [10, 12, 77]. ML learns from historical data, and then categorizes a text into
multinomial classes. Therefore ML does not necessarily require a prior knowledge about any
domain of data.

Semantic orientation on English texts requires development of a system that can
recognize every single name, adverb, adjective and verb and delivers the adjectives’
connotations. Therefore, practitioners utilize lexical resources such as WordNet® [19] for text
mining. WordNet® is an English thesaurus that was developed at the Princeton University. The
organization of WordNet is based on the lexical significances, rather than lexemes makes which
make it different from a traditional thesaurus [78]. Soricut and Marcu [20] introduced a
discourse parsing model that employs lexical and syntactic characteristics to discover structures
of sentences. These models are able to recognize the discourse units and make the discourse
parse-tree in sentence level analysis. In some early works such as Hatzivassiloglou and
McKeown [6], practitioners applied a log-linear regression model with a preselected set of seed
words to estimate the semantic orientation. Kamps et al. [21]. The second stream of sentiment
classification methods is machine-learning. In several studies, machine-learning approaches
outperform the semantic orientation approach. Pang and Lee [11] utilized maximum entropy
classification, naive Bayes, and support vector machines by considering bigrams, unigrams and a
hybrid of them to categorize the movie reviews. They demonstrated that their proposed method
outperform previous method in classifying unstructured web data. Chaovalit and Zhou [26]
compared semantic orientation approach against machine-learning methods. The results revealed
that machine-learning approaches yield a higher performance. In the following, a brief history on

application of machine-learning approach in analyzing customers’ reviews is presented.
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Prabowo and Thelwall [28] investigated Social media (MySpace) movie reviews and
product reviews by employing support vector machines, statistics based classifier (SBC), rule-
based classifier (RBC) and general inquirer based classifier (GIBC). The results of the study
show that a hybrid manner with a multiple classifiers has a better performance. Sarkar et al. [18]
developed a novel approach for multinomial classification (i.e. extreme dislike, weak dislike,
uncertain, weak like and extreme like) by combining k-means clustering algorithm (unsupervised
method) and artificial neural networks (supervised learning algorithm). Travel Blogs are a kind
of self-narrative diary that people explain their experiences during their travel adventures. Ye et
al. [29] performed sentiment analysis on seven tourist destinations in Europe and USA by
machine-learning techniques. In this study naive Bayes (NB) model outperformed by two other
supervised machine-learning algorithms of the character based n-gram model, and support vector
machines. The accuracy of the mentioned method was over 80 percent. They also found a
correlation between size of the training set and accuracy of the algorithms. Wang et al. [30]
developed a novel latent rating regression (LRR) model to solve latent aspect rating analysis
(LARA) for hotel reviews as the case study. They considered a set of the overall rating (measure
from 1 star to 5 stars) and aspects of reviews to investigate relationships between reviewer’s
latent ratings on the different aspects. They demonstrated that their model can reveal different
rating behavior. Bjerkelund et al. [31] compared performance of lexical-resource semantic
orientation with machine-learning algorithms for sentiment analysis of hotel reviews with a
multinomial scale (i.e. strong negative, weak negative, neutral, weak positive, and strong
positive). They also performed spatial and temporal analysis on the reviews and visualized their

data by using Google Maps. Current studies reveal that practitioners utilized lexical-based
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resources, supervised learning and unsupervised learning algorithms for classifying customer
reviews.

As can be understood from the existing relevant studies discussed in this section, the
current study proposes a novel approach that creates three unique composite variables by
employing a well-known clustering algorithm. These variables are then deployed into MLP
based ANN model to classify the sentiment of the reviews (i.e. Barcelona, Istanbul and New
York). The next section of this study discusses about the background information and the

proposed methodology in detail.

3.2 Methodology

In this study, a hybrid sentiment classification methodology (as depicted in Figure 3.1)
that is composed of four phases is proposed. The first phase of the study consists of four
sequential steps. In the first step the dataset is split into k mutually exclusive folds in that k-fold
cross validation concept will be employed in this study to decrease the uncertainty and thereby to
increase the robustness of the classification algorithms employed in this study. In step 2, the text
corpus is cleaned and artificial variables are embedded to each review in the dataset, to use in the
following steps of the method. In the third step, feature extraction process is conducted and
finally in the fourth step the binary-term document matrix is created. Phase 2 is divided into two
parallel tasks such that each task represents different approach, which will be compared by using
the prediction models. In phase 2.a, the most impactful variables are selected among the variable
that were extracted in the previous phase, by employing Chi-square feature selection method.
Alternatively in phase 2.b, k-means clustering algorithm by considering the correlations between
the extracted features and the artificial variables that were created in Phase 1. In Phase 3, the
potential predictors that were obtained by using two alternative approaches that have been
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conducted in Phase 2.a and 2.b, are deployed into a powerful machine learning algorithm (MLP-

based ANN), to classify the reviews based on the cities where the associated hotels are located.

Finally in Phase 4, the multinomial classification results that were obtained through employing

the two alternative approaches are compared. Additional detailed information on each of these

phases and steps is provided in the following subsections.
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Figure 3.1: Overall Structure of the Proposed Method
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3.3 Data Acquisition and Preparation

The customer reviews that were used in the current study was obtained from

Tripadvisor.com, which is the world’s largest travel site [32] that operates in 45 countries
worldwide and has 340 million unique monthly visitors [33]. In this website, the customer
reviews can be obtained from each hotel that are in their list. The reason why the users share
their experiences with prospective travelers via such website is that they want to help to future
travelers in making their decisions. Having the hotel name for all of the reviews (labeled data)
gives us an advantage of being able to classify these reviews by using supervised learning
(machine learning) algorithms in analyzing this large and complex unstructured data. In our
current analysis, 1755 reviews have been collected about hotels that are located in New York
(US), Barcelona (Spain) and Istanbul (Turkey) area. It should also be noted that, the dataset used
in the current study is balanced such that the hotels that are selected for each city have equal
amount from each star group. Specifically, there number of 3-star hotels selected from Istanbul,
Barcelona and Newyork are equal. The rationale behind that is to minimize the biasness among

the selected data points.

3.4 K-fold Cross Validation

The k-fold cross-validation approach is used to minimize the bias associated with the
random sampling of the training and test data samples [34]. The entire dataset is randomly split
into k mutually exclusive subsets of approximately equal size. The prediction model is tested k
times by using the test sets. The estimation of the k-fold cross-validation for the overall
performance criteria is calculated as the average of the k individual performances as follows

[79]:
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> PM, (3.1)

where CV stands for cross validation, k is the number of mutually exclusive subsets (folds) used,
and PM is the performance measure used in the analysis. In this analysis, the stratified 5-fold
cross validation approach is used to estimate the performance of the different classification

models. The choice for k=5 is based on literature results [34, 79] which demonstrates that 5-

folds provide an ideal balance between performance and the time required to run the folds.

3.5 Data Cleansing, Tokenization, Stemming, and Feature Extraction

Stop words that are frequently used in text files do not any meaningful value to the
sentiment. Also, they may cause a heavier text corpus from the analytics perspective. Therefore,
the stop words such as the, a, is, at etc. have been removed in our analysis. In addition, nonsense
words as well as the typos have also been removed from that dataset used in the current study.
Tokenization in text mining literature basically means to break a stream of text up into tokens. In
such procedure, documents are broken into meaningful components such as words, phrases,
sentences etc. The morphological roots or bases of the words can be identified by stemming. It is
important to automatically identify the words that have same morphological structure. Also,
these words should be treated accordingly since it would enable to reach more accurate
prediction performances. Another critical component of sentiment analysis is phrase definition.
It plays a crucial role since it helps discriminating the subtle structures that were caused by the
change in the meaning of a phrase when the (immediate) neighbor words are taken into account.
Also, longer phrases tend to be more informative in terms of identifying the polarity of the
sentiments. To exemplify, while term “clean” is likely a positive sentiment, “not clean” or “not
very clean” are less likely to appear in positive comments. For such reasons, models that employ
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bag-of-unigrams or bag-of-bigrams would not be efficient in identifying the difference between
the terms “not clean” and “not very clean”. Also, the existing related literature [37-38] showed
that “sentiment classifiers combined with high order n-grams as features can achieve
comparable, or better SA performance than state of the art on large-scale data sets”. In our

proposed analysis, we utilize high order n-grams in classifying reviews.

3.6 K-means Clustering Algorithm

In the existing text mining literature, there are various types of document clustering
techniques. Each one of these techniques uses a different similarity measure to represent the
clusters. The main idea in the clustering is to classify the documents that have similar attributes
or characteristics into the same group. The clustering approaches can be represented under three
main titles such as a) text-based, b) link-based, and c) hybrid. Among these, text-based clustering
works with similar idea used in libraries; the contents of the documents are used as the similarity
measure and documents having similar contents are put in the same cluster, whereas the goal in
link-based clustering is to group linked pages or documents and keep the link-path. Hybrid
clustering is the combination of these two clustering techniques. The first one (text-based
clustering) can be classified according to the clustering algorithms into three categories such as
partitional, hierarchical, and graphical based clustering algorithms. In the current study, k-means
algorithm has been employed, which can be considered as one of the most popular partitional
clustering algorithm.

The main idea in k-means clustering is to group the observations into k clusters such that
the observations in the same cluster have the maximum similarity with each other, and maximum
diversity with the observations in the other clusters. General steps of the k-means algorithm can

be understood in six consecutive steps such as;
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1) Randomly assign k cluster centers.
2) Calculate the distance of the points to the each center (Euclidean distance is used in our
study).
3) Assigning all the points into clusters (in the sense of minimum distance to the centers).
4) Calculate the new centers of the clusters.
5) Recalculate the distance each point to the new centers.
6) Repeat the steps 3, 4 and 5 until all the points stays stable on its previous place.
Let X be the set of all observations and C be the initial cluster centers. Then the k-

means algorithm mainly based on the following formula:

Zminzkllxi -c| (3.2)

xeX ©€C =1

In other words, k-means will create k clusters such that they have maximum variability
with each other and minimum variability within the clusters. The best k value can be decided

based in trial and error experiments.

3.7 Creating Composite Variables

Composite variable creating is a very common technique in data mining literature. In text
mining composite variable creating is used to assign numerical weights for a document. In this
study we use correlation values and k-means clustering algorithm for the creation of the
composite variables. First of all, at the beginning of the process we add an artificial text variable
into the data set. This variable is called as Loc_Txt and has 3 categories; Loc NY_,
Loc BARC , and Loc_IST_. We put them together into the text processing and produce a single

binary term-document frequency matrix from them. Since the categories of Loc_Txt_are all in
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text format, they also appear on the matrix as terms. Since each one is written in a unique format,

the frequency score for the corresponding city is 1 and for the other two cities it is 0. In the

second step, we calculate the correlation between the terms Loc_NY _, Loc BARC_, Loc_IST_

and the rest of the terms. This correlation table has the information of how the terms are scattered

around the city names and so very informative. After then, by using the correlation matrix, we

cluster al the terms in 3 clusters. As we mention above, k-means algorithm let us to define the

number of clusters. We defined the number of clusters as 3 in the consideration of 3 cities. In

other words, we grouped the terms around the city names. In the final step, for each document,

we summed the frequencies of the terms taking place in the same cluster. These 3 summations

create 3 new variables which are the composite variables that will be used in the ANN model for

the estimation of the city categories.
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Figure 3.2: The algorithm for the creation of the composite variables
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3.8 Multi-Layer Perceptron-based Artificial Neural Network (MLP-ANN)

ANNSs are widely employed in a wide variety of computational data analytics problems
that include classification, regression and pattern recognition [29-31]. A generic ANN is a
computational system that consists of “a highly interconnected set of processing elements, called
neurons, which process information as a response to external stimuli. An artificial neuron is a
simplistic representation that emulates the signal integration and threshold firing behavior of
biological neurons by means of mathematical equations” ([32], P.4). The information flow

among each neuron takes place in an input-output manner, as shown in Figure 3.3.

X, W, Input Hidden Output
layer
layer - layer
X; Wi -
! Output
/ 0) |
xIl WII
(a) (b)

Figure 3.3: A Schematic of Information Flow for a) a Single Neuron, b) a Multilayered ANN

Based on figure 3.3-(a), the inputs received by a neuron can be represented by the input
vector X= (X1, Xz, ... , Xn) where x; is the information from the i" input (i=1, 2, ..., n), and
weights connected to a neuron can be modeled via a weight vector w= (Wy, Wo, ..., Wy), Where w;
is the weight associated with i"" neuron. The neuron’s signal output flow O can be calculated

using:

O=f (Zn:Wi .xij, (3.3)
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where f represents an activation function of the weighted sum of the inputs associated with the
nincoming signals. In our analysis, the sigmoid function is employed as the activation function

for the ANN model. The function is represented in Eq. (3.4):

1
1+e ™’

f(x)= (3.4)

Then, the output is converted to a binary representation through the following

transformation:

0= 1 if [;Wi.Xij > (9, (3.5)

0 otherwise

where @ denotes a threshold value that regulates the neuron’s action potential “... by modulating
the response of that neuron to a particular stimulus confining such response to a pre-defined
range values” Sordo [32].

The Multi-layer Perceptron (MLP) learning model with a back-propagation algorithm has
been employed in our ANN model due to its superior performance to the radial basis function
(RBF) in the preliminary analysis. In a MLP network, there is an input, an output and a hidden
layer (as depicted by figure 3.3-(b)). There are typically no restrictions on the number of hidden
layers. The external stimuli is received by the input layer and propagated to the next layer. The
weighted sum of incoming signals sent by the input units are received by the hidden layer(s) and
processed by means of the sigmoid activation function in Eq. (3.4). Similarly, the units in the
output layer receive and process the weighted sum of incoming signals using the activation

function. Thus, the system propagates the information forward until the current output is
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obtained for each existing input in the system. An error measure can be obtained by calculating
the difference between the target value and the current output, as shown in Eq. (3.6). Finally, the
system adjusts the current weights until the current output is satisfactory enough or the

performance of the system cannot be improved any further.
1 2
E IEZ(tpj—Opj) : (3.6)
j

3.9 Feature Selection

The ultimate goal of feature selection is to select the most important set of feature among
the entire feature set. In other words, instead of having a set of complex classifiers, a smaller
subset is selected to simplify the models employed as well as to minimize the computation time.
For an appropriate reliable and efficient text classification, there certain criteria should be met
such as an appropriate data structure (to represent the text data), appropriate objective functions (
avoid overfitting issue) and appropriate algorithms (to deal with the high dimensional matrices
without losing so much information) etc. For such reasons, feature selection is one of the most
crucial and challenging steps in that the variables that will be used as the predictors are selected
through this process. By doing do, it simplifies and speeds up the run process of the learning

algorithms. Such process is only applied on the features extracted from the train set [50].

3.9.1 Chi-Square Test based Feature Selection (CSFS)

In the field of Statistics, chi square is a well-known method that is used to check the
independence of two events. Also, it is an important feature selection technique, which have
been commonly used in the text mining literature. Therefore in our study, instead of events, the

occurrences of the terms are checked and ranked with respect to the following measurement:
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X*(D,t,c) = Yie (0,1} Die (0,1} (3.7)

where D is document, e; and e, (term t and class c) are defined as e, = 1 (if term t exists) and e,
=0 (if t does not exist), N is the observed frequency in D and E is the expected frequency.

Therefore, chi-square measure represents the deviation between the expected E and
observed N . If »° value is larger than the threshold value, the hypothesis of independence is

incorrect. In other words, the counts of expected and observed are close. Dependency of the two
events indicates that the occurrence of the term is related with the occurrence of the class, and

therefore it is an important feature for the class.

Index  Net. name Training  Test Trainjng Error Hiddeq Ouj[put'
perf. perf. algorithm  function activation activation
1 MLP 430-22-3  75.17730 75.65217 BFGS 15 Entropy  Exponential  Softmax
2 MLP 430-8-3  86.31206 76.52174 BFGS47  SOS Tanh Identity
3 MLP 430-16-3 87.87234 77.39130 BFGS 27 Entropy  Tanh Softmax
4 MLP 430-14-3  81.84397 75.94203 BFGS23  SOS Logistic Tanh
5 MLP 430-10-3 85.88652 77.68116 BFGS29  SOS Logistic Tanh
Fold-1 6 MLP 430-16-3 78.43972 76.52174 BFGS 16 Entropy  Tanh Softmax
7 MLP 430-22-3 74.11348 76.52174 BFGS43  SOS Exponential  Exponential
8 MLP 430-19-3 83.40426 73.04348 BFGS43  SOS Tanh Exponential
9 MLP 430-14-3  73.12057 75.65217 BFGS 12 Entropy  Exponential  Softmax
10 MLP 430-15-3 82.83688 77.68116 BFGS25  SOS Exponential  Logistic
1 MLP 414-17-3  74.25532 69.27536 BFGS 24 Entropy  Exponential  Softmax
2 MLP 414-11-3 76.59574 71.88406 BFGS30 SOS Logistic Exponential
3 MLP 414-15-3 73.75887 66.37681 BFGS 14 Entropy  Exponential  Softmax
4 MLP 414-11-3 82.90780 73.04348 BFGS24  SOS Logistic Logistic
5 MLP 414-21-3 79.85816 74.78261 BFGS26  SOS Exponential  Identity
Fold-2 6 MLP 414-12-3  84.25532 73.04348 BFGS35 SOS Tanh Identity
7 MLP 414-25-3  82.41135 76.81159 BFGS92  SOS Exponential  Tanh
8 MLP 414-8-3 82.05674 74.20290 BFGS 16  Entropy Tanh Softmax
9 MLP 414-19-3  82.41135 75.07246 BFGS27  SOS Tanh Identity
10 MLP 414-24-3  83.19149 75.36232 BFGS27  SOS Logistic Tanh
Fold-3 MLP 424-12-3  78.43972 75.94203 BFGS34  SOS Exponential  Identity
MLP 424-15-3  75.39007 75.36232 BFGS38  SOS Exponential ~ Exponential
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3 MLP 424-21-3 82.26950 77.97101 BFGS19 Entropy Logistic Softmax
4 MLP 424-10-3 84.68085 77.97101 BFGS62  SOS Identity Tanh
5 MLP 424-17-3 82.55319 76.23188 BFGS30  SOS Identity Identity
6 MLP 424-14-3  84.96454 77.97101 BFGS46  SOS Exponential  Tanh
7 MLP 424-18-3 81.84397 77.97101 BFGS24  Entropy Logistic Softmax
8 MLP 424-25-3  82.05674 78.84058 BFGS53  SOS Logistic Logistic
9 MLP 424-25-3  81.98582 78.55072 BFGS 43 Entropy  Logistic Softmax
10 MLP 424-19-3 73.40426 73.04348 BFGS10 Entropy Exponential Softmax
1 MLP 442-22-3  82.05674 74.49275 BFGS14  Entropy Logistic Softmax
2 MLP 442-20-3 77.80142 74.49275 BFGS46  SOS Exponential  Logistic
3 MLP 442-19-3 7453901 70.14493 BFGS26  SOS Exponential  Logistic
4 MLP 442-25-3 82.12766 74.78261 BFGS23  Entropy Identity Softmax
5 MLP 442-15-3  70.42553 65.21739 BFGS14  Entropy Exponential Softmax
Fold-4 6 MLP 442-11-3 78.65248 75.65217 BFGS19  SOS Exponential  Tanh
7 MLP 442-25-3 81.41844 76.23188 BFGS20 Entropy Tanh Softmax
8 MLP 442-12-3  71.70213 69.27536 BFGS10  SOS Exponential  Logistic
9 MLP 442-21-3 84.89362 74.20290 BFGS28  SOS Logistic Identity
10 MLP 442-16-3  75.03546 68.69565 BFGS 17 Entropy  Exponential  Softmax
1 MLP 400-16-3 84.85507 72.53333 BFGS29  SOS Logistic Logistic
2 MLP 400-12-3 80.21739 71.46667 BFGS69  SOS Exponential  Exponential
3 MLP 400-19-3  75.94203 69.06667 BFGS 16 Entropy  Exponential  Softmax
4 MLP 400-16-3 70.65217 66.93333 BFGS 15 Entropy  Exponential  Softmax
Foldo5 5 MLP 400-24-3  83.84058 75.46667 BFGS 16 Entropy  Logistic Softmax
6 MLP 400-17-3  74.13043 68.53333 BFGS 10 Entropy  Exponential  Softmax
7 MLP 400-11-3 83.76812 74.66667 BFGS 22 Entropy  Tanh Softmax
8 MLP 400-23-3  75.86957 71.46667 BFGS 18 Entropy  Exponential  Softmax
9 MLP 400-15-3 83.04348 74.93333 BFGS 20 Entropy  Tanh Softmax
10 MLP 400-24-3  81.95652 74.93333 BFGS 18 Entropy  Tanh Softmax

Table 3.1: Neural network classification models based on the selected features

By using the formula given in the literature review part, we calculate chi-square value of
each feature and then the values are sorted from the largest to the smallest. The dependent
variable of the feature selection model is City Category variable. City Category consists of 3
categories based on the 3 cities. All the features having P-value<.01 are treated as significant and
put into the selected features set. To show and validate the ability of the selected features to

classify the dependent variable, we are going to utilize ANN classification models.
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Since we have a binary table, all the selected features are categorical. The features are
used as the independent variables (predictors), and City_Category as the dependent variable in
the ANN model. By using the Train_Test variable, we define the train and test sets. An ANN has
many parameters such as number of hidden layers, error function, hidden activation function,
output activation function and so on. We run the model for 10 different combinations of the

parameters. You can find the results on the Table 3.1 for each fold.

3.9.2 Correlation based feature extraction (Creating composite variables)

In this study we do not use a regular correlation feature selection. Indeed, the technique
we apply here is composite features creating technique by using all the extracted features and
using them as if they are selected features. As we mention this technique is based on correlation.
Since we want to find the best features classifying the documents by city, we are going to use the
correlation between the features and the cities. However, the correlations between the features
and ‘City’ variable do not provide the correlation for each city separately. When we grouped the
documents by ‘City’, we would not get any correlation because city category would be the same.
For overcoming this problem, we added a new variable to the train set called ‘Loc Text’. This
variable consists of the corresponding city names in a unique format: loc_ny , loc_barc_, and
loc_ist . After merging the ‘Customer Reviews’ with ‘Loc Text’, put them together into the text
processing so that we have the new format city names in the term-document table. Since we use
a unique format for each city, the correlation between the unique city names and the other terms
provides very important information for the seeing the scatter of terms around each city. For
example, if term x has larger correlation with loc_ny than it has with loc_barc_ and loc_ist_,
then this means that the occurrence of x in the reviews for the hotels located in New York is

larger its occurrence in the others. After this step, we use the correlation table for the clustering
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to group all the terms around the city names. K-means clustering algorithm gives us an

opportunity for defining the number of clusters. By considering the number of city categories, we

defined the number of clusters as 3. Finally, since in a review, the increase of occurrence of the

terms from the same cluster increases the possibility that review is from the city corresponding

the cluster, we are going to sum the terms in the same cluster. These summations create 3 new

continuous composite variables. We are going to use them as selected features and put them into

the ANN classification model. Again, we run the ANN models for 10 different combinations of

the parameters. You can find the results in the Table 3.2 for each fold.

Index  Net. name Training Test Trainjng Error Hiddeq Ouj[put'
perf. perf. algorithm  function activation activation

1 MLP 3-5-3 90.69597 66.56977 BFGS37 Entropy  Exponential  Softmax

2 MLP 3-10-3  88.71795 65.98837 BFGS15 Entropy Exponential  Softmax

3 MLP 3-9-3 90.03663 66.56977 BFGS19 SOS Identity Identity

4 MLP 3-6-3 91.06227 66.27907 BFGS42  Entropy Tanh Softmax

5 MLP 3-4-3 90.25641 66.86047 BFGS97  SOS Exponential ~ Exponential
Fold-1 6 MLP 3-7-3 90.47619 66.56977 BFGS28  SOS Identity Logistic

7 MLP 3-9-3 91.06227 65.69767 BFGS28  Entropy  Identity Softmax

8 MLP 3-8-3 90.03663 66.86047 BFGS28  SOS Logistic Identity

9 MLP 3-7-3 90.69597 66.56977 BFGS54  SOS Exponential ~ Tanh

10 MLP 3-9-3 90.62271 65.98837 BFGS19 SOS Identity Logistic

1 MLP 3-8-3 91.83526 68.14159 BFGS84  SOS Exponential ~ Tanh

2 MLP 3-7-3 91.83526 69.02655 BFGS61  SOS Exponential ~ Tanh

3 MLP 3-4-3 91.83526 68.43658 BFGS32  SOS Identity Tanh

4 MLP 3-4-3 91.97977 69.91150 BFGS 144 SOS Exponential ~ Tanh
Fold-2 5 MLP 3-5-3 91.32948 69.32153 BFGS30 SOS Logistic Identity

6 MLP 3-9-3 89.45087 69.32153 BFGS28  SOS Logistic Identity

7 MLP 3-6-3 89.23410 68.73156 BFGS16  SOS Exponential  Tanh

8 MLP 3-4-3 92.26879 67.25664 BFGS26  Entropy Identity Softmax

9 MLP 3-10-3  91.90751 67.84661 BFGS22  SOS Exponential ~ Logistic

10 MLP 3-8-3 91.61850 68.14159 BFGS26  Entropy Identity Softmax

1 MLP 3-9-3 02.94545 65.38462 BFGS64  SOS Exponential ~ Tanh
Fold-3 2 MLP 3-3-3 92.65455 65.68047 BFGS37  SOS Exponential ~ Exponential

3 MLP 3-8-3 93.01818 64.49704 BFGS32 Entropy Tanh Softmax

4 MLP 3-3-3 03.16364 65.68047 BFGS26  Entropy  Logistic Softmax
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5 MLP 3-9-3 93.89091 66.27219 BFGS75  Entropy  Logistic Softmax

6 MLP 3-10-3  93.09091 66.86391 BFGS25 Entropy  Logistic Softmax

7 MLP 3-8-3 91.70909 65.68047 BFGS 11 Entropy  ldentity Softmax

8 MLP 3-3-3 92.94545 66.27219 BFGS36  SOS Exponential ~ Exponential

9 MLP 3-9-3 93.09091 65.97633 BFGS52  Entropy  Logistic Softmax

10 MLP 3-4-3 92.80000 64.20118 BFGS27  SOS Tanh Exponential

1 MLP 3-3-3 91.49856 64.58333 BFGS24  Entropy  Logistic Softmax

2 MLP 3-8-3 90.99424 63.09524 BFGS15 SOS Logistic Logistic

3 MLP 3-10-3  91.21037 65.17857 BFGS35  Entropy  Logistic Softmax

4 MLP 3-6-3 91.42651 65.17857 BFGS36  SOS Tanh Logistic
Fold-a 5 MLP 3-10-3  91.49856 64.58333 BFGS30 Entropy Identity Softmax

6 MLP 3-4-3 90.99424 63.69048 BFGS22  Entropy Identity Softmax

7 MLP 3-5-3 90.85014 66.66667 BFGS37  SOS Logistic Tanh

8 MLP 3-10-3  91.21037 63.69048 BFGS 27  Entropy Identity Softmax

9 MLP 3-3-3 90.20173 65.77381 BFGS22  Entropy  Logistic Softmax

10 MLP 3-7-3 90.63401 66.36905 BFGS41  SOS Logistic Exponential

1 MLP 3-7-3 91.38827 68.57923 BFGS51  SOS Exponential Logistic

2 MLP 3-6-3 90.94284 68.03279 BFGS 27  Entropy Identity Softmax

3 MLP 3-8-3 91.75947 68.85246 BFGS36  Entropy  Tanh Softmax

4 MLP 3-10-3  91.09131 68.85246 BFGS19  SOS Tanh Logistic
Foldo5 5 MLP 3-10-3  91.98218 69.94536 BFGS55  SOS Logistic Logistic

6 MLP 3-3-3 91.16555 68.30601 BFGS24  Entropy Identity Softmax

7 MLP 3-7-3 91.31403 68.57923 BFGS42  SOS Identity Tanh

8 MLP 3-6-3 90.86860 68.57923 BFGS 18 Entropy Tanh Softmax

9 MLP 3-5-3 89.60653 66.66667 BFGS19 Entropy  Exponential  Softmax

10 MLP 3-3-3 91.16555 68.30601 BFGS23  Entropy Exponential  Softmax

Table 3.2: Neural network classification models based on the composite variables

3.10 Combination of the features

In this step we bring together the features selected by the chi-square measure and features
obtained in the correlation based process, and then for 10 different combinations of parameters

we repeat the same ANN process. You can find the results for each fold on the Table 3.3.

Training Test Training Error Hidden Output
Index Net. name . . L s

perf. perf. algorithm  function activation activation
Fold-1 1 MLP 433-18-3 91.72161 79.94186 BFGS23  SOS Identity Logistic
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2 MLP 433-19-3 88.86447 77.90698 BFGS 24 Entropy Tanh Softmax
3 MLP 433-14-3  88.42491 79.94186 BFGS23  SOS Identity Logistic
4 MLP 433-16-3 91.86813 78.77907 BFGS 25 Entropy ldentity Softmax
5 MLP 433-25-3  89.45055 79.94186 BFGS93  SOS Logistic Logistic
6 MLP 433-8-3  95.09158 79.06977 BFGS 29 Entropy Tanh Softmax
7 MLP 433-14-3  87.47253 79.65116 BFGS53  SOS Exponential Tanh
8 MLP 433-11-3 84.68864 74.70930 BFGS102 SOS Exponential Exponential
9 MLP 433-22-3  91.06227 77.90698 BFGS38  SOS Logistic Identity
10 MLP 433-23-3 86.81319 77.61628 BFGS 24 Entropy Tanh Softmax
1 MLP 417-18-3 89.16185 75.51622 BFGS 25 Entropy  ldentity Softmax
2 MLP 417-9-3 91.61850 76.99115 BFGS 32 Entropy  ldentity Softmax
3 MLP 417-8-3  86.99422 76.69617 BFGS43  SOS Exponential Tanh
4 MLP 417-10-3 97.03757 77.58112 BFGS57  SOS Logistic Tanh
Fold-2 5 MLP 417-18-3 94.43642 77.28614 BFGS43  SOS Identity Tanh
6 MLP 417-13-3  96.38728 76.69617 BFGS58  SOS Tanh Identity
7 MLP 417-21-3 95.52023 76.99115 BFGS 35 Entropy  Logistic Softmax
8 MLP 417-22-3 94.43642 79.64602 BFGS37  SOS Identity Tanh
9 MLP 417-15-3  94.72543 74.63127 BFGS48  SOS Logistic Exponential
10 MLP 417-24-3 94.79769 74.92625 BFGS 28 Entropy  Logistic Softmax
1 MLP 427-10-3 93.09091 80.76923 BFGS39  SOS Logistic Tanh
2 MLP 427-24-3  96.43636 81.65680 BFGS 213 SOS Identity Logistic
3 MLP 427-8-3 84.80000 78.69822 BFGS 32 SOS Exponential  Logistic
4 MLP 427-14-3  85.52727 79.28994 BFGS 18 Entropy Tanh Softmax
Fold-3 5 MLP 427-10-3 97.45455 80.47337 BFGS54  SOS Identity Logistic
6 MLP 427-12-3 95.34545 81.06509 BFGS 28 Entropy  ldentity Softmax
7 MLP 427-12-3 97.45455 80.76923 BFGS 42 Entropy  Logistic Softmax
8 MLP 427-25-3 93.23636 79.28994 BFGS 129 SOS Logistic Logistic
9 MLP 427-25-3  92.65455 80.17751 BFGS 125 SOS Logistic Logistic
10 MLP 427-11-3 95.85455 81.65680 BFGS 25 Entropy Tanh Softmax
1 MLP 445-25-3 86.31124 75.00000 BFGS 55 Entropy  Logistic Softmax
2 MLP 445-24-3 86.31124 75.59524 BFGS51 Entropy  Exponential  Softmax
3 MLP 445-20-3 93.87608 74.10714 BFGS 32 SOS Logistic Logistic
4 MLP 445-16-3 93.29971 76.78571 BFGS 64 SOS Identity Exponential
Fold-4 5 MLP 445-10-3 88.25648 72.91667 BFGS 21 Entropy Tanh Softmax
6 MLP 445-12-3 94.16427 76.78571 BFGS 44 SOS Exponential Identity
7 MLP 445-20-3 94.66859 72.91667 BFGS 27 Entropy Tanh Softmax
8 MLP 445-9-3  94.09222 73.21429 BFGS 34 Entropy Tanh Softmax
9 MLP 445-24-3  86.45533 74.40476 BFGS 50 SOS Logistic Logistic
10 MLP 445-18-3  95.74928 75.29762 BFGS 23 Entropy  Logistic Softmax
Foldo5 1 MLP 403-16-3 92.57610 77.59563 BFGS44  SOS Tanh Identity
MLP 403-15-3 98.36674 77.04918 BFGS 77 Entropy Tanh Softmax
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3 MLP 403-11-3 97.77283 75.95628 BFGS 42 Entropy Tanh Softmax

4 MLP 403-20-3 94.35783 78.41530 BFGS97  SOS Identity Exponential
5 MLP 403-24-3  94.20935 78.41530 BFGS 125 SOS Identity Exponential
6 MLP 403-12-3 94.13512 78.68852 BFGS 180 SOS Identity Exponential
7 MLP 403-15-3 98.81218 76.50273 BFGS 40 Entropy Tanh Softmax

8 MLP 403-8-3 94.72903 77.04918 BFGS 39 Entropy  Logistic Softmax

9 MLP 403-17-3 97.77283 78.14208 BFGS 49 Entropy  ldentity Softmax

10 MLP 403-20-3 97.47587 80.05464 BFGS69  SOS Logistic Tanh

Table 3.3: Neural network classification models based on the union of the sets of independent variables

3.11 Results

Both feature selection models are set on the train set. So we can say that the ANN models
based on the correlation based features fit better to the data then the ANN models based on the
chi-square based features. However, when we check the performance on the models on the test
set, this time the ANN models based on the chi-square based features give better results. On the
other hand, how long a statistical model’s running process takes iS an important aspect in
assessing the model. To finish the run of a model having millions of cases and thousands of
variables may take days. From this point of view, correlation based models are really time-
friendly because chi-square based models have 211 input features in average, but correlation
based models have only 3 input features in average.

In the third step we bring together all the features selected from the two models and put
them all in the ANN models. This time the success of correlation based features on the train and
the success of chi-square based features on the test contribute together and we get better results
for both train and test. This time we have models that are both fitting to the train very good and

have really high classification performance on the test.

Correlation Chi-Square All
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Training

Training

Training

perf. Test perf. perf. Test perf. perf. Test perf.
Fold-1 Mean 90.36630 66.39535 80.90071 76.26087 89.54579 78.54651
Fold-2 Mean 91.32948 68.61357 80.17021 72.98551 93.51156 76.69617
Fold-3 Mean 92.93091 65.65089 80.75887 76.98551 93.18545 80.38462
Fold-4 Mean 91.05187 64.88095 77.86525 72.31884 91.31844 74.70238
Fold-5 Mean 91.12843 68.46995 79.42754 72.00000 96.02079 77.78689
Overall Mean 91.36140 66.80214 79.82451 74.11014 92.71641 77.62331

Table 3.4: The comparison of the neural networ

Chapter 4

Text Mining Algorithm: Grading Written Exam Papers

4.1 Text Mining Algorithm: Grading Written Exam Papers

In this study we develop a Turkish text mining algorithm which is grading written exam
papers automatically via text mining techniques. The general idea of predictive model studies is
to build a model on the training set and then apply it on the testing set. We have used a similar
idea for this study. We have built the algorithm on the answer key prepared by the grader and
then applied it on the answer papers of the students. And so, the grades have been recalculated

by the algorithm and then compared with the real grades. The comparison is the main

measurement for the indication of success of the algorithm.

For this study, we have used the exam papers of the literature course of the Ankara
Demetevler Anadolu Imam Hatip Lisesi located in Turkey. The class that the exam papers were

obtained consists of 21 students. For the privacy, the students’ name/id/class number/term will
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not be shared. The student id numbers given in the extracted data are not the real student id
numbers, they were assigned arbitrarily by the researcher.

The main idea in this study is to build a text mining algorithm in Turkish which is going
to grade exam papers in Turkish. So we need to prepare dictionaries for the categories. The
categories list consists of the answers, sub-answers of the answers and sections of the sub-
answers. In the final list we get 15 categories.

For each category we prepare a dictionary separately. A dictionary consists of synonym
words list, homonym words list, words list from the same stem, all the possible suffix
combinations of the words in Turkish, and all the possible combinations of the phrases in
Turkish word order based on the Turkish grammar. The details are given in the further parts.
Before starting creation of dictionaries, first we should know the grading technique of the grader.
Some graders just focus on the correct answer. Even an answer has some incorrect parts, if the
requested answer is given, the student gets a full credit for the question. However, some graders
cut off grades for the incorrect parts of the answer even if the student give and correct answer in
the full answer.

The first grading technique which is only focusing on the correct answers is also the
grading technique used for the exam papers in the data set. In this technique corresponding
positive grades are assigned for all the student answers taking place in the dictionary but for the
student answers that are not taking place in the dictionary, no action is required. However, in the
second technique, while giving the corresponding positive grades for the answers taking place in
the dictionary, negative grades are assigned for the student answers that are not taking place in

the dictionary.
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One of the most challenging issues in this study is the grader’s personal notions during
the grading. Even if some student answers do not match the answers given in the answer key, the
grader may give positive grades for his/her personal notion. It is almost impossible to build an
algorithm for calculating the grades given by the grader’s personal notion.

In the creation of the algorithm we have some challenges. The most important challenges
are given as following:

C1: Incorrect answer with correct words.

C2: Correct answer with incorrect words.

C3: Words having the same stem but different meanings with different suffixes.
C4: Answers with non-synonym words taking place in the answer key.

C5: Answers with synonym words but not taking place in the answer key.

C6: Homonym words.

C7: Open-ended questions.

For the each challenge we develop a special method which is overcoming the problem.

4.2 Turkish Grammar

Turkish is an agglutinative language and each word can have very different suffixes
defining the meaning and tense. Suffixes are added to a stem. There are two different suffixes in
Turkish: Constructive and inflectional suffixes. Constructive suffixes are used to create a new
word from an existent word. Inflectional suffixes are used to define the word’s grammatical role
in the sentence. The inflectional suffixes —ler/-lar are used to make the words plural. Also there
are some irregular plural words without having these two suffixes. For example, halk

(toplum)/people. In Turkish, the third person singular pronoun is “o0” and it is corresponding to

60



she/he/it in English. In other words, in Turkish there is no third person singular pronoun to define
the gender of the subject [80].

As we mention above, Turkish is an agglutinative language and new words are created by
adding suffixes to a word stem. For understanding how to add a new suffix to word stem, one
should know the Turkish vowel and consonant harmony rules of Turkish. If we know the Turkish
vowels and consonants harmony rules, by using the almost all the possible suffixes [81], we can
get all the possible stem-suffix matching.

In a Turkish sentence there are nine parts:

1. noun

2. pronoun

3. adjective

4. verb

5. interjection
6. adverb

7. postposition
8. particle

9. conjunction

Suffixes define the word’s tense and its grammatical meaning in the sentence. For

example;

Git/Go

Gitti/Went
Dusmek/To fall/Verb

Diistince/Consideration/Noun
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Therefore, during the creation of dictionary, for the each stem extracted from the answer

key, all the possible stem-suffix combinations should be considered.

4.2.1 Turkish Characters

The Turkish Alphabet does not include Q, X, W letters and it includes C, G, I, O, S, U.
This is the only difference between English and Turkish alphabets. The rest of the alphabets are
exactly the same. In the text mining algorithm’s natural language processing step, this difference

should be defined and all the non-Turkish characters should be filtered from the documents.

4.2.2 Word orders in Turkish phrases

In a Turkish sentence, the regular word order is that (adjectives and adverbs) the modifier
precedes (noun and verb) the modified. The most general order of a Turkish transitive sentence is
subject-object-verb or the other five combinations of them. In Turkish, the word order is very
important because it may change the meaning of the sentence, moreover even the sentence may
have completely the opposite meaning. The following sentences show how the order changes
meaning of the sentence.

Yanlis, ifade dogru degil/No, expression is not true
Dogru, ifade yanlis degil/True,expression is not false
Ifade yanlis, dogru degil/Expression is false, not true

Ifade dogru, yanlis degil/Expression is true, not false

4.2.3 Turkish vowel and consonant harmony chain rules
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In Turkish, the suffixes are added to a word stem based on the harmony chain rules. The
harmony chain rules are branching off 1. The vowel harmony chain rule, and 2. The consonant

harmony chain rule.

The vowel harmony chain rule:

There are eight vowels in Turkish alphabet: A E O O U U I 1. The first vowel harmony
rule is that in Turkish a vowel following another vowel is not allowed. There are some irregular
words like saat/watch, and they should be listed in a different category. For the creation a new

word from the existing word stem, one should follow two certain vowel harmony rules [82-83]:

a. The hard vowel harmony chain:

The hard vowels are A O U I. The general idea in the hard vowel harmony chain is that a
word stem having the hard vowels can be extended with suffixes having hard vowels.
Okul-dan/From school
Kapi-ya/To door

There are some irregular word formats that are not appropriate to the harmony rule.
Saat-ler/Watches

Rol-den/From role

b. The thin vowel harmony chain:

The thin vowels are E O U I. The general idea in the thin vowel harmony chain is that a
word stem having the thin vowels can be extended with suffixes having thin vowels.
Kim-e/To whom

Gel-me/Do not come
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There are some irregular word formats that are not appropriate to the harmony rule.
Meslek-tas/Colleague

Yarin-ki/Of tomorrow

The consonant harmony chain rule:

In addition to the vowel harmony rules, there are some consonant harmony rules which
are affecting the way suffixes are attached to the word stem. There are two consonant harmony
cases: 1- The last consonant of the stem, 2- The first consonant of the suffix. The most
challenging consonants in this case are p, ¢, t and k. For a word stem which is ending with a
consonant, the suffix may start with a vowel or consonant. If the stem has only one
vowel/syllable and the suffix start with a vowel, then the stem usually does not change;
Su¢/Suca-Crime/To crime. However, if the stem has more than one vowel/syllable, and the suffix
ends one the consonants p, ¢, t, and k, then usually the consonant changes; Arac/Araca-
Gadget/To gadget, Arap/Arabin-Arab/Of Arab, Kagit/Kagida-Paper/To paper, Agik/Agiga-
Open/To open.

P becomes B,
C becomes C,
T becomes D,
K becomes G.

There are some exceptions that should be listed in a different dictionary for the algorithm;
A¢/Acik-Open/Open.

If the stem ends one of the consonants p, ¢, t, k, f, h, s, and s, then the suffix should start
with one of ¢ or d. In this case, the first consonant letter of the suffix changes [84].

C becomes C,
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D becomes T.

Yap/Yapt1 (Yapdi)-Do/Did.

4.3 Stemming

Stemming is the process of reducing extracted words to their stem by removing the
suffixes from the original words. A stem is the smallest meaningful part of the words and does
not have to have the same dictionary mean with the origin word. There are many computer based
stemming algorithms. SAS Enterprise miner, Statistica, R statistical packages have text mining
tools and stemming algorithm. Also, there are some online stemmer tools. For example, NLTK
2.0.4 stem package is very popular stemmer and the NLTK stemmer supports the following
languages [85]: Danish, Dutch, English, Finnish, French, German, Hungarian, Italian,
Norwegian, Porter, Portuguese, Romanian, Russian, Spanish, Swedish.

Unfortunately, there is no significant stemmer in Turkish Language. So here we develop
a stemmer in Turkish. The stemming algorithm is working based on the following steps:

1- Tokenization: All the punctuations are removed and the text is broken into tokens. Here
each token is a single word.
2- All the different words are listed.
3- Words having the same stem are gathered in the same cluster and the cluster is labeled
with the stem.
Goz-GozIuk-Gozlukeu-Gozlukeuluk + Goze-Gozluklu-Gozlukeguye-Gozlukeulikde + ...
Ayak-Ayakkabi-Ayakkabici-Ayakkabicihk + Ayaga-Ayakkabili-Ayakkabiciya-

Ayakkabicilikda + ...
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4- For the each stem, all the possible variation taking place in the official Big Turkish
Dictionary (BTD) published by the Turkish Language Association (TLA) are added into

the cluster.

4.3.1 Synonyms

Synonym words/phrases have exactly or nearly the same means and synonym
words/phrases are called as synonymous. For example begin and start words are synonymous.
Synonymous words can be any part of a sentence such as nouns, adverbs, verbs, adjectives or
prepositions and they need not to have the same meaning in different sentences.

Sanat/Eser-Art

Halk/Toplum-People

Disunce/Fikir-1dea

Bilgilendirmek/Haberdar etmek-To inform

Nesilden nesile akmak/Gelecek nesillere aktarmak-From generation to generation
Cosku veren/Duygulari kamgilayan-Dramatic

Zaman alir/Bir anda olmaz/Yavas yavas olur-In the course of time

After splitting a sentence into tokens, for each token (word/phrase) all the existing synonyms and
related words are obtained from the TLA-BTD and for each one of the obtained synonym and
related word/phrase, all the possible different suffix combinations are obtained by using the

‘almost all Turkish suffixes’ list.

Example 4.1: Tek disi kalmis canavar/Single-fanged monster

Tek-tekim-tekimiz-tekin-tekiniz-tekler-teklerimiz-tekleriniz-teki-. ..
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bir-biri-bire-birimiz-biriniz-birinin-birisi-birin-birine-birini-birimi-birisini-birisine-...
sadece-sade-sadem-saden-sademin-sadenin-sademiz-sadenizin-sademi-sadeni-sadenin-...
yalniz-yalnizca-yalniza-yalnizsin-yalnizim-yalniziz-yalnizsiniz-yalnizlar-yalin-yalinca-. ...
biricik-biri-bir-biricigim-biricigin-birinin-birimin-birli-birine-. ..
yegane-yeganem-yeganemiz-yeganen-yeganeniz-yeganemiz-yeganemizin-yeganemin-...
Disi-disim-disimin-disimiz-disimizin-dislerimiz-dislerimizin-disleriniz-disleri-dislerin-diste-...
Cark-garki-carkin-garkini-¢arkinin-garkina-garka-garketme-garketmek-garketmem-carketmez-. ..
Testere-testeresi-testeresini-testereli-testeremi-testereme-testeresine-testeresiz-. ..
Tarak-tarakli-taraksiz-tarakla-taraklamak-taraksizca-taragi-taragim-taragin-. . .
Kalmis-kalmisim-kalmissin-kalmisiz-kalmissiniz-kalmiglar-kalmigsa-kalmissaniz-kalmisa-. ..
Koruma-korumak-korumali-korumada-korumaksa-korumakla-korumadi-. ..
Surdirme-surdirmek-strdirmeli-strdirmedi-sirdirmedim-sirdirmedin-sirdirmemeli-. ..
Canavar-Canavara-Canavari-Canavarim-Canavarca-Canavarda-Canavarmi-Canavardan-. ..
Hayvan-hayvani-hayvanin-hayvanca-hayvanda-hayvana-hayvansa-hayvanmi-hayvansiz-. ..
Kdpek-kopeksi-kdpekce-kdpekli-kopegin-kopege-kopekten-kdpekde-kdpeksiz-kopegine-...
Kurt-kurtu-kurtlu-kurtla-kurtun-kurtta-kurttaki-kurtcu-kurtca-kurtum-kurttan-. ...
Acimasiz-acimasizsin-acimasizsan-acimasizca-acimasizmi-acimasizim-acimasizin-. ..
Kotl ruhlu-kétd ruhlunun-kétd ruhluyu-kéta ruhlusu-kotindn ruhlu-kétiunin ruhluna-. ..
Zalim-zalime-zalimin-zalimce-zalimde-zalimine-zalimane-zalimdi-zalimse-...
Cirkin-cirkinse-cirkinsen-cirkinsem-cirkinseniz-cirkinsiniz-cirkinmi-girkince-. ..

In Turkish some words can have different means in different sentences even if they have
the same stem and the same suffixes. Such words are called as homonym words.

Ayval receli cok severim/I like quinces jar so much/Fruit
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Bu yaz Ayvalr’ya gidecegim/I will go to the Ayvali (quinces) this summer/City name

This is an important challenge for the algorithm. For overcoming this issue, we need a
sub-algorithm. The general steps of the sub-algorithm are as following:

i.  First of all, we need to know what is the dictionary definition of the word in the
sentence.

ii.  If the word has more than one meaning then we need to define which one was used in
the sentence. In other words, if the word has homonymous words in the answer key,
then we need to define what are the corresponding meanings of the words in the
dictionary, separately.

iii.  We need to prepare dictionaries for each meaning of the word, separately.

For defining the meaning of the word in a phrase, we need to get the all synonymous of
the words taking place in the phrase and we need to get all the meaningful combinations of the
words. The combinations that are not defined in the TLA BTD are eliminated from the list and
then the remaining list is accepted as the definition/meaning of the word. This process is similar
to the process given in example 4.1.

If the word takes place multiple times in the document, the same lists are created for the
other phrases that the word takes place. In the final step, if the intersection of word lists is empty

then they are homonymous. The following example gives the overall steps of this process.

Example 4.2:

a. 'Sulu saka/prank
Saka-sakaci-sakali-sakam-sakan-sakaca-sakacik-sakana-sakama-sakanin-sakamin-sakaya-...
Latife-latifeli-latifem-latifen-latifesi-latifene-latifeme-latifeye-latifede-latifeden-latifemi-. ..
Kosuk-kosuga-kosugu-kosugun-kosukda-kosukta-kosuksa-kosuk-kosuksu-kosukcu-...
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Gulduru-guldaricu-galdarinin-galdaralu-galdariyor-gldarir-giildiris-guldirip-. ..
Komiklik-komikti-komikdi-komikge-komikmi-komiksin-komigim-komikse-komiksen-...
Takilmak-takilmali-takilmasi-takilmaya-takilmana-takilmam-takilmani-takilmada-. ..
Gulduren-guldireni-guldurenci-gildirenin-guldurenim-gildurene-gildirense-. ..

b. 2Sulu yemek/Watery Food
Yemek-yemekli-yemekte-yemekde-yemekmi-yemekse-yemegi-yemegim-yemegin-. . .
As-asa-as1-agim-asin-ascl-as¢in-as¢im-asima-agina-asinin-asimin-asda-asta-. . .
Corba-gorbaci-gorbam-corban-¢orbanda-¢gorbamda-gorbamin-¢orbama-gorbana-gorbasi-. ..
Gida-gidaci-gidam-gidan-gidama-gidana-gidanin-gidamin-gidali-gidaya-gidada-. ..
Yiyecek-yiyecekle-yiyecegi-yiyecegim-yiyecegin-yiyecegine-yiyeceginin-yiyecekde-. ..
Taam-taama-taami-taamin-taamim-taamda-taamana-taaminin-taaminin-taamsiz-. . .
Besin-besine-besini-besinin-besinine-besinde-besinsiz-besinim-besinime-besininiz-...
Kahvalti-kahvaltili-kahvaltilik-kahvaltida-kahvaltiya-kahvaltisi-kahvaltim-kahvaltin-. ...

Atistirma-atistirmak-atistirmali-atistirmalik-atistirmaya-atistirmam-atigtirmadi-. . .

— — — —

Yemek-yemekli-yemekte-yemekde-yemekmi-
yemekse-yemegi-yemegim-yemegin-...
As-asa-asl-asim-asin-ascl-as¢in-ascim-
agima-asina-aginin-asimin-agda-agta-
(orba-gorbaci-gorbam-gorban-gorbanda-
¢orbamda-gorbamin-gorbama-gorbana-gorbasi-
Gida-gidaci-gidam-gidan-gidama-gidana-

Saka-gakaci-sakali-gakam-gakan-gakaca-
sakacik-gakana-sakama-sakanin-sakamin-gakaya-. ..
Latife-latifeli-latifem-latifen-latifesi-latifene-
latifeme-latifeye-latifede-latifeden-latifemi-. ..
-kosuga-kosugu-kosugun-kosukda-
fonbgnislouiylowin loukis.
—=  Gulduri-galdurici-galdarinin-guldarili- — — Yiyeoek-yiyecekle-yiyecedi-yiyecegim- —
giildarayor-guldirir-gildirig-galdurip-
Komiklik-komikti-komikdi-komikge-komikmi-
komiksin-komigim-komikse-komiksen-..
Takilmak-takilmali-takilmasi-takilmaya-
takilmana-takilmam-takilmani-takilmada-. .
Gulduren-giildureni-guldurenci-guldurenin-
giildurenim-guldirene-guldarense-..

Taam-taama-taami-taamin-taanim-taamda-
taamana-taaminin-taaminin-taamsiz-..
Besin-besine-besini-besinin-besinine-besinde-
besinsiz-besinim-besinime-besininiz-.
Kahvalti-kahvaltihi-kahvaltilik-kahvaltida-kahvaltiya-
kahvaltisi-kahvaltim-kahvaltin-. ..
Atistirma-atistirmak-atistirmali-atigtirmalik-
atistirmaya-atistirmam-atigtirmadi-_.

- R —_ R

Figure 4.1: Intersection of the stemming lists

Then,
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1Sulu # 2Sulu

And so, we need to prepare two different synonym lists for the two ‘sulu’ homonym
words. This process can be repeated for the all homonyms of ‘sulu’ and this whole process
should be repeated for the all words in the dictionaries.

In Turkish some words have even the same stems, they have different meanings with
different suffixes.

GO0zlemek/Gozluk = To wait/Glasses

Gozlemek
Beklemek
Izlemek
GOzetlemek
Bakmak
Tarassut
TecessUls
Korumak
Kollamak
Intizar
Gozluk
GoOzene
Gozecik
Cergeve
Siper

Nazar boncugu
Tohum

Ince bulgur

—_ — —_ —

Beklemek
izlemek Gozene
Gozetlemek Gozecik
Bakmak Cerceve
— Tarassut >}n — Siper T o— @
Tecessls Nazar boncugu
Korumak Tohum
Kollamak ince bulgur
Intizar

— N — N

Figure 4.2: Intersection of the synonyms and related words lists
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For identifying such situations, we need to create two different dictionaries for the two
words. First we get all the possible phrase combinations from the original phrases. And then we
get all the synonym and homonym words of the neighbor words located in the original phrases.
Before passing to the final step, we need to produce new lists consist of the related words to the
original words. The words in the related words list do not have to have the same stem or to be
synonyms, but they can be used in the related subjects to the original one. For example; Yaz-kis-
sonbahar-ilkbahar-mevsimler/Summer-winter-spring-fall-seasons, these words are related to
each other and so can be used in the similar topics.

After getting the two related words lists for the two words, the original words are
replaced by the related ones and then the existence of the phrases are checked in the TLA BTD.
Undefined combinations are deleted from the list. And thus the dictionaries are ready for the two
original words. Now if the original word stem is not in the intersection of the word combinations
for the two dictionaries, then it means that these words have different means even if they have
the same stem, and so we need to prepare two different stem clusters for them.

5- Each stem cluster is filed in a separated text file and separately uploaded to the text miner
tool and since all the different versions of the stem with different suffixes are taking place
in the list, all the versions are forwarded to the stem and so the tool will automatically
match all the different versions with the stem and they all will be presented under a single
column in the term-document frequency table.

Of course the algorithm is based on the data set gathered for this study and so it is very
limited comparing to the overall Turkish language. But even developing a stemmer for such a
small data is very time consuming. However the presented algorithm can be generalized for the

whole Turkish language.
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dus

disun
dusunce
dusunce
dusunce
dusunceler
dasincelerini

**kk

diisuncesini
glizel

guzellik
guzellikler
guzelliklerden

*k*k

his
hissi
hissiyat

After getting the word stem lists for each word separately, the same process is repeated
for the phrases, but this time the existent word stems are used.

ozelliklerindendir
en dnem o6zel

en dnemli 6zellik
en dnemli 6zelliklerindendir
en dnemli ortak

en 0nem parca

en dnemli parca

en dnemli parcasi
en dnemli parcasidir
en onem var

en dnemli varlik

en dnemli varligi

en énemli varligidir

4.4 Case Study
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DEME LER ANADOLU IMAM HATIP
Adi: LISESI 1.1 NIF TURK EDEBIYATI DERSI
Soyad: LLYAZILI-YOKLAMA
No: (A)
A. Asagadaki sorulan cevaplaymniz.

Metin I

Kentin toplumsal harcketliligini besleyen bir killtGri¥e yasani(alan: olan pihallenin giderck zayifladitn
bir gergek. Eski mahall igerik islev ve yeniden tretilmesi ve :ksel kent modern
h'\yalm yerini almasina yardimci olmas: amaciyla, lshnb\l.l Biiyiiksehir Bcled:ycn,!(cmnn fstanbul Projesi ile

“Mabhallede Senlik Var” etkinliklerini baglatiyor.(MAHALLEDE SENLIK VARS, +. GAZETESI 10.05.2004)

Metin IT
Agaglann daha bu bahgelerde =
Bitiin yemisleri dalda sarkiyor
Umutlarin mola verdigi yerde
Geceler bir nehir gibi akiyor (AMUHIP DIRANAS-YASARKEN)
g\ﬁ)‘i ukaridaki metinleri yazilig amaci ve dil bakimindan kargilagtinnz.(6/p)
METIN Ogretici bir metindir, bilgi vermek amagh yazilmistir.
Kcllmcler gergek anlamlariyla kullamlnistir.
| 1L METIN Sanatsal bir metindir, estetik zevk ve giizellik hedeflenerck yazihriKelimeler yan ve mecaz
anlaniyla imgesel olarak kullamihir. S &

(5) Yukanidaki I1. metnin tiriin@ yaziniz.( 3 p) =
Edebi metin_

2)*“Bilimsel metinlerde 5znel yargs, edebi metinlerde ise nesnel yargilar dn plindadir.” Bu ifade Sizee dogrd
mudur? Ni¢in? Agiklayarak yazimz.(4 p )
Yanhstir, ¢iinkii bilimsel metinler bilgi aktarmak amagh yazildiklarindan gozlem ve deneye
dayah olarak kamtlanmak zorundadir, kisisel bar ir.Edebi metinler ise
kiside estetik duygular uyandirmak amagh olusturulduklarindan kisiden kigiye farkl anlamlar ifade
eder, izneldir.

f‘)%\ns yillarindaki bir toplumu ve bireyi anlatan edebi metin hangi bilimlerden yaragjani? Onemli olan ig
tanesini yazimz.(6 p ) TARIH PSIKOLOJI, SOSYOLOJI

(3)Sanat eserlerini gruplandirarak resim ve edebiyatin giizel sanatlar igerisindeki yerini belirleyiniz. (5 P.)
IsiTSEL (l-ONEIlK GORSEL (PLASTIK), DRAMA quurwu\) c
RESIM: GORSEL, A/ EDEBIYAT: ISITSEL fFor i
d)Sinema, bale, wh hangi sanat dalina Srnek olabilir? (2 P) |
DRA\iATlK SANATTIR. ¥
(6) Anut, heykel, vb. tirinler hangi sanat dalina 6rnek olabilir? (2 P)
GORSEL SANATTIR.
B. Asafadaki ciimlelerde bos birakilan yerlere uygun kelimeleri yaziniz. (Her sik 2 |1|nn) (2x15)
1) Metinler OGRETICI  ve EDEBI METIN ~ diye ikiye ayniir
2)Gergek olmayan ancak gergekmis gibi, yasanmis gibi okura sunulan olay ve olgulara KURMACA denir.
3)Bigim anlatim ve noktalama tzelliklerinin bir araya gelmesi ile olugan yaz: biitiiniineMETiNdenir.
4)“Bir agiac altina oturdum ve hasta dlumm La\nesmx hel vakit ki itina ile ayarlayarak bacagim: uzattim. Bu

zavalli uzvumun talihine ait hicbir sey diist , suurumun Gistine bogaltl
aydmliktan kagmak n;m ruhumun daha karanlik ve izbe hatlarnina kendimi atiyor, daha korkung ve kangik
hayallere daliyordum.” zaviye: Agi. uzuv: Organ. izbe: Basik, bog ve nemli, kuytu yer.

Peyami SAFA — Dokuzuncu Hariciye Kogusu
5)Yukanidaki edebi metinde PSIKOLOJI biliminden yararlanilmustir. .
6)Milzikte ses, resimde boya, mimaride tas ne ise edebiyatta da DIL odur.
7T)insan her tiirlii birikimini... DIL , KOLTUR aracilig ile bir sonraki nesiller aktarir.

$u Bogaz Harbi nedir? Var mi ki diinyada esi?
En kesif ordulann yiikleniyor dérdii besi.
Tepeden yol bularak g
Kag donanmayla san |Im|§ ufacik bir karaya.
Mehmet Akif ERSOY
(7%) X ukandaki siirde (TARIH iliminden yacarlaniimisti

9)ZIHNIYET bir donemdeki dini, siyasi, sosyal, ekonomik, sivil, askeri hayatin duygu, anlayis ve zevk bitinidir.

10)Edebiyat PSIKOLOJI, TARIH, COGRAFYA, SOSYOLOJI, FELSEFE gibi bilim dallarmdan
yararlanir.

(CAsatadaki sorularm dofru olanina (D), yanl olanina (Y) yaziniz.(Her sik 2 puan) (2%7)
a H )Sosyal gevreyi yansitan bir edebi metin, felsefe biliminden yararlamr.
b.( D )Sanat eseri biricik ve 6zglindar.
e 1) Opretici metinlerde gergeklik, kurmaca bir gerceklikken; sanat ve edebiyat eserlerinde gergeklik dogrudan
verilir.
4@ )§iider sczdirmek, gagnstrmak ve gizellk amaciyla yan anlamh  kelimelele yazihr
(D )Edebiyat, insana ait Szellikleri, kumacanin diinyasinda dile getirir

1.( Y ) Sanat eserleri bilimsel eserler gibi bilgilendirici ve nesnel olmalidur.
2 ( ¥ JResim dramatik sanat dalina girer.
D. Asagadaki test sorularini D . (Her s1k 4 puan) (4x7) K
1. Asafadakilerden hangisi giizel sanatlarin tiirii degildir. £
a)Opera glicilk™ ¢)Mimari c)Heykel  ¢)Bale (o)
2:Asaldaki bilgilerden hangisi yanhstir? Y
Sanat metinleripin anlam: yoktur, anlamlan vardur. 720
Hﬁn edebi escrde anlaulanlar gergekle birebir ortiisir.
Edebi metin, malzemesi dil olan gilzel sanat etkinligidir.

D) Edebi metinler, gergefii aynen yansitmak zorunda degildir.
E) Edebimetinler yan alam degeri agisindan zengindir.

3. Asagidakilerden hangisi gergegi ele abs bakimindan digerlerinden ayrilir? l:
a)Kanun Maddeledi b) Dilckge o) Gacte Haberi  d) Sozlesme ] Hikaye

4.Asagdakilerden hangisi diliniiltiir tagiyicis ¢) Her milletin dilinin farkl: olmast
oldugunu gsterir?
a) Dilin se§lerden drillmil bir yapinn olmas S.Asagidakilerden hangisi edebi metin olabilir?
b) Insanlarin iletigim kurabilmek'igin genellikle a) Tirkiye'de yer alu nlerini anlatan metin
dili kullanmas) bB):Ogrencinin derste t not
¢) Baz dillerin zamédnla unutulmas: C Stja,6zlemini anlatan me

o I Atasbzlerinin kulaktan kulaga cagimizé d ) Suyin kaynama noktasint anlatan metin

~ ulagmas: ¢) Kap kag olaym: anlatan metin
6.Giindelik
felsefede. . kullanilir. Boghuklara

u;u;,ldnlulerdm hangi ektir,
a)lmge, terim, kavram [JTerim, kavrant,imge  c)K@yram, imge, terim  d)terim, imge, kavram
e)Kavram, imge, imge (|

7.1. Bundan, 2.paydos, 3.kiigilk, 4.sonra, 5.héyecanlara (Bu sizciiklerle anlamh bir ciimle olusturulursa

siralama nasil olmahdir? 2)5.1.4.3.2 b)s.3.1.24 o)1.3452 RL4352 €)2.4.3.5.1.
' BASARILAR
l\

Figure 4.3: Answer key

In this case study, the algorithms developed throughout the research are applied on the

real exam papers. The exam papers were obtained from Ankara Demetevler Anatolian

Vocational Religious High School. In the automatic grading literature there are many computer

based tools which are used for multiple-choice or true/false questions but there is no any

automatic grading tool for questions needing written answers. In this study we develop a text

mining tool for such questions and therefore we only focus on the questions needing written

answers during the creation of the tool. The data set contains student answer papers and answer

keys prepared by the graders. In figure 4.3 an original copy one of the answer keys is

represented. For each student we got 3 different exam papers. First of all for each student we

bring the 3 student answer papers and 3 corresponding answer keys together. And then clean all

the combinations from the multiple-choice and true/false questions.
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True/False

DEMETEVLER ANADOLU IMAM HATIP

Adi: LISESI 1.DONEM 9.SINIF TURK EDEBIYATI DERSI
Soyadt LYAZILI-YOKLAMA
No: A)
A. Asafidaki sorular cevaplaymiz.
( Metin 1 TN
Kentin topl! i besleyen bir killtipie 'y 1} uhn ,‘ Wlenin giderek zalyfladif
bir gergek. Eski in igerik islev ve . ksel kent lern

a yéniden i
hayatta yerini almasma yardimci olmasi amaciyla, WWH Helmcnum {stanbul Proje
“Mahallede Senlik Var” etkinliklerini baslatryor.(MAHALLEDESENEIK VARS ... 0. GAW 10.05.2004)
Metin IT
METIN Ogretici bir metindir, bilgi vermek amagh yazlmistir.
Kelimeler gergek anlamlariyla kullanilmistir.

Agaglanin daha bu bahgelerde 4
Biitiin yemigleri dalda sarkiyor

IL METIN Sanatsal bir metindir, estetik zevk ve giizellik hedeflenerck yamhrKelinieler yan ve mecaz,

anlamiyla imgesel olarak kullanilir.

ile

Umutlann mola verdigi yerde
Geceler bir nehir gibi akiyor (A.MUHIP DIRANAS-YASARKEN) =
ﬁ}v{ukaﬂdah metinleri yazihg amaci ve dil bakimindan karsilastinniz.(6/p) =

(5)Yukandaki I1. metnin tiiriing yazimz.( 3 p) -

Edebi metin
“2)“Bilimsel metinlerde 5znel yarg, edebi metinlerde ise nesnel yargilar &n plandadir.” Bu ifade Sizee dofid
‘mudur? Nigin? Agiklayarak yazimz.(4 p )

Yanhgtir, ¢iinkii bilimsel metinler bilgi aktarmak amagh yazildiklarmdan gézlem ve dencye
dayal olarak kigisel ir.Edebi metinler ise
Kiside estetik duygular amach olugtur kisiden kisiye farkl anlamlar ifade
eder, dzneldir.

s

@Snvas yillarindaki bir toplumu ve bireyi anlatan edebi metin hangi bilimlerden yaragjanir? Onemli olan iig
tanesini yazimz.(6 p ) TARm Psh(ou)n SOSYOLOJi

@Smt eserlerini resim ve edebi glizel sanatlar igerisi i yerini belirleyiniz.. (5P.)
ISITSEL (FONETIK), GORSEL (PLASTIK), DRAMAWHMIK)
RESIM: GORSEL €. EDEBIYAT: ISITSEL o
Sinema, bale, vb. hangi sanat dalina Smek olabilir? (2 P)
RAMATIK SANATTIR.
(@Aml, heykel, vb. Giriinler hangi sanat dalina drnek olabilir? (2 P)
G()RsrL SANATTIR.
B. i bos birakilan yerlere uygun yazimz, (Her s1k 2 punn) (2x15)
1) Metinler OCRE Tici  ve EDEBIMETIN ~ diye ikiye aynilir .
2)Gergek olmayan ancak gergekmis gibi, yasanmis gibi okura sunulan olay ve olgulara KURMACA denir.
3)Bigim anlatim ve noktalama 6zellikl in bir araya gclmcs: ile olugan yaz: butintineMETiNdenir.
4)“Bir agag altina oturdum ve hasta dmmm l.avlycsmx her va]ul ki itina ile ayarlayarak bacaimi uzatum. Bu
zavalli uzvumun talihine ait higbir sey di Ustline bogaltil
aydmbiktan kagmak igin ruhumun daha karanlk ve izbe hatlanna kendimi atiyor, daha korkung ve kangik
hayallere daliyordum.” zaviye: Agr. uzuv: Organ.  izbe: Basik, bos ve nemli, kuytu yer.
Peyami SAFA — Dokuzuncu Hariciye Kogusu
5)Yukandaki edebi metinde PSIKOLOJI biliminden yararlanilmustur. .
6)Mizikte ses, resimde boya, mimaride tas ne ise edebiyatta da DIL odur.

7)Insan her tiirli birikimini...DIL , KOLTOR aracih ile bir sonraki nesiller aktanr. J

Su Bogaz Harbi nedir? Var mi ki dinyada esi? )
En kesif ordulann yiikleniyor dérdii besi.
Tepeden yol bularak gegmek igin Marmara’,
Kag donanmayla sanlmig ufacik bir karay:
Mehmet Akif ERSOY
m\)karxdakl siirdeTARIH Yiliminden yararlanilmugtir.
N
9)ZIHNIVET bir donemdeki dini, siyasi, sosyal, ekonomik, sivil, askeri hayatin duygu, anlayis ve zevk batanddir.
10)Edebiyat PSIKOLOJi, TARIH, COGRAFYA, SOSYOLOJI, FELSEFE gibi bilim dallannden
yararlanir. )
\

@ sagidaki sorularin dogru olamina (D), yanhs olanina (Y) yazmuz.(Her sik 2 puan) (2x7)
%\)Sosynl gevreyi yansitan bir edebi metin, felsefe biliminden yararlamr.

(D )Sanat eseri biricik ve 6zglindir.

.( ¥ ) Ogretici metinlerde gergeklik, kurmaca bir gergeklikken; sanat ve edebiyat eserlerinde Qogmdnn
erilir.

@ )Siitler sezdirmek, ¢agnstrmak ve gizellik amaciyla yan

(D )Edebiyat, insana ait dzellikleri, kurmacanin diinyasinda dile getirir.

(Y ) Sanat eserleri bilimsel eserler gibi bilgilendirici ve nesnel olmahdir.

csim dramatic sanat daling oirer 7

m-u TCSTSOTTITITITT T TITCT TR Ty Tr=TT "
& pkilerden hangisi giizel sanatlarm tiirii degildir. 2}1 \

Halicilk™® c)Mimari  c)Heykel ~ e)Bale

anlamli  kelir yazilir.

0

g {erden hangisi yanhstir?
1nnl metinlerinin anlami yoktur, anlamlan vardir.
edebi esepde anlaylanlar gergekle birebir drtisiir.
) Edebi metin, malzemesi dil olan giizel sanat etkinligidir.
D) Edebi melinler, gerce@i aynen yansitmak zorunda degildir.
E) Edcbinﬂn(cr yan mkldcg:n agisindan zengindir.

/2

o

"

Aal

isi gergegi ele aby digerlerinden ayrilir? L;'

vm-wm b) Dilckse o) Gazctc Haberi ~d) Sozlesme Hikéye

4.Asagidakilerden hangisi dnlnnﬂﬂr IW
oldugunn ghsterir?

a) Dilin seslerden trillmils &md’m&|

b) Insanlarn iletisim kugabilmekigin genellikle

dili kullanmas:

¢) Her milletin dilinin farkl: olmast

_ 5.Asagidakilerden hangisi edebi metin olabilir?
ha) Tirkiye'de yer alt madenlerini anlatan metin
(Ogrencinin derste tutugiu not

¢) Baz dillerin zamd;munfw C Siladzlemini anlatan metin
) Atastzlerinin kulaktan kuugu;ng.mm d ) Stylin kaynama noktasint anlatan metin
ulagmasi ¢) Kap kag olaymx anlatan metin

6.Giindelik hayattaki konugma ddiﬁﬂldlr blllmdc
felsefede............. fan:
asafndakilerden hangisi gele:ekhr §

a)lmge, terim, kavram [[{Terim, kavram, imge
¢)Kavram, imge, imge &

kullanilir.

c)lavram, imge, terim  d)terim, imge, kavram

4.sonra, S,i'ncyccanlara (Bu sizciiklerle anlamh bir ciimle olusturulursa
b)5.3.124 o13452 W14352 €)24.3.5.1.
. D BASARILAR

7.1. Bundan, 2.paydos, 3.ktigtik,
siralama nasil olmahdir? 2)5.1.4.3.2

. J

Written Answer

Multiple-Choice

Figure 4.4: Categories of the answer key

Figure 4.5 is an original copy of the combination prepared for each student. As we

mention before, this combination is only based on the questions needing written answers. The

next step is to categorize the answer key combination. Each question is a main category. Also,

new sub-categories are extracted from the main categories. The sub-categories correspond to the

sub-answers in a main answer. Depending on the content of the sub-category, smaller sub-

categories may be extracted from the first sub-category. In other words, in the final step of the
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categorization we want to have sub-categories such that any further categorization cannot be

performed on them. After completing the categorization, the credit of the question/main category

is divided by the sub-categories correspondingly.

2)) 7;[;“ v: k;iltilrﬂn‘onak dzelliklerinden ikisini Yanmz{4p)

@) il ve kiiltiir gecmis ile gelecek arasinda bir&by dzifesi gori

i B,,- ‘"' k ; ¢ ge s l' birkOpre vazifesi giori

o) A‘tflmr ve dil bir toplumun yagayuy bigiminden buemti idler dager,

A Kiltiir ve dil bir milletin en snemli ortak J'v’"lﬂa{ullmﬁ' '
2 3

) Asafidaki géstergelere birer srnek veriuh.‘(lp)
Sosyal g-iis!ergc : Trafik wiklar,gésrgii kurallar. ..
Dogal gisterge: UTkelerin dogal giizellikleri,yapraklarm sararmast.. .

qﬁ)Ymei metinleri yaz:hg amaci ve dil bakimindan kargilagtinniz.(6 p) <
. METIN Ogretici bir metindir, bilgi vermek amagh yanlmistir.
| Kelimeler gergek anlamlanyla kullamlougtir,

II. METIN Sanatsal bir metindir, estetik zevk ve giizellik hedeflenerek yanhr.Kelimelor yan ve mceaz

anlamiyla imgesel olarak Kullambr. i

()Y ukandaki 11 metnin tariind yazimz.( 3 p)
Cdebi metin a

2)( “Bilimsel metinlerde dznel yarg, edebi metinlerde ise nesnel yargilar 6n plindadir.” Bu ifade sizc@dofiru
mudur? Nigin? Agiklayarak yazimz.(4 p )

Yanhstir, ¢linkil bilimsel metinler bilgi aktarmak amach yanldiklanindan gbzlem ve deneye
dayah olarak k rundadir, kisisel di Edebi metinler ise
Kigide estetik duygular uyandirmak amagh olugturulduklarindan kisiden Kigiye farkh anlamlar ifade
eder, bzneldir.

(3)Savas yllanndaki bir toplumu ve bireyi anlatan cdebi metin hangi bilimlerden yaragani? Onemli olan (g
tanesini yazunz (6 p ) TARIH, PSIKOLOJI, SOSYOLOJI

é)g),sinems, bale, vb. hangi sanat dalma 5mek olabilir? (2 P) H
DRAMATIK SANATTIR. i
@F)Amt, heykel, vb. irlinler hangi sanat dalina &rnek olabilir? (2 P) 1
GORSEL SANATTIR.

$.5) o) Tanzimat Fermani'mn 1839'da ilan edilmesine kergilik Tanzimat edebiyats nigin 1860 yihnda bastamistr?
Agklayimz. (5p)
¢ syl 0y s e

s o

b)Tanzimat donemi satrierinin Divan Edebiyat: gelenegine bagh kldiklar: ve bu gelenekten oyrildiklar: noktalar
nelerdir?

ritk ‘ i ar

la artak dilve killtlieiin onemli bir payr vardir,

_ﬁ‘,’z':»_"!{!zL
ar buz kamu eriigdi

1)a)Yukandaki metinleri yaziliy amac1 ve dil bakimindan karsilaginmz.(6 P)

L. METIN Ojretici bir metindir, bilgi vermek amagh yazlmtir.

Kelimeler gergek anlamlanyla kullamlmistir,

IL METIN Sanatsal bir metindir, estetik zevk ve giizellik hedeflencrek yazilir.Kelimeler yan ve mecaz
anlamiyla imgesel olarak kullanilir.

b)Y Yukandaki [. metnin 1rdnd yazmz(4 P )

OGRETICI METIN
2)a)Cami, koprd, kale vb. Giriinler hangi sanat dalna Srmek olabilir? (2 P)

GORSEL SANAT Plosr

b) Tiyatro, bale, vb. hangi sanat daiina Smek olabilir? (2 P)

TIK SANAT 2bm

3)Dilin, bireyin kaltiirel kimligini meydana getirmesindeki Onemi nedir? Kisaca yuznez. (6 P)

Dil kiiltGiriin aktaricssidir, insan dil aracilifayla bitiin birikimini paylagir ve gelecek nesillcre aktarr.
4)L. Danya Savaginin, bireyin davramglan ve toplum (zerindeki ctkisini anlstan edebi metin hangi
bilimlerden yararlamr? Onemli olan g tanesini yazinzz. (6 P)

TARIH, SOSYOLOJI, PSIKOLOJI

J.SAGUL
"Alp Er Tunga 8ldi mé (Alp Er Tunga oldii ma?
"~ Isizaliun kalds mu Kot dimya kaldi m?
Lzlek &in ald: rou Zaman octng aldy mi?
Emdi yrekyrulur Simdi yarek yrrnhir)

. Yukandaki giitifinazm seklini basindaki bosiuga yazin (4p)
b, Bu naza geklinga Gzcllikicrinden dgnd yazin (kafiyc semasy, 8lgil, tema, nazim birimi ... )(6p)

Nagim, .

Shiece % ile soylenir.
 Islam gncest Tark edebiyan, s02Ja edebiyat Granadar

(Kar ve bizlar ghidl
Taglar suyu akigdh Daglarmn suydakty
Koksin bulit origd 'Masmavi Sulitlor peld:'

Kayguk bolup ugrigir Kaykidr gibtsallarsp durur )
a Yukandaki giirin nazm seklinin adin: basindaki boshupayazn. (4p)
b. Bu nazm sekillerinin Szcliikiéfinden deunt yazin (nadim birimigBlgh, tema . }(6p)

Koguklar baharin geligi, savaglavda kazanilan zofer Konularda iser puan

Nazn foril

7'l hece olE;ﬂ(l‘leI: soylenir.

So2la edebiyat nazm yekillerinden biridir.)

Figure 4.5: Selected categories of the answer keys

For each category we repeat the same process. Since it takes very large space to represent

the processes of the all categories with graphics, we only present the process of a randomly

selected category. At the end of the study the final results of the all categories are given in a

single table.
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1)a) Yukandaki metinleri yazilis amaca ve dil bakimundan kargilagtinmz.(6 )

1 1. METIN Ofretici bir metindir, bilgi vermek amagh yazlmugtir. 8

Kelimeler gergek anlamlariyla kullamlmistir,

4 IL METIN Sanatsal bir metindir, estetik zevk ve giizellik hedeflencrek yazlir.Kelimeler yan ve mecal
imgesel olarak T S

BY Yukandaki [. metnin triing yazimz(4 P )

2) a)Dil ve Kiiltiiriin orta zelliklerinden ikisini
a) Dil ve kiiltiir gecmiy ile gelecek arasinda
b) Bir toplumun olusmasinda ve ayakta ki
<) Kidltair ve dil bir toplumun yasayy
) Kiltéir ve dil bir milletin en anemli orta

2)a)Cami, kdpri, kale vb. diriinler hangi sanat dalina dmek olabilir? (2 P)
GORSEL SANAT PlosHle

by Tiyatro, bale, vb. hangi sanut daiina dmek olabilir? (2 P)
o )

- 2 DRAMATIK SANAT 2hml
) in, bireyin imligini meydana getirmesindeki Snemi nedir? Kisaca yazingz (6 P)

Dil killtiiriin aktaricsidir, insan dil araciliiyla biitiin birikimini paviasir ve gelecek nesillere :II-Qr

) Asagidaki gostergelere birer ornek vc !
Sosyal gisterge : Trafik wsiklart,gérgii kurallayt...
Dogal gosterge: Ulkelerin dogal giizellikleri,yapra

5 S 3 n Ve (opl
bilimlerden yararlanr? Onemli olan (g tanesini yazinz (6 P)
o TARIH, SOSYOLOJL, PSIKOLOJI

1})Yukandaki metinleri yazilig amaci ve dil bakimundan kargilagtinniz (6 p)
. METIN Ofretici bir metindir, bilgi vermek amagh yazilmtir.

Kelimeler gergek anlamlariyla kullanilmistir. (Alp Er Tunga dldi ma?

11. METIN Sanatsal bir metindir, estetik zevk ve gilzellik hedeflenerek yazhir.Kelimel Kota dinva kaldr mt?

anlamiyla imgesel olarak kullamhir. ] Zaman dcan alds mi? 12
Simdt yarek yirulir.)

(B)Yukandaki I1. metnin tdriind yazimz.( 3 p) =
5“3-!';:‘”:1 metinlerde dznel yargs, edebi metinlerde isc nesnel yargilar 8n plindadir.” Bu ifade sizea dogy

mudur? Nigin? A¢iklayarak yazmz.(4 p )
Yanhstir, ¢linkii bilimsel metinler bilgi aktarmak amach yanldiklarindan gzlem ve deneye
dayah olarak Kigisel d ler b di nesneldir, Edebi metinler ise
Kkigide estetik duyg: amagh olug kigiden Kisiye farkl anlamlar ifade
eder, Szneldir.
B s

Ugtnd yazin (kafiye semass, 8lgil, tema, nazim birimi Nép)

Savag yillanndaki bir toplumu ve bireyi anlatan edebi metin hangi bilimlerden yaraglani? Onemli olan \lv,s
1anesini yaziniz (6 p ) TARIH, PSIKOLOJI, SOSYOLOJI .

incma, balc, vb. hangi sanat dalina omek olabilir? (2 P) !
RAMATIK SANATTIR. T 6
Anit, heykel, vb. tiriinler hangi sanat dalina Srnek olabilir? (2 P) i
RSEL SANATTIR.

p
$.5) a) Tanzimat Fermant'mn 1839'da ilan edilmesine kergihik Tanzimat edebiyats nigin 1860 yrhnda boglamistr?

Agiklaywmz. (5p)

$iyout ve sosp0! iy ianin o e A : 7

2Imse . : oh

) dénemi Divan Edeblyats bagh ve bu g n oy 1 noktalar
nelerdir?

Figure 4.6: Categorized answer key

The 4™ category was selected randomly. We share the details of the process set on the 4™
category. Figure 4.7 is an original copy of the 4™ category. First the scanned image of the
category is converted into text file. In figure 4.8 you can find the converted version and the
English translation of the category. Also, in each step of the algorithm creation process we give
the translations of the Turkish parts. The reasons that we give the English translation of the
category are to make the non-Turkish readers to have more details about the text, and to have
more idea about the process of algorithm creation. Other than these reasons, the English

translations do not have any contribution for the creation and application of the algorithms.
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@ “Bilimsel metinlerde 6znel yargi, edebi metinlerde ise nesnel yargilar 6n plandadir.” Bu ifade sizce dogru
mudur? Ni¢in? Ag¢iklayarak yazimz.(4 p )
Yanhstir, ¢iinkii bilimsel metinler bilgi aktarmak amach yazildiklarindan gézlem ve deneye
dayali olarak kamitlanmak zorundadir, Kisisel diisiinceler barindirmaz, nesneldir.Edebi metinler ise

kiside estetik duygular uyandlrmak amagh olugturulduklarindan kigiden kisiye farkli anlamlar ifade
eder, 6zneidir.

Figure 4.7: Selected category

™

* 2) “Bilimsel metinlerde &zel yargi, edebi metinlerde ise nesnel yargi 6n plandadir.” Bu
ifade sizce dogru mudur? Nigin? A¢iklayarak yaziniz.(4p)

* Yanhstir, ciinkii bilimsel metinler bilgi aktarmak amach yazildikllarindan
gozlem ve deneye dayah olarak kamitlanmak zorundadir, Kkisisel diisiinceler
banndirmaz, nesneldir. Edebi metinler ise kiside estetik duygular uyandirmak
amach olusturulduklarmdan kisiden kisiye farkli anlamlar ifade eder, 6zneldir.

4

» 2) “While subjective arguments are the main points of scientific texts, for literary\
texts objective arguments are the main points.” Is this statement true? Why? Give an
explanation.(4p)

Translation  Itis false, because scientific texts are written for sharing information and so they

should be proven by observation and experiment. In addition scientific texts do

not contain any personal idea, and they are objective. On the other hand, since
literary texts are written for giving aesthetical impressions, they may have
different meanings for everybody. In other words, literary texts are subjective.

-

Figure 4.8: Original and translated versions of the selected category

»  Question-2 is a main category and it has two sub-categories

Each one of the main questions is a main category. So the first categorization is based on
the main questions. The 2" question is a main category and so we show the applications of the

algorithms on the 2™ question.

»  For each sub-category, the corresponding sub-answer is extracted

The applications of the algorithms on the categories are very similar and we repeat the
same processes for the all categories. First we identify the sub-categories in the main categories.

If there are smaller sub-categories in the indentified sub-categories, then the categorization
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continues. The main goal of doing categorization is to divide the each main category into as
small parts as possible so that each part cannot be graded with any smaller grade. In other words,
by doing categorization we want to get the most detailed matching between the grades and

anSwers.

\

 2) “Bilimsel metinlerde 6zel yarg:, edebi'metinlerde’ise nesnel yargi 6n plandadir” Bu
ifade sizce dogru mudur? Ni¢in? A¢iklayarak yaziniz.(4p)

* Yanhstir, ¢iinkii bilimsel metinler bilgi aktarmak amach yazildikllarindan
gozlem ve deneye dayah olarak kamitlanmak zorundadir, Kisisel diisiinceler
barindirmaz, nesneldir. Edebi metinler ise kiside estetik duygular uyandirmak
‘amach olusturulduklarindan kisiden kisiye farkli anlamlarifade eder, 6zneldir.

Original

* 2) “While subjective arguments are the main points of scientific texts, *\
.” Is this statement true? Why? Give an
explanation.(4p)
» It is false, because scientific texts are written for sharing information and so they
should be proven by observation and experiment. In addition scientific texts do
not contain any personal‘idea, and they are objective. On the other hand, since

literary texts are written for giving aesthetical impressions, they may have
different meanings for everybody. In other words, literary texts are subjective.

Translation

Figure 4.9: Sub-categories of the selected category

The method that we use for identifying the sub-categories is to trace the relation between
the questions and answers, and the relation between the words within the answers. First we
identify the sub-questions and sub-answers correspondingly. Each sub-answer is assigned as a
subcategory.

In this question we identified two sub-categories. As we mentioned before, we repeat the
same process for each sub-category. So we only give the process of the first category. The results

of the second category will be given with the other sub-categories in the final table.
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15t Sub-category

Yanhstir(1p)

\
¢ 2) “Bilimsel metinlerde 6zel yarg1, edebi'metinlerdeise nesnel yargionplandadir.” Bu
ifade sizce dogru mudur? Nigin? A¢iklayarak yaziniz.(4p)

* Yanhstir, ¢iinkii bilimsel metinler bilgi aktarmak amach yazldikllarindan
gozlem ve deneye dayal olarak kamitlanmak zorundadir, kisisel diisiinceler
barindirmaz, nesneldir. Edebi metinler ise kiside estetik duygular uyandirmak
‘amach olusturulduklarindan kisiden kisiye farkli anlamlarifade eder, 6zneldir.

Original

e 2) “While subjective arguments are the main points of scientific texts, h\
.7 Is this statement true? Why? Give an
explanation.(4p)
o It is false, because scientific texts are written for sharing information and so they
should be proven by observation and experiment. In addition scientific texts do
not contain any personalidea, and they are objective. On the other hand, since

literary texts are written for giving aesthetical impressions, they may have
different meanings for everybody. In other words, literary texts are subjective.

Translation

Figure 4.10: Sub-categories of the selected category

Now we have the sub-categories as smallest as possible. So we can start for the
application of the algorithms on the category. First we need to extract the significant feature from

the category. Figure 4.11 has the list of the extracted features.
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observation
/based on
experiment
/to be proven

/do not contain personal ideas
/objective

2" Sub-category

Figure 4.11: Extracted features of the selected sub-categories

The synonyms and related words/phrases of the extracted features in the Turkish
Language Association — Big Turkish Dictionary (TLA — BTD) are added in the list and then the
extended list (Figure 4.12) is uploaded into the text miner tool. The next is to prepare the
stemming list.

Synonym and related words list of the extracted features:

* False/yanhs = yanhs/Dogru degil
« Scientific/bilimsel = bilim/Bilimle ilgili/Bilgiye dayaly/Bilime dayali/Bilgisel/
Bilgi/Ilim/ilimsel/ilime dayaly/ilimle ilgili

«  To teach/bilgi aktarmak = Bilgi aktar/Ilim aktar/bilimsel aktar/ilimsel aktar
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Based on observation/gozleme dayalh = gozlem/gozleme bagli/gozetime

dayali/gozetime  bagli/izlemeye  bagli/izlemeye  dayali/gézleme  dayanan/izle
dayanan/g6zetime dayanan/izlemeye dayanan

Based on experiment/deneye dayalh = deney/deneye dayali/deneye bagli/deneye
dayanan

To be proven/kanitlanmak = kanit/ispat/delil

Does not contain personal ideas/kisisel diisiinceler barindirmaz = kisi diisiince
barindirma/sahsi diisiince yok/sahsi diisiince bulunmaz/sahsi diisiince barindirmaz/ sahsi
fikir yok/sahsi fikir bulunmaz/sahsi fikir barindirmaz/kisisel diisiince yok/kisisel diislince

bulunmaz/kisisel diisiince barindirmaz/kisisel degil/sahsi degil

Objective/nesneldir = nesne

Synonym List Uploaded in the Text Miner Tool:

Yanlis bilgi aktarmak gozetime dayanan sahsi diisiince yok

Dogru degil Bilgi aktar izlemeye dayanan sahsi diisiince bulunmaz
Bilimsel [lim aktar deneye dayal sahsi diisiince barindirmaz
Bilim bilimsel aktar deney sahsi fikir yok

Bilimle ilgili ilimsel aktar deneye dayali sahsi fikir bulunmaz
Bilgive dayali gézleme dayali deneye bagl sahsi fikir barindirmaz
Bilime dayali gizlem deneye dayanan kisisel diisiince yok
Bilime dayanan gézleme bagl kanitlanmak kisisel diisiince bulunmaz
Bilgisel gézetime dayall kanit kisisel diisiince barindirmaz
Bilgi gézetime bagli Ispat kisisel degil

[lim izlemeye bagl delil sahsi degil

Ilimsel izlemeye dayali kisisel diistinceler nesneldir

ilime dayah gézleme dayanan barindirmaz nesne

[limle ilgili izle dayanan kisi diigiince barindirma

Figure 4.12: Synonym words list extracted from the selected sub-category

For the preparation of the stemming list, we use the ‘almost all Turkish suffixes’ list. For

the all terms in the synonyms and related words/phrases list, all the possible term+suffix

matchings are added into the stemming list. In other words, all the terms in the figure 4.12 are
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used as stems and matched with the suffixes from the ‘almost all Turkish suffixes’ list. For

saving the time we have some reduction on the suffix list. The reduction is applied based on the

Turkish grammar rules. Some of the grammar rules that are used for the reduction are

vowel/consonant harmony rules, first-second-third singular/plural person(s) rules and so on.

Based on the synonym list, the stemming lists will be prepared. In preparation of the stemming

list, we utilize the ‘almost all Turkish suffixes’ list.

The question and the answer require 3rd person singular answer

The correct answer word has -a -1 vowels and it ends with —s consonant

The synonym of the correct answer has -0 -u —e —1 vowels and it ends with —I consonant

The incorrect answer word has -0 -u vowels and it ends with —u vowel

The synonym of the incorrect answer has -a —1 —e -i vowels and it ends with —I consonant

The suffix list will be reduced based on the above given informations. The suffixes are

from the list “almost all Turkish suffixes”. Based on the given informations above, the suffixes

list is reduced. The following is a part of the reduced list.

-acakti
-acaktir
-aya

-di

-dir

-di

-dir
-dirlar
-du

-dii
-ecekse
-ecekti
-ecektir
-eye

-ir

-ir mi?

-ir miydi?  -iyor
-irdi -iyordu
-irdiyse -iyorlardi
-irmis -mali
-irse -mamali
-iyor -maya
-iyordu -maz
-iyorlardi -maz mi?
-1r -mazdi
-1r mi1? -meli
-irmiydi?  -memeli
-irdi -memis
-ird1 -memisdi
-irdiysa -memisti
-1rmis -memis
-1rsa -memisdi

-memisti
-memusdu
-memus
-meu
-memiis
-memiisdi
-memiistii
-meye
-mez

-mez mi?
-mezdi
-mezler
mi?

-mis
-misdi
-misdir

Figure 4.13: Reduced suffix list

-mismisse
-misse
-misti
-miyecektir
-miyor
-miyor mu?
-mis

-misdi
-misdir
-mismissa
-missa
-misti
-miyacaktir
-miyor
-mus
-musdur
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-musdu
-musmussa
-musse

-u

-muyor
-miis
-miisdil
-miisdiir
-milsmiusgse
-miigsa
-miistii
-milyor

-r

-rmi?

-rdi

-rd1

-ur
-ur mu?
-ur mrydi?
-urdu
-urduysa
-urmus
-uyor
-uyordu
-uyorlardi
=ur

-tir mi?
-tir miydi?
-tirdii
-trdityse
-irmis
-iiyor

-tiyordu
-tiyorlardt
-yacakti
-yacaktir
-yaya
-vecekse
-yecekti
-yecektir
-yeye
-yor
-yordu
-yorlardi



Suffix/Synonym
*acakt
*acakur
“aya
i

*dir
~di

“dir
*dirlar
*du
“di

“irdiyse
“irmis
“irse
“ivor
*iyordu
“iyorlardi
“Ir
*Irmi?
i miydi?
“irdi

“irdht
“wdiysa

llimsel; ilime dayah;

ime dayaliacakn

Yanls: dogru def Bilime dayanan; Bilzisel:
yanhsacakti dogru degilacakt
vanlhisacaktir dogru degilacakur
yanligaya  dogru deilaya
yanlisdi doru degild bilimseld!
yanlsdir  dogru degildir bilimseldir
yanligdi dogru degildi bilimseldi
yanligdir  dogru degildir i
yanhisdiriar  dogru degildiriar
yanlisdu dogru degildu
yanligdii dogru degildi
yanlisecekse dodru degilecekse
yanlisecekti  dogru degilece
yanlhigecektir dogru degilecek
yanligeye  dogru degileye
dodru deilir

me dayanandi  Bilgiseldi
me dayanandir
me il
me dayanandu
me dayanandi
me dayananecek
me dayananecek

Bilgiseldl

e dayaliir mi?
me dayalir miyd B

dodru degiliyor
dodru ded
yanlisiy dogru
yanlisir dogru degilir

yanligirmiz  dogru degilr mi2
yanhsir miydr’ dogru degilir miydi? b
yanhgirdi  dogru degilirdi
vanhisirdi  dogru degilird! i me dayananird
yanhsirdiysa dogru degilrdiysa = me dayananirds

me dayaiyorlard
& dayalir

Figure 4.14: Stem+suffix matchings

Figure 4.14 is a screen captured picture of the list of all stem+suffix matchings. However

some the matchings do not take place in the TLA-BTD. It means these matchings do not have

meaning or not used in daily life. From the matchings list only the meaningful ones are selected

and uploaded into the text miner tool.
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Yanlis Bilgive dayalidir limle ilgilidir gozlemmisdir gozetime dayanan deneye dayananirdiysa  barindirmazmisdh barindirmazmisti bulunmazmigse

yanhsdi - llimle ilgilidirler gbézlemmigmigse gozetime dayanandir deneye dayananirmig kigisel dilstinceler sahsi fikir yok kigisel dilglince
yanlisdir ilime dayanan bilgi aktarmak gézlemmisse gézetime dayanand: deneye dayananirsa barindirmazmisdir sahsi fikir yokdu bulunmazmisti
yanlisdirlar Bilime dayanandir bilgi aktarmakdi gozlemmisti gézetime dayanandirlar  deneye dayanansin Kisisel diisiinceler sahsi fikir yokmus Kisisel dilsiince
yanhsmig Bilime dayanand: bilgi aktarmakdir gozleme bagh gozetime dayananir kanitlanmak barindirmazmigmigse sahsi fikir yokmusdur bulunmazmigti
yanhsmigdh Bilime dayanandirlar bilgi aktarmakmis gozleme baghdir gozetime dayananir mi?  kamitlanmakdi kigisel dugunceler gahsi fikir yokmugdu kigisel digiince
yanlismisdir Bilime dayananir bilgi aktarmakmisdi gozleme baghdirlar gézetime dayananir miydi? kanitlanmakdir barindirmazmisse sahsi fikir yokmusmussa  barindirmaz
yanlismisti Bilime dayananir mi? bilgi aktarmakmisdir gozleme baglyacakti gézetime dayananirdi kanitlanmakmis Kisisel dilsiinceler sahsi fikir yokmussa kisisel disiince
yanhsmigmigsa Bilime dayananir miydi?  bilgi aktarmakmisti gozleme baglyacaktir gozetime dayananirdiysa  kamitlanmakmigdh barindirmazmisti sahsi fikir yoktu barindirmazd:
yanlismigsa Bilime dayananirdi bilgi aktarmakmismigsa  gdzleme bagliya gézetime dayananirmis  kanitlanmakmigdir Kisisel diisiinceler sahsi fikir bulunmaz Kisisel diisiince
yanlissin Bilime dayananirdiysa bilgi aktarmakmissa gézleme baghyor gézetime dayananirsa kanitlanmakmist: barindirmazmisti sahsi fikir bulunmazd barindirmazdir
yanlissin Bilime dayananirmis Bilgi aktar gozleme baghyordu gdzetime dayanansin kanitlanmakmismissa sahsi disince yok sahsi fikir bulunmazdir  kisisel distince
yanhst Bilime dayananirsa Bilgiaktardi gozleme baghyorlard: izlemeye dayanan kanitlanmakmigsa sahsi digtince yokdu sahsi fikir bulunmazdirlar - barindirmazdirlar
yanlistic Bilime dayanansin Bilgi aktardir gozetime dayal izlemeye dayanandir kanitlanmakmigt sahsi distnce yokmug sahsi fikir bulunmazrmig kigisel digtince
yanlisti - Bilgiaktarmis gozetime dayalidir izlemeye dayanandi kanitlanmakti sahsi diisiince yokmusdur  sahsi fikir bulunmazmisdi  barindirmazmis

- Bilgisel Bilgiaktarmisd: gozetime bagl izlemeye dayanandirlar  kamitlanmakur sahsi distince yokmusdu  sahsi fikir bulunmazmisdir  kisisel dilstince
dofiru degil Bilgiseldi Bilgiaktarmisdir gozetime baghdir izlemeye dayananir kanit sahsi diigiince sahsi fiki barindirmazmigd
dogru degildi Bilgiseldir Bilgiaktarmigti gézetime baghdirlar izlemeye dayananir iz kanitch yokmugmugsa bulunmazmigmigse Kisisel diisiince
dogru degildic Bilgiseldirler Bilgiaktarmismissa gézetime baglyacakti izlemeye dayananir miydi? kanitdir sahsi diisiince yokmussa  sahsi fikir bulunmazmisse  barindirmazmisdir
dogru degildirler Bilgiselmisti Bilgiaktarmigsa gozetime baglyacakr  izlemeye dayananird: kanitmig sahsi dugiince yoktu sahsi fikir bulunmazmisti  kisisel distince
dogru degilmis Bilgiselmig llim aktar gozetime baglya izlemeye dayananirdiysa  kamitmigdh sahsi digtince bulunmaz  gahsi fikir bulunmazmigtt  barindirmazmigmigse
dogru degilmisdi Bilgiselmisdi flim aktards gézetime bagliyor izlemeye dayananirmis  kanitmisdir sahsi diigiince bulunmazdi  sahsi fikir barindirmaz ~ kisisel diisiince
dofru degilmisdi Bilgiselmisdir ilima aktardir gozetime baglyordu izlemeye dayananirsa kanitmigmissa sahsi diistince bulunmazdir sahsi fikir banndirmazdi barindirmazmisse
dogru degilmismigse Bilgiselmigmisse flim aktarmig gézetime baglyorlardi izlemeye dayanansin kanitmigsa sahsi distince sahsi fikir banindirmazdir  kisisel distince
doiru degilmigse Bilgiselmigse lim aktarmisdi izlemeye bagth deneye dayali kanitmigti bulunmazdirlar sahsi fikir banndirmazdirlar barindirmazmisti
dogru degilmisti Tlim aktarnugdir izlemeye baglidir deneye dayalidir kanitti sahsi diiince sahsi fikir banindirmazmis  kisisel diisiince
dogru degilmisdi ilim llim aktarmisti izlemeye baglidirlar deney kanittir bulunmazmiy sahsi fikir banindirmazmisdi barindirmazmisti
dogru degilmisdir ilimdi ilim aktarmismissa izlemeye bagliyacakti deneydi ispat sahsi dusiince sahsi fikir kisisel degil
Bilimsel ilimdir ilim aktarmigsa izlemeye bagliyacaktir deneydir ispatd bulunmazmigdh barindirmazmigdir kigisel degildi
bilimseldi ilimdirler bilimsel aktar izlemeye bagliya deneydirler ispatdir sahsi diigiince sahsi fikir kigisel degildir
bilimseldir bilimsel aktardi izlemeye bagliyor deneyecekse ispatmis bulunmazmigdir barindirmazmigmisse kisisel degildirler
bilimseldirler bilimsel aktardir izlemeye bagliyordu deneyecekti ispatoisds sahsi diisiince sahsi fikir Kisisel degilmig
bilimselmis. bilimsel aktarmig izlemeye bagliyorlardi deneyecektir ispatmisdir bulunmazmigmisse barindirmazmisse kisisel degilmisdi
bilimselmisdi bilimsel aktarmisdi izlemeye dayali deneye ispatmigmigsa sahsi dusiince sahsi fikir banndirmazmisti kisisel degilmisdir
bilimselmisdir bilimsel aktarmisdir izlemeye dayalidir deneymis ispatmissa bulunmazrmisse sahsi fikir banindirmazmisti kisisel degilmigmisse
bilimselmisse bilimsel aktarmisti gdzleme dayanan deneymisdi ispatmisti sahsi diisince kisisel diisiince yok kisisel degilmisse
bilimselmisti - bilimsel aktarmismigsa  gozleme dayanandir deneymisdir ispatt bulunmazmisti Kisisel diisiince yokdu Kisisel degilmisti
Bilim Bilgi bilimsel aktarmigsa gozleme dayanandi deneymismisse ispattir sahsi diigtince kigisel dugince yokmusg kisisel degilmigti
bilimdi Bilgidir ilimsel aktar gozleme dayanandirlar deneymisse delil bulunmazmigti kigisel diiglince yokmugdur  sahsi degil
bilimdir Bilgidirler ilimsel aktard: gozleme dayananir deneymisti delildi sahsi dissiince banndirmaz kisisel diisince yokmusdu  sahsi degildi
bilimdirler Bilgiye ilimsel aktardir gozleme dayananir mi?  deneye dayali delildir sahsi distince kisisel diistince sahsi degildir
bilimmis ilimsel aktarmis gozleme dayananir miydi? deneye dayalidir delildirler barindirmazd: yokmusmussa sahsi degildirler
bilimmisdi Tlimsel ilimsel aktarmisdi gozleme dayananirdi deneye bagl delilmig sahsi diiiince kigisel diisiince yokmussa  sahsi degilmis
bilimmisdir ilimseldi ilimsel aktarmisdir gozleme dayananirdiysa  deneye baghdir delilmisdi barindirmazdir kisisel diisiince yoktu sahsi degilmisdi
bilimmismisse ilimseldir ilimsel aktarmist! gézleme dayananirmig deneye baghdirlar delilmisdir sahsi dustince kisisel diistince bulunmaz ~sahsi degilmisdir
bilimmigse ilimseldirler ilimsel aktarmigmigsa gozleme dayananirsa deneye baghyacakti delilmigmigse barindirmazdirlar kigisel dugiince bulunmazdi sahsi degilmismisse
bilimmisti mselmis ilimsel aktarmigsa gozleme dayanansin deneye baglyacakur delilmigse sahsi digunce sel diigunce sahsi degilmisse
ilimselmisdi goizleme dayali izle dayanan deneye bagliya delilmisti barindirmazmis bulunmazdir sahsi degilmisti
Bilimle ilgili ilimselmisdir gozleme dayalidir izle dayanandir deneye baglyor kisisel disinceler sahsi dustince kisisel diistince sahsi degilmisti
Bilimle ilgi ilimselmismisse gozem izle dayanandi deneye bagliyordu banndirmaz barindirmazmisc bulunmazdirlar nesnel

Bilimle ilgiliyecekse mselmisse gozlemdi izle dayanandirlar deneye bagliyorlard: kisisel diistinceler sahsi diiince kigisel diisince nesneldi

Bilimle ilgiliyecekti ilimselmisti gozlemdir izle dayananir deneye dayanan banndirmazdi barindirmazmisdir bulunmazmis nesneldir

Bilimle ilgiliyecektir ilime dayal gozlemdirler izle dayananir mi? deneye dayanandir kisisel disinceler sahsi dusiince kisisel diistnce nesneldirler
Bilimle ilgiliye llime dayalidi gozlemeye izle dayanamir miydi? deneye dayanandi banndirmazdir barindirmazmigmigse bulunmazmisdi nesne

- llime dayalidir géizlemiyor izle dayananird deneye dayanandirlar kisisel diistinceler sahsi diisiince kisisel diisince nesnedir

Bilime dayall flime dayaliyor goizlemiyordu izle dayananirdiysa deneye dayananir banndirmazdirlar barindirmazmisse bulunmazmisdir nesnedirler
Bilime dayalidir flime dayaliyordu gozlemiyorlardi izle dayananirmig deneye dayananir mi? kisisel diglinceler sahsi dustince kisisel diistince nesneye

— llime dayaliyorlards gozlemmig izle dayananirsa deneye dayananir miydi? - banndirmazmig barindirmazmigti bulunmazmigmigse

Bilgiye dayali Tlimle ilgili goizlemmisdi izle dayanansin deneye dayananirdi kisisel dilstinceler sahsi diisince kigisel diisince

Figure 4.15: Selected stem+suffix matchings

This is the stemming list and will be used in grouping the related words because the list
has been created based on the features/terms extracted from the answer key. After preparing the
stemming list, all the filtration parameters are defined and then the text is taken into the text
processing. At the end of this process we extract numerical information from the answer key.
This numerical information is used in the grading of the student answer papers. The main
grading measurement is the matching rate between the answer key and student answer paper.

Therefore we repeat the similar process for the student answer paper.

2) “Bilimsel metinlerde 6znel yarg1 ,edebi metinlerde ise nesnel yargilar 6n plandadlr Bu ifade sizce dogru'Z v
mudur” ngm'P Ag1klayarak yaziniz| (4p) %({ :\},ﬂ\ kT Lok wv e e Xy \f\\@f’@'i nNayre |,
PGS ;‘t o “/7.1 ‘i‘&')\ \u—{;ﬂ‘@ ¥\ 8‘“ “"‘\J ~2~“-~;;,‘;;‘v‘j>" ‘.&t*/‘ bt KEA € &;\j bt /7 ,1@:5; “ Yo Ao b “.'.x w,séq',/\ i

% 2R ‘z,_"‘ "’\ X \,[:Jtﬁvf
12)\&avak villarndaki hlr %«}nhrmu ve hirevi anlatan edehl metin hanei bilimlerden vararlanir? Onemli olan iic

s‘ ey
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Figure 4.16: Student answer

* 2) “Bilimsel metinlerde 6zel yargi, edebi metinlerde ise \
nesnel yargi 6n plandadir.” Bu ifade sizece dogru mudur?
Nig¢in? Aciklayarak yaziniz.(4p)

* Hayir yanligtir. Ciinkii bilimsel metinlerde nesnel, herkes
tarafindan kabul gérmiig yargilar yer alirken, edebi
metinlerde kigiden kigiye degigsen 6zel yargilar vardir.

Original

* 2) “While subjective arguments are the main points of \
scientific texts, for literary texts objective arguments are the
main points.” Is this statement true? Why? Give an

; explanation.(4p)
Translation . .. . ..
* No it 1s false. Because scientific texts contain objective

arguments that are accepted by everybody, but literary texts
contain subjective arguments that everybody may interpret
differently.

Figure 4.17: Original and translated versions of the student answer

First of all the original handwriting of the student is imported in a text file. And then,
sub-categories of the student answer are identified by the sub-categories of the question that are
identified before. As we did for the answer key, we only share the details of the process for the
1% category for saving some space in the thesis but you can see all the results of the sub-

categories and main categories together in the final table.
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* 2) “Bilimsel metinlerde 6zel yargi, edebi metinlerde ise
’ Bu itade sizce dogru mudur?
Ni¢in? Aciklayarak yaziniz.(4p)
e Haywr yanligtir. Ciinkii bilimsel metinlerde nesnel, herkes'
tarafindan kabul gérmiis vargilar ver alirken.edebi
o | | |

Original

« 2) “While subjective arguments are the main points of ~\
scientific texts, for literary texts objective arguments are the
AR s this statement true? Why? Give an
explanation.(4p)

 No it 1s false. Because scientific texts contain objective
arguments that are accepted by everybody, but literary texts|
contain subjective arguments that everybody may interpret

Translation

Figure 4.18: Selected sub-categories of the student answer

From the 1% sub-category all the significant features are extracted as a list. And then, all
the synonyms and related words of the features that are taking place in the TLA-BTD are added
into the list. The final list is called as the synonymous list. After uploading the list into text miner
tool, a new list is prepared with the ‘almost all Turkish suffixes” list. The terms of the
synonymous are used as the stems and for each term all the possible stem+suffix matchings are
obtained with the ‘almost all Turkish suffixes’. All the meaningful matchings are selected. The
final list is used as the stemming list and uploaded into the text miner tool. After defining all the
filtration parameters, the text processing is run. At the end of this process, some numerical
information is obtained.

The grading method of the exam is just based on the correct answers. In other words, the
grader gives positive credits for the correct answers but does not give negative credits for the

incorrect answers. Therefore, since the sub-categories are the possible smallest parts, just a single
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term in the intersection of the answer key stemming list and student answer stemming list is

enough for the student to get a full credit for that sub-category.

Haymr yanhistir (1p) Ciinkii bilimsel Edebi metinlerde kisiden
metinlerde nesnel, kisiye degisen ozel
herkes tarafindan kabul yargilar vardir (1.Sp)
gormiis yargilar yer

alirken (1.5p)

15t Sub-category

ar

ASSHEIAFSIGHIpIaRdadi®° Bu ifade sizce dogru mudur?

Nig¢in? Agiklayarak yazimiz.(4p)

* Hayir yanligtur. cti bilimse
1 findan kabu

se
EATIPSIE s this statement true? Why? Give an
explanation.(4p)

* No it is false. B&i

Translation

Figure 4.19: Sub-categories of the student answer

Extracted Features/Terms From the Student’s Answer for the corresponding

question/category:
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Extracted Features

7 3
Ciinkii bilimsel Bilimsel/Scientific

Nesnel/Objective
Kabul gormiis/Accepted

metinlerde nesnel,
herkes tarafindan
kabul gormiis
yargilar yer alirken

(1.5p)

2" Sub-category

Figure 4.20: Extracted features from the seleted sub-category

In the next step we will get the intersection of the above terms list and the dictionary
prepared for the category. Based on the grading method, just the correct answers will be counted
and the incorrect answers will not be taken into account. Therefore a single element in the

intersection set would be enough for the full credit (2p) for the category.

A List of Terms

nl‘;’ist of Terms 2" Sub Category Bilimsel/Scientific

2" Sub Category of the —  Nesnel/Objective
of the STUDENT
ANSWER KEY ANSWER

Figure 4.21: Intersection of the stemming lists
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So, the student gets a full credit (2p) for the answer. The same process is repeated for the

all categories and then the students overall grade is calculated based on the written answered

questions. And in the final step, the original grade and the grade calculated by the text mining

tool are compared. The comparison is the main measurement for evaluating the success of the

algorithms.

In addition, during the processes of some categories we have got some issues such as

homonym words, different words having the same stem and so on. For such issues, we give some

applications of the algorithms for the case study. For the homonym terms, the corresponding

algorithm is applied.

DEMETEVLER ANADOLU IMAM HATIP

Ad: LISESI 1.DONEM 9.SINIF TURK EDEBIYATI DERSH
Soyndl L.YAZILI-YOKLAMA
N (A)
A Asagidaki sorular: cevaplaymniz,
Metin I
Kentin toplumsal harcketliligini bcsleycn bir kmlm-veyusam alan: olan mahallenin giderck zayifladit
bir gergek. Eski igerik islev ve k la yéniden (i ve ksel kent modern
hayam yerini almastna yardimer olmasi amaciyla, hmlall Bilyitksehir Bclediyeu,l(cnnm dstanbul Projesi ile
Senlik Var” etkinli (MAHALLEDESENLIK VARE.. +. GAZETESI 10.05.2004)
Metin IT
Agaglann daha bu bahgelerde 4

Biitlin yemisleri dalda sarkiyor

Umutlarin mola verdigi yerde

Geceler bir nehir gibi akiyor (AMUHIP DIRANAS-YASARKEN) =
P)Yukandalu metinleri yazilig amact ve dil bakimindan kargilastiniz.(6/p) :

METIN Ogretici bir metindir, bilgi vermek amagh yazilmistir.
Kelimeler gergek anlamlariyla kullanilmistir.

| IL METIN Sanatsal bir metindir, estetik zevk ve giizellik hedeflenerck yazmhrKelimeler yan ve mecaz.

anlamiyla imgesel olarak kullanihr.

(5)Yukandaki I1. metnin tiirling yazimz.( 3 p) =

debi metin__
é:T “Bilimsel metinlerde 6znel yarg:, edebi metinlerde ise nesnel yargilar 6n plandadir.” Bu ifade Sizee dogra
mudur? Nigin? Agiklayarak yazimz.(4 p )

Yanhstir, ¢iinkii bilimsel metinler bilgi aktarmak amagh yazildiklarndan gézlem ve deneye
dayah olarak kamitlanmak zorundadir, kisisel di Idir.Edebi metinler ise
Kiside estetik duyg k amach olus! indan kisiden kigiye farkh anlamlar ifade
eder, 6zneldir.

giggemtt

@Savas yillarindaki bir toplumu ve bireyi anlatan edebi metin hangi bilimlerden Yyaragjanir? Onemli olan iig
tanesini yazimz.(6 p ) TARiH PSIKOLOJI, SOSYOLOJI
G\Sanal eserlerini gruplandirarak resim ve edebiy glizel sanatlar igerisi i yerini belirleyiniz.. (5P.)
ISITSEL (FONETIK), GORSEL (PLASTIK), DMMA%LRITMIK) £
RESIM: GORSEL, FZML EDEBIYAT: ISITSEL o i

)Sinema, bale, vb hangi sanat dalina 8mek olabilir? (2 P)
DRAMATIK SANATTIR.
@AmL heykel, vb. diriinler hangi sanat dalina drnek olabilir? (2 P) i
GORSEL SANATTIR.

B. Asafndaki ciimlelerde bog birakilan yerlere uygun kelimeleri yazimz. (Her sik 2 pllln) (2x15)
1) Metinler OGRETICI  ve EDEBI METIN ~ diye ikiye aynlr
2)Gergek olmayan ancak gergekmis gibi, yaganmis gibi okura sunulan olay ve olgulara KURMACA denir.
3)Bigim anlatim ve noktalama zelliklerinin bir araya gclmc51 ile olusan yaz: biitiinineMETINdenir.
4)“Bir aga¢ altina oturdum ve hasta dizimin zavi m.sml hcr vakit ki itina ile nyarluynrnk bacagimi uzattim. Bu
zavalli uzvumun talihine ait higbir sey 1 tistiine
aydmhktan kagmak i¢in ruhumun daha karanlik ve izbe hatlarina kendimi atiyor, daha korkung ve kangik
hayallere daliyordum.™ zaviye: Ag1. uzuv: Organ. izbe: Basik, bog ve nemli, kuytu yer.
Peyami SAFA — Dokuzuncu Hariciye Kogusu

5)Yukaridaki edebi metinde PSIKOLOJI biliminden yararlamlmustir. .
6)Milzikte ses, resimde boya, mimaride tag ne ise edebiyatta da DIL odur.
7)insan her tirlii birikimini...DIL , KULTOR aracilig ile bir sonraki nesiller aktanr.

$u Bogaz Harbi nedir? Var mi ki dtinyada egi?
En kesif ordulann yiikleniyor dordd begi.
Tepeden yol bularak gegmek igin Marmara’ya;
Kag donanmayla sanlmig ufacik bir karay:
Mehmet Akif ERSOY
73 )N ukandaki side MRIH 1 liminden yararlanilmistir.

‘J)LIHMYET bir dénemdeki dini, siyasi, sosyal, ckonomik, sivil, askeri hayatin duygu, anlayis ve zevk batintidir.

10)Edebiyat PSIKOLOJi, TARIH, COGRAFYA, SOSYOLOJI, FELSEFE gibi bilim dallanndan
yararlanir.

@\;zgmam sorularin dofiru olanina (D), yanhis olanina (Y) yaziniz.(Her gik 2 puan) (2x7)
)Sosyal gevreyi yansitan bir edebi metin, felsefe biliminden yararlamr.

b.( D )Sanat eseri biricik ve 6zgiindir.

c.( %) Ogretici metinlerde gergeklik, kurmaca bir gergeklikken; sanat ve edebiyat eserlerinde gergeklik dogrudan
verilir.

d.(D )Siirler sezdirmek, ¢agnstrmak ve glzellik amaciyla yan anlamh  kelimelerle yazilir.
&(D )Edebiyat, insana ait 8zellikleri, kurmacanin diinyasinda dile getirir.

1.( Y ) Sanat eserleri bilimsel-eserler gibi bilgilendirici ve nesnel olmahdir.

2 (Y JResim dramatik sanat dalina girer.
A daki test sorularim playmiz. (Her sik 4 puan) (4x7) K{
1 As: ilerden hangisi giizel sanatlarin tiirii degildir. ZQK
a)Opera Loilk®  c)Mimari c)Heykel €)Bale o
. Agalidaki bilgilerden hangisi yanhstir? LY
Sanat metinlerinin anlam: yoktur, anlamlan vardur. 120

ir edebi eserde anlatlanlar gergekle birebir ortisir.
‘Edebi metin, malzemesi dil olan giizel sanat etkinligidir.
D) Edebi metinler, gcrccﬁ aynen yansitmak zorunda degildir.
E) Edebigmetinler yan alamdegeri agisindan zengindir.

dan digerlerinden aynilr? <

3.A hangisi gergegi ele ahs

u)Kamm Maddeleri b) Dilekge ¢) Gazete Haberi  d) Sozlesme Hikaye 2
4.Asagdakilerden hangisi dilin Kiiltiir tagiyicis) ¢) Her milletin dilinin farkl: olmast
oldugunu gsterir?
a) Dilin seslerden drillmil bir yapinin olmasi 5.Asagidakilerden hangisi edebi metin olabilir?
b) Insanlanin iletigim kurabilmekigin genellikle, a) Tarkiye’de yer alu madenlerini anlatan metin
dili kullanmas) b)Ogrencinin derste tutugu not
¢) Baz1 dillerin zamdnla unutulmas: C 'Sila.6zlemini anlatan metin

o B Atasbzlerinin kulaktan kulaga agimizé d) Suyin kaynama noktasini anlatan metin
ulagmasi ¢) Kap kag olayini anlatan metin

....kullamlir. Bogluklara

a;-gnd-hlcrdm hangisi gelecektir,
a)lmge, terim, kavram [Terim, kavrantimge  c)K@avram, imge, terim  d)terim, imge, kavram
e)Kavram, imge, imge g

7.1. Bundan, 2.paydos, 3.kiigilk, 4.sonra, 5.héyecanlara (Bu sizciiklerle anlamh bir ciimle olusturulursa
siralama nasil olmahdir? 2)5.1.4.3.2 b)5.3.1.24 ©)1.3452 W43s2 €)24.35.1.
' D BASARILAR

Figure 4.22: Answer key

,2) “Bilimsel metinlerde 6znel yarg: ,edebl metinlerde ise nesnel Ay'trm]al on plandadlr Bu ifade sizce dogru
74 ? y&
mudur Nig¢in? Agiklayarak yaziniz.(4 p” P E TIrmse | {(dekf qu b' laT verme r pune€
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Figure 4.23: Student answer

All the significant features are extracted from the 4™ main category (question) which is
selected randomly. In the extracted features list, we have ‘bilgi aktarmak’ term. In the extracted
features list of the student answer for the 4™ main category, we have ‘bilgi vermek’ term. In the
both terms ‘bilgi’ word is used in common. By using the following algorithm we identify if the

‘bilgi” word is used with the same meaning in the both terms or they are homonym words.

Vv

Bilgi vermektir/to give Bilgi aktarmak/to forward
Vermek-Ver Aktarmak-Aktar
iletmek-ilet iletmek-ilet
Birakmak-Birak Ulastirmak-Ulas
Bagislamak-Bags Bagislamak-Bags
Aktarmak-Aktar Sunmak-Sun
Uzatmak-Uzat Vermek-Ver
Gotiirmek-Gotiir Odemek-Ode
nn ' Gecirmek-Geg
Uyarlamak-Uyar

Bildirmek-Bildir

Alintilamak-Alint1

Transfer- Transfer

Figure 4.24: Synonym and related words

In this case we have two phrases: ‘bilgi vermek’ and ‘bilgi aktarmak’. First of all we get

all the synonym and related words of ‘vermek/to give’ and ‘aktarmak/to forward’ words. And
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then as given in figure 4.25, we get all the stem+suffix matchings as we did in the previous

example, and meaningful matchings are selected in a separated list (figure 4.26).

A B C D E F G H 1 J K L M N 4] a R 5 T u v W X Y z
1| Ver ilet Brak  Bags Aktar Uzt  Gotir  Sun Uret Ulas Kazan  Ode Hediye et Harca Aktar  ilet Ulag Bagls  Sun Ver Ode Geg Uyar  Bildir
2| vera ileta Brraka Bagisa Aktara Uzata  Gotdra  Suna Ureta  Ulasa Kazana Odea Hediye e Harcaa Aktara  ileta Ulasa Bagisa Suna vera Odea Geca Uyara i
3 |_acaklan veracakl: lletacak| Birakacal Bagisaca Aktaraca Uzatacak Gétiraca Sunacakl Uretacak Ulasacak Kazanace Odeacak Hediye e Harcaac Aktaraca Iletacakl Ulasacak Bagisaca Sunacaklveracakl: Odeacak Gegacakl Uyaracak
4 | _acaklanveracakl: iletacakl Birakacal Bagisaca Aktaraca Uzatacak Gotiraca Sunacakl Uretacak Ulasacak Kazanac: Odeacak Hediye e Harcaacs) Aktaraca iletacakl Ulasacak Bagisaca Sunacakliveracakl: Odeacak Gegacakl Uyaracak Bildiracy]
5 |_acakt veracakti Iletacakt Birakacal Bagisaca Aktaraca Uzatacak Gotiraca Sunacakt Uretacak Ulasacak Kazanac: Odeacak Hediye e Harcaacy Aktaraca Iletacakt Ulasacak Bagisaca Sunacakt veracakti Odeacak Gegacakt Uyaracak Bi
B |_acaktir veracakti iletacakt Birakacal Bagisaca Aktaraca Uzatacak Gotiraca Sunacakt Uretacak Ulagacak Kazanac: Odeacak Hediye e Harcaacs) Aktaraca iletacakt Ulasacak Bagisaca Sunacakt veracakti Odeacak Gegacakt Uyaracak
7 |_alar  veralar iletalar Birakalar Bagisalal Aktaralal Uzatalar Gotirala Sunalar Uretalar Ulasalar Kazanalz Odealar Hediye e Harcaal Aktaralaiiletalar Ulasalar BadisalaiSunalar veralar Odealar Gegalar Uyaralar Bildir
B | alar  veralar iletalar Birakalar Bagisalal Aktaralal Uzatalar Gotiirala Sunalar Uretalar Ulasalar Kazanalz Odealar Hedive e Harcaal Aktaralaiiletalar Ulasalar BagisalaiSunalar veralar Odealar Gegalar Uyaralar
9 veraya lletaya Birakaya Bafisaya Aktaraya Uzataya GotOraya Sunaya Uretaya Ulasaya Kazanaye Odeaya Hediye e Harcaays) Aktaraya lletaya  Ulasaya Bafisaya Sunaya veraya Odeaya Gegaya Uyaraya
0 verdi  lletdi  Brakdi Badsdi Aktardi Uzatdi  Gétirdi Sundi  Uretdi Ulasdi  Kazandi Odedi  Hediye e Harcadi Aktardi iletdi  Ulssdi  Badsdi Sundi  verdi  Odedi Gegdi  Uyardi
n| iletdi Brrakdi Bagisdi Aktardi Uzatdi Gotordi Sundi Oretdi  Ulasdi  Kazandi Odedi  Hediye e Harcadi iletdi Ulasdi  Bagisdi Sundi  werdi Odedi  Gegdi  Uyardi
12 i Birakdila Bagisdilz Aktardilz Uzatdilal Gatirdil: Sundilar Uretdilar Ulasdilai Kazandil Odedilar Hediye e Harca i Ulasdilal Bagisdilz Sundilar verdilar Odedilar Gegdilar Uyardilal
13 Birakdile Bagisdile Aktardile Uzatdile Gaturdile Sundiler Uretdiler Ulagdilel Kazandil Odediler Hediye & Harcadil ) Ulasdilel Bagisdile Sundiler verdiler Odediler Gegdiler UyardilerBildirdil
14 Birakdir BaZisdir Aktardir Uzatdir Gétdrdir Sundir  Uretdir  Ulasdir Kazandir Odedir  Hediye e Harca ir Ulagdir Bagisdir Sun verdir  Odedir  Gegdir  Uyardir
15 Birakdir Bagisdir Aktardir Uzatdir Uretdir Ulasdir Kazandir Odedir Hediye e Harcal ir  Ulasdir Badisdir Sun verdir  Odedir  Gegdir  Uyardir
16| Aktardir Iletdirlar Ulasdirlz Bagisdirl Sundirlaiverdirlar Odedirla Gegdirlal Uyardirlz Bildirdir
17 verdirler iletdirler Birakd |Aktardir| iletdirler Ulasdirle Bagisdirl Sundirlerverdirler Odedirle Gegdirlel Uyardirle
18| verdu iletdu  Brrakdu Bagisdu Aktardu Uzatdu Gotirdu Sundu Uretdu Ulasdu Kazandu Odedu Hediye e Harcadu Aktardu iletdu Ulssdu Bagisdu Sundu werdu Odedu Gegdu  Uyardu
19 verdd  iletdil  Birakdil Bafisdi Aktardi Uzatdii Gétdrdd Sundi  Oretdi Ulasdd  Kazandd Odedii  Hediye e Harcadd Aktardil letdid  Ulasdi Bafisdi Sundi  werdi  Odedii Gegdii  Uyardd  Bildirdil
20| verdular iletdular Birakdulz Bagisduli Aktarduli Uzatdula Getirdul Sundular Uretdula Ulasdula Kazandul Odedula Hediye e Harcadu |Aktarduli iletdular Ulasdula Bagisduli Sundular verdular Odedula Gegdular Uyardula
| Aktardiili [letdiller Ulasdille Bagisdiil Sundiler verdiler Odediile Gegdiiler Uyardile
22| _ecekler verecekl iletecekl Birakecel Bagisece Aktarece Uzatecek Gotiirece Sunecekl Uretecek Ulagecek Kazanece Gdeecek Hedive e Harcaeceh Aktarece iletecekl Ulasecek Bagisece Suneceklverecekls Odeecek Gegecekl Uyarecek Bildirece
23| _eceklen verecekls iletecekl Birakecel Bagisece Aktarece Uzatecek Gotirece Sunecekl Uretecek Ulasecek Kazanecs Odeecek Hediye e Harcaecsl Aktarece iletecekl Ulagecek Bagisece Sunecekiverecekls Odeecek Gegecekl Uyarecek
24| _ecekler verecekl iletecekl Birakecel Bagisece Aktarece Uzatecek Gotiirece Sunecekl Uretecek Ulagecek Kazanece Gdeecek Hedive e Harcaeceh Aktarece iletecekl Ulasecek Bagisece Suneceklverecekls Odeecek Gegecekl Uyarecek Bildirece
25| _ecekse vereceks ileteceks Birakecel Bagisece Aktarece Uzatecek Gotirece Sunecek: Uretecek Ulasecek Kazanece Odeecek Hedive e Harcaeceh Aktarece ileteceks Ulasecek Bagisece Sunecek: vereceks Odeecek Gegeceks Uyarecek Bi
26 _ecekti Aktarece [letecekt Ulagecek Bagisece Sunecekt verecekti Odeecek Gegecekt Uyarecek
27 | _ecektir Aktarece iletecekt Ulasecek Bagisece Sunecekt verecekti Odeecek Gegecekt Uyarecek Bildirece
28| eler  vereler lleteler Birakeler Bagiselel Aktarelel Uzateler Gotirele Suneler Ureteler Ulaseler Kazanele Odeeler Hediye e Harcaelg Aktarelellleteler Ulaseler BadiselerSuneler vereler Odeeler Gegeler Uyareler

vereye ileteye Birakeye Badiseye Aktareye Uzateye GotUreyeSuneye (reteye Ulaseye Kazaneye Odeeye Hediye e Harcaeys Aktareve ileteye Ulaseye Bagiseye Suneye vereye Odeeye Gegeye Uyareye

verir Tletir Birakir  Bagisir Aktarir  Uzatir  Gétdrir  Sunir Uretir  Ulagir  Kazanir Qdeir  Hediye e Harcair Aktarir  iletir Ulagir  Badisir  Sunir werir Odeir  Gegir Uyarir

verir iletir BaZisir Aktarir  Uzatir  Gotdrir  Sunir Uretir  Ulasir  Kazanir Odeir  Hediye e Harcair Aktarir  iletir Ulasir  Bagigir  Sunir  werir Odeir  Gegir Uyarir

verir mi? {let m Aktarie m Uzatie mi GAtirie v Sunir mis (ratic mi Ulasic mi Kazanic o Odeir mi Hedive & Harc i

Aktarir m iletic mit Llasic mi Bagisic m Sunic miiverir mi? Odeir mi Geeir miiLv
Al

2| i miz
44 M Sﬂﬂﬂ.l

Figure 4.25: Stem+suffix matchings
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Ver,verdi,verdiler,verecekler,vereceklerdi vereceklerdir,verecekse,verecekti,verecektir,vereler verir,verirdi,verirdiyse, verirdiyseler,verirler,verirlerdi,verirlermis,verirlerse,verirmis,verirmis, verirse,ve
rmeli,vermeliler,vermis,vermisdi,vermisdir,vermisler,vermislerdi,vermislerdir,vermismisse,vermismisseler,vermisse,vermisseler,vermisti,vermisti,versin,versinler
llet,lletdi,lletdiler,lletecekler,lleteceklerdi,lleteceklerdir, lletecekse, lletecekti, lletecektir, lletir, lletirdi lletirdiyse, lletirdiyseler,lletirler,lletirlerdi,  letirlermis, lletirlerse, lletirmis, lletirmis, lletirse, lletmeli, Il
etmeliler,lletmis,lletmisdi,lletmisdir, lletmisler, lletmislerdi,lletmislerdir, lletmismisse, lletmismisseler,lletmisse, lletmisseler, lletmisti, lletsin lletsinler, lletti llettiler, llettir
Birak,Birakacaklardi,Birakacaklardir,Birakacakti,Birakacaktir,Birakdi,Birakdilar,Birakdir, Birakir,Birakirdi,Birakirdiysa,Birakirdiysalar,Birakirlar,Birakirlardi,Birakirlarmis,Birakirlarsa,Birakirmis,Birakirsa,Bi
rakmali,Birakmalilar,Birakmis,Birakmisdi,Birakmisdir,Birakmislar,Birakmislardi,Birakmismissa,Birakmismissalar,Birakmissa,Birakmissalar,Birakmisti,Biraksin,Biraksinlar,Birakti,Biraktilar,Biraktir
Bagis,Bagisa,Bagisdi,Bagisdir,Bagismis, Bagismisdi,Bagismisdir,Bagismissa,Bagismissalar,Bagismisti,Bagisti,Bagistir,Bagistirlar

Aktar,Aktaracaklardi,Aktaracaklardir, Aktaracakti,Aktaracaktir, Aktardi, Aktardilar, Aktarir, Aktarirdi, Aktarirlar, Aktarirlardi, Aktarirlarmis, Aktarirlarsa, Aktarmis, Aktarmisdi, Aktarmisdir, Aktarmislar, Aktarm
islardi,Aktarmismissa,Aktarmismissalar, Aktarmissa,Aktarmissalar,Aktarmisti
Uzat,Uzatacaklardi,Uzatacaklardir,Uzatacakti,Uzatacaktir,Uzatdi,Uzatdilar,Uzatir,Uzatirdi,Uzatirdiysa,Uzatirdiysalar,Uzatirlar,Uzatirlardi,Uzatirlarmis,Uzatirlarsa,Uzatirmis,Uzatirsa,Uzatmali,Uzatmalil
ar,Uzatmis,Uzatmisdi,Uzatmisdi,Uzatmisdir,Uzatmislar,Uzatmislardi,Uzatmismissa,Uzatmismissalar,Uzatmissa,Uzatmissalar,Uzatmisti,Uzatsin,Uzatsinlar,Uzatti,Uzattilar,Uzattir

Gotiir, Goturdu,Goturduler,Géturecekler, Gotureceklerdi,Gotureceklerdir, Gotirecekse, Goturecekti, Goturecektir, Goturmeli,Goturmeliler,Goturmus,Goturmusdi,Goturmasdir, Gaturmusler, Goturmi
smisse,

Goturmusmisseler,GEtirmisse, GotUrmustl, Gatlrar, Goturdrda, Gotlrirdiyse, Go Uyseler,Goturarmas
Sun,Sunacaklardi,Sunacaklardir,Sunacakti,Sunacaktir,Sundu,Sundular,Sunmali,Sunmalilar, Sunmus,Sunmusdu,Sunmusdur,Sunmuslar, Sunmusmussa,Sunmusmussalar, Sunmustu
Uret,Uretdi,Uretdiler,Uretecekler,Ureteceklerdi,Ureteceklerdir, Uretecekse, Uretecekti, Uretecektir, Uretir, Uretirdi,Uretirdiyse, Uretirdiyseler, Uretirler, Uretirlerdi, Uretirlermis, Uretirlerse, Uretirmis, Ure
tirse,Uretmeli,Uretmeliler,Uretmis,Uretmisdi,Uretmisdir,Uretmisler, Uretmislerdi,Uretmislerdir,Uretmismisse,Uretmismisseler, Uretmisse, Uretmisseler, Uretmisti,Uretmiyecektir, Uretsin,Uretsinler,Ur
etti,Urettiler, Urettir

Ulas,Ulasacaklardi,Ulasacaklardir,Ulasacakti,Ulasacaktir,Ulasdi,Ulasdilar,Ulasdir,Ulasir,Ulasirdi,Ulasirdiysa,Ulasirdiysalar,Ulasirlar, Ulasirlardi,Ulasirlarmis,Ulasirlarsa,Ulasirmis,Ulasirsa,Ulasmali,Ulasm
alilar,Ulasmis,Ulasmisdi,Ulasmisdir,Ulasmislar,Ulasmislardi,Ulasmissa,Ulasmissalar,Ulasmisti,Ulassin,Ulassinler,Ulasti,Ulastilar, Ulastir

Kazan, Kazanacaklardi,Kazanacaklardir, Kazanacakti,Kazanacaktir,Kazandi,Kazandilar,Kazandir,Kazanir,Kazanirdi,Kazanirlar,Kazanirlardi,Kazanirlarmis,Kazanirlarsa,Kazanirmis,Kazanirsa,Kazanmali,Kaza
nmalilar,Kazanmis,Kazanmisdi,Kazanmisdir,Kazanmislar,Kazanmislardi,Kazanmissa,Kazanmissalar,Kazanmisti

Ode, Odedi,Odediler,0demeli,0demeliler,Odemeye,Odemis,Odemisdi,Odemisdir,0demisler,Odemislerdi,0demislerdir, Odemismisse,Odemismisseler,Odemisse, Odemisseler,Odemisti,Oderler, Oderle
rdi,Oderlermis,Oderlerse,Odermis,Oderse,Odesin,Odesinler,Odetir, Odetirler,Odeyecekler,Odeyeceklerdi,Odeyeceklerdir,Odeyecekse, Odeyecekti,Odeyecektir

Hediye etHediye etdiHediye etdiler,Hediye etdir,Hediye etmis,Hediye etmisdiHediye etmisdir,Hediye etmisler,Hediye etmislerdi,Hediye etmislerdir,Hediye etmismisse,Hediye
etmismisseler,Hediye etmisse,Hediye etmisseler,Hediye etmisti,
Harca,Harcadi,Harcadilar,Harcamali,Harcamalilar,Harcamis,Harcamisdi,Harcamisdir,Harcamislar,Harcamislardi,Harcamismissalar,Harcamissa,Harcamissalar,Harcamisti,Harcar,Harcardi,Harcarlar,Har
carlardi,Harcarlarmis,Harcarlarsa,Harcarmis,Harcarsa,Harcasin,Harcasinlar,Harcatir,Harcatirlar, Harcayacaklardi,Harcayacaklardir, Harcayacakti,Harcayacaktir

Aktar,AktaracaklardiAktaracaklardir, Aktaracakti, Aktaracaktir, Aktardi,Aktardilar, Aktarir, Aktarirdi, Aktarirlar, Aktarirlardi,Aktarirlarmis, Aktarirlarsa,Aktarmis, Aktarmisdi, Aktarmisdir, Aktarmislar,Aktar
mislardi,Aktarmismissa,Aktarmismissalar,Aktarmissa,Aktarmissalar, Aktarmisti

llet, lletdi,lletdiler,lletecekler,lleteceklerdi,lleteceklerdir,lletecekse, lletecekti, lletecektir, lletir, lletirdi, lletirdiyse, lletirdiyseler, lletirler,lletirlerdi,  letirlermis, lletirlerse, lletirmis, lletirmis, lletirse, lletmeli, Il
etmeliler lletmis,lletmisdi,lletmisdir, lletmisler, lletmislerdi,lletmislerdir,lletmismisse, lletmismisseler,lletmisse, lletmisseler, lletmisti, lletsin,lletsinler, lletti llettiler, llettir
Ulas,Ulasacaklardi,Ulasacaklardir,Ulasacakti,Ulasacaktir,Ulasdi,Ulasdilar,Ulasdir,Ulasir,Ulasirdi,Ulasirdiysa,Ulasirdiysalar,Ulasirlar,Ulasirlardi,Ulasirlarmis,Ulasirlarsa, Ulasirmis, Ulasirsa,Ulasmali,Ulasm
alilar,Ulasmis,Ulasmisdi,Ulasmisdir,Ulasmislar,Ulasmislardi,Ulasmissa,Ulasmissalar,Ulasmisti,Ulassin,Ulassinler,Ulasti,Ulastilar, Ulastir

Bagis,Bagisa,Bagisdi,Bagisdir,Bagismis, Bagismisdi,Bagismisdir,Bagismissa,Bagismissalar,Bagismisti,Bagisti,Bagistir,Bagistirlar
Sun,Sunacaklardi,Sunacaklardir,Sunacakti,Sunacaktir,Sundu,Sundular,Sunmali,Sunmalilar, Sunmus,Sunmusdu,Sunmusdur, Sunmuslar, Sunmusmussa, Sunmusmussalar, Sunmustu
Ver,verdi,verdiler,verecekler,vereceklerdi,vereceklerdir,verecekse verecekti,verecektir,vereler,verir,verirdi,verirdiyse,verirdiyseler,verirler,verirlerdi,verirlermis,verirlerse,verirmis,verirmis,verirse,ve
rmeli,vermeliler,vermis,vermisdi,vermisdir,vermisler,vermislerdi,vermislerdir,vermismisse,vermismisseler,vermisse,vermisseler,vermisti,vermisti,versin,versinler

Ode, Odedi,Odediler,0demeli,0demeliler,Odemeye,Odemis,Odemisdi,Odemisdir,0demisler,Odemislerdi,Odemislerdir, Odemismisse,Odemismisseler,Odemisse, Odemisseler,Odemisti,Oderler,Oderle
rd\,Oder\Ermis,ﬁderlerse)('jdermisj('jdersE,(‘jdesin,Odesinler,ﬁdEtir,Odetirler,Odeye(ekler,ﬁdeve(ek\erdi,ﬁdeye(eklerd\r,ﬁdeve(ekse,f}dEye(ekt\,bdeye(ektir
Geg,gecdi,gecdiler,gecdir,gecdirler,gececekler,gececeklerdi,gececeklerdir,gececekse gececekti,gececektir,gegir, gecirdi,gecirdiyse, gecirdiyseler,gecirmis,gegirse,gecmeli,gecmeliler,gegcmeye, gecmis,g
e¢misdi,gecmisdir,gecmisler, gegmislerdi,gecmislerdir, gegmismisse, gegmismisseler, gegmisse, gegmisseler, gegmisti, gegsin, gegsinler, gecti,gectiler, gectir
Uyar,Uyaracaklardi,Uyaracaklardir,Uyaracakti,Uyaracaktir,Uyardi,Uyardilar,Uyarir,Uyarirdi,Uyarirdiysa,Uyarirdiysalar,Uyarirlar, Uyarirlardi,Uyarirlarmis,Uyarirlarsa,Uyarirmis,Uyarirsa,Uyarmali,Uyar
malilar,Uyarmis,Uyarmisdi,Uyarmisdir,Uyarmislar,Uyarmislardi,Uyarmismissa,Uyarmismissalar,Uyarmissa,Uyarmissalar,Uyarmisti
Bildir,Bildirdiler,Bildirecekler,Bildireceklerdi,Bildireceklerdir, Bildirecekse,Bildirecekti,Bildirecektir,Bildirir, Bildirirdi,Bildirirdiyse, Bildirirdiyseler, Bildirirler,Bildirirlerdi,Bildirirlermis, Bildirirlerse,Bildirirmi
s,Bildirirse,Bildirmeli,Bildirmeliler,Bildirmis,Bildirmisdi,Bildirmisdir, Bildirmisler,Bildirmislerdi,Bildirmislerdir,Bildirmismisse, Bildirmismisseler,Bildirmisse,Bildirmisseler, Bildirmisti,Bildirmiyeceklerdir,Bi
Idirmiyecektir,Bildirsin,Bildirsinler,Bildirtir,Bildirtirler

Alinti, Alintidilar, Alintidir, Alintidirlar, Alintidirler Alintimali, Alintimalilar Alintiyacaklardi, Alintiyacaklardir Alintiyacakti, Alintiyacaktir

Transfer, Transferdi, Transferdir, Transferdirler, Transfermis, Transfermisdi, Transfermisdir, Transfermisler, Transfermismisse, Transfermismisseler, Transfermisse, Transfermisseler, Transfermisti

Figure 4.26: Selected stem+suffix matchings

Since the intersection of the two stemming lists is not empty, the ‘bilgi” words used in the
two phrases are used with the same meaning. The quantity of the elements in the intersection set

supports this idea.

Ver
Tlet
Akt
15t set of suffix 20d got Of SUFFIX e B ag?;

combinations combinations Ulas
Sun

Ode
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Figure 4.27: Intersection of the stemming lists

Therefore, the ‘bilgi” words used in the two sentences are the same. In other words, they
are not homonyms.

In Turkish even some words have the same stem, they have different meanings with
different suffixes: Gozlemek/Gozlik = To wait/Glasses.

Original copy of the answer key:

S.6)a) Tanzimat Ferman1'min 1839’da ilan edilmesine karsilik Tanzimat edebiyati ni¢in 1860 ylhnf]a baslamigtir?
Agiklaymmz. (5p) Siyosi we. cascal oladarn edeb'uak .Q_Fu‘.‘; l\j‘ '°(Qlé/~rr n
Ancal  siyasi . sesyal  qelmelerin toplomsal hayakles  lbabul qF (& WSImseripes
eseslesde ‘S\h‘y\""e-)/ 2aman altr. SAi'r ce.  Yacerlarn eserterisde  qdsadiblrs
dSnemin _ ettller) taciaiimasic. .. . i co -

’
»

Figure 4.28: Selected category from the answer key

Some words even have the same stem, the meaning of them are different with different
suffixes. If we detect any situation like this, then we need to prepare separated stemming lists for
the words for preventing the misunderstanding in the final grading stage.

Figure 4.28 is an original part of the answer key and figure 4.30 is an original part of the
student answer paper. The terms ‘gdrmesi’ and ‘goreneklerinden’ from the texts have a similar
problem described above. Both of them have the same stem: ‘gor’. We will identify if they have

different meanings with different suffixes or not by using the following algorithm.

93



Original

N
9

Translation

* 6) Tanzimat Fermani'nin 1839'da ilan edilmesine karsilik Tanzimat
edebiyatinigin 1860 yilinda baslamistir? Agiklaymiz. (5p)

* Siyasi ve sosyal olaylarin edebiyati etkiledigi agiktir. Ancak siyasi, sosyal
gelismelerin toplumsal hayatta kabul gérmesi, 6ziimsenmesi,eserlerde
islenmesi zaman alir. Sair ve yazarlarin eserlerinde yasadiklar1 donemin
etkileri kaginilmazdir.

\

\ /

* 6) Why Even though Tanzimat Edict was issued in 1839, Tanzimat
literature started in 1860? Explain. (5p)

* It is clear that political and social events affect the literature. However to
be accepted and assimilated of these events in the social life and to be
used in the literature is a matter of time. The era when the poets and
authors lived has inevitable influence on the works of the poets and the
authors.

J
\

J

Figure 4.29: Original and translated versions of the selected category

S.6)a) Tanzimat Fermani'nin 1839°da ilan edilmesine Karsilik Tanzimat edebiyati nicin 1860 yiinda baglamistr?

Agiklayimz. (5p)

Siilemiz. e W&umsz jelenela ve gprene (cle/Malon bopomont alaek (
%r\oe denil v edebNg* eoa wehye Sk alile) e e c!u'il\‘d\y@"”ﬁ*-/.

Figure 4.30: Student answer

All the synonym and related words of the terms are obtained from the TLA-BTD without

making stem+suffix separation. Figure 4.32 is the list of the synonym and related words. Since

the intersection of the two lists is empty, the terms have different meanings. Therefore even if the

terms have the same stem, we need to prepare stemming lists for each one separately.
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1839'da ilan edilmesine karsilik Tanzimat
da baslamistir? Agiklayiniz. (5p)

gelenek ve goreneklerinden kopmamislardir.
batiya giden alimler, yeni yeni geviriler

hors did not break with their custom and traditior
rated to west for the west literature produced new

Figure 4.31: Original and translated versions of the student answer

| 15t set of terms n

.

Figure 4.32: Intersection of the synonyms and related words lists

These words have different meanings even if they have the same stem, and so we need to

prepare two different stem clusters for them.

4.5 Results
Student_ID Grade TM48 Grade 48 Error Abs_Err Ratio
1 27 26 -0.038 0.038 1.038
2 29 30 0.033 0.033 0.966
3 32 37 0.135 0.135 0.864
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4 25 24 -0.041 0.041 1.041
5 36 38 0.052 0.052 0.947
6 29 27 -0.074 0.074 1.074
7 28 33 0.151 0.151 0.848
8 27 29 0.068 0.068 0.931
9 31 31 0.000 0.000 1.000
10 25 32 0.218 0.218 0.781
11 41 37 -0.108 0.108 1.108
12 44 44 0.000 0.000 1.000
13 38 36 -0.055 0.055 1.055
14 33 27 -0.222 0.222 1.222
15 39 39 0.000 0.000 1.000
16 35 33 -0.060 0.060 1.060
17 30 42 0.285 0.285 0.714
18 42 44 0.045 0.045 0.954
19 35 37 0.054 0.054 0.945
20 31 36 0.138 0.138 0.861
21 29 36 0.194 0.194 0.805
Mean 32.667 34.190 0.037 0.094 0.962

Table 4.1: Recalculated grades and comparison

The dictionaries created by using the developed algorithms are uploaded to the text miner
tool for the each category separately, and the grade is calculated by the tool for the category. And
then, all the grades are compiled together and for each student a general grade is calculated.
There were some multiple choice questions in the original exam papers. Since we only focus on
the written parts, we eliminated the multiple choice questions and then recalculated the students’
grades just based on the written parts. The total grade of the written parts is 48. In the Table 4.1
column Grade 48 has the total grades of the students based on the original grades,
Grade_TM_48 has the total grades of the students calculated by the text mining algorithm. Ratio
= Grade_TM48/Grade_48, Error = 1 — Ratio, and Abs_Err = Absolute (Error). Some grades
calculated by the algorithm are less than the original grades and some of them are more than the
original grades. Therefore we have some positive and negative error scores. Abs_Err has the

absolute error scores which is the most reliable measurement for assessing the success of the
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algorithm. The mean Abs_Err is 0.09427. In other words, the mean of absolute accuracy of the

algorithm is 1-0.09427=0.90573.

Grades And Comparison

43 =

38 - yA
33 = 13 4 | % \ s > L
28 - A &QA{'L
g I 4 37
g 23 —Grade_TM48
18 - Grade_48

2 ST 3 4 5 6 T 8§ 9 10 11 12 13 14 15 16 17 18 19 20 21
Student Id

Figure 4.33: Comparison of the results

As given in Figure 4.33, the original and algorithm calculated grades have similar
distribution. This shows the success of the algorithm. Also, the Figure 4.34 has the distribution
of the absolute errors. The maximum error rate is 0.3, and also there are some 0 error rates which

mean that the algorithm calculated exactly the same grades with the original grades.

Abs_Err = Absolute[1 - (Grade_TM48 / Grade_48)|

0.3
“ - . /\

0.2

" ?A@Aﬁ;v%é

0

1 2 3 4 5 6 i 8 9 10 11 12 13 14 15 16 17 18 19 20 21
Student Id
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Figure 4.34: Absolute error rates

4.6 Future Work: Open-ended questions

In the exam papers in the data set, there is no open-ended question but it is another
difficulty that researchers may have during the creation of the algorithm. Since the answer of
such questions is completely based on the personal opinions, there are infinitely many
possibilities for the correct answer. And so, the dictionary of such a question would include
almost infinitely many words/phrases. Also, to create dictionaries for such questions is very
time-consuming and needs so much energy and a teamwork. Therefore, the accuracy rates of the
algorithms based on these kind questions would be not as good as the algorithms based on the
close-ended questions. The only hint based on that a dictionary can be created is the key words in

the question. Following is an open-ended question example.

Example 4.3: Mutluluk nedir?/What is happiness?

Mutluluk/Happiness is the only significant word in the question but millions of books can
be written about it.
For such a word the dictionary would be as following:

Mutluluk
Kivang
Saadet
Bahtiyarlik
Huzur

Kut
Ongunluk
Nese
Gulliimsemek
Tebessim
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These words are the synonymous or related words of ‘mutluluk’. A dictionary based on
‘mutluluk’ would consists of these words and their all the suffix combinations.
“Mutluluk, aglayabilmektir bir dostun derdiyle”/”Happiness is to be able to cry for a friend’s
misery”’

The person who wrote this sentence explains the happiness with these words:
Aglamak/To cry
Dost/Friend
Dert/Misery

However, none of them is matching to a word in the dictionary prepared for the question.
Also any suffix combinations of the words do not match any word in the dictionary prepared for

the question. So the regular algorithms do not work so good for the open-ended

questions/answers.
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