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Abstract

In dynamic environments, the control of a formation of unmanned vehicles remains a

significant control problem on both network and guidance dynamics levels. Currently, for-

mations of unmanned vehicles require multiple ground operators to supervise the movement

of a formation to effectively execute a task or mission objective. By designating a single

vehicle as the lead agent of the formation, control over the entire formation reduces to a

distribution of information through a single vehicle, thereby reducing the number of re-

quired ground operators. In such architectures, the location of the leader and the manner in

which the control is distributed amongst the decentralized formation must suit the desired

behavior requested by the ground operator. This work centers on the implementation of

a single-leader formation of unmanned vehicles following a desired trajectory. Incorporat-

ing the desired formation behavior provided by a ground operator, the locally implemented

distributed controllers satisfy a previously established global performance index, leveraging

only local information exchange in the decentralized formation.

Consider a fleet of unmanned vehicles moving through an environment under the di-

rection of a single lead agent communicating with a ground operator. The topology of the

communication structure is unknown to the operator, knowing only that it communicates

with a single vehicle in the formation and provides a desired behavior for the formation as

it moves along a series of predetermined waypoints. The formation establishes its leader

based on the desired response from the ground operator and the knowledge of the formation

structure, as determined exclusively through nearest-neighbor communication.

The contributions of this work are twofold. First, a novel approach to the decentralized

selection of a formation leader establishes a leader best suited to follow a desired trajectory

while adhering to the behavioral constraints requested by the ground operator. Second, an
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optimal control approach to a distributed controller design incorporates trajectory tracking

and formation keeping through the underlying communication topology of the unmanned

formation. This distributed design provides the leader with feedback from its followers,

thereby reducing control usage by the followers to retain the formation structure and allows

the leader to track the desired trajectory from the ground operator.
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Chapter 1

Introduction

With the advent of increased computational ability of onboard computers and the poten-

tial to maintain large teams of unmanned vehicles simultaneously, decentralized distributed

control of formations has gained sizable interest over the past years. In an effort to develop

flexible formations that handle changing environments, attention has focused on creating ro-

bust methods that adjust to vehicle attrition and environmental uncertainties. This disserta-

tion develops a guidance controller for a formation of unmanned vehicles using characteristics

of the underlying communication structure. This controller exploits inherent properties of

network topology, utilizing the communication structure, desired formation behavior from a

ground operator, and other intrinsic attributes as design variables to satisfy a global perfor-

mance index using only local information exchange.

A multi-agent formation of autonomous vehicles is tasked to maneuver through an ob-

structed environment, following a set of sequential waypoints provided by a ground operator.

The agents share a global performance index, but the control laws considered herein are de-

centralized, since the agents are unaware of the commanded trajectory. This permits them

to only sense the state of their nearest neighbors while the waypoints that describe the tra-

jectory are known exclusively to the global leader. This trajectory is supplied by a ground

operator sharing a single link with the formation leader who is elected by the decentralized

formation. Sensor data of each agent is processed locally using a Kalman filter so that the

state of the leader may be indirectly observed.

This work develops a decentralized control strategy based on the desired response of the

formation to a single exogenous input provided by a ground operator and the communica-

tion capabilities inherent to the previously established interactions amongst the unmanned
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agents. The controller allows an agent variable dependence on its leaders and followers,

ranging from a leader-follower to a virtual-structure control architecture. In a leader-follower

control strategy, a hierarchy of leaders and followers are designated and the control on the

leader is not affected by the state of the followers. A virtual-structure control strategy treats

the formation as a rigid body without any detailed hierarchy. In this application, the afore-

mentioned architectures act as a bound on a control continuum such that a leader shares a

dependence on the state of its followers, and vice versa. The location of the leader in the

topology elicits certain types of behavior from the formation in terms of its response to an

exogenous input, thereby restricting the bounds of the allowable control to stabilize the for-

mation. Balancing these constraints with the desired response of the network, as requested

by a ground operator, the individual agents determine their own control by using limited

information of the network to best satisfy the wants of the user and constraints of the graph

topology.

This dissertation centers around the control of a single-leader formation that reflects the

wants of the ground operator. Given that a ground operator’s command will not exclusively

align with the leader-follower or virtual-structure control strategies necessitates the design

of a controller that exists between these two bounds. Section 1.1 provides an account of

previous controller designs for formations of unmanned vehicles. The inclusion of graph

theory to aid in solving these problems motivates a brief overview of graph theoretic provided

in Section 2.1. The problem addressed requires the selection of a single leader, best suited to

reflect the wants of the ground operator and the needs of the formation structure. With this,

an account of various centrality measures used to identify key players in a network is provide

in Chapter 2. This section reveals the need for a new centrality measure that incorporates the

dynamic capabilities of the formation while considering only nearest-neighbor interaction.

A formal definition of this centrality measure, termed the dynamic Laplacian centrality,

displays its applicability to the problem considered in identifying agents dynamically capable

of leading the formation.
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As previously stated, since the formation needs to adapt to attrition, a method of

identifying changes to the formation is required. Chapter 3 illustrates a recursive method

of checking the formation for changes. This method, termed the decentralized adjacency

algorithm, coupled with the leadership parameter described in Chapter 2, leads to the devel-

opment of an inherent hierarchy. Section 4.3 provides the coupling of these procedures and

the instantiates a hierarchy into the decentralized formation. The ground operator provides

the formation leader with a series of waypoints to follow such that the manner in which the

formation approaches the waypoints becomes a design parameter of the mission. Chapter 5

presents a novel approach to determining the desired track through these waypoints with

the application of Bézier curves which provides the ground operator with an additional level

of control of the behavior of the formation along the track. Finally, Chapter 6 presents the

optimal control approach to designing the distributed control architecture for the decentral-

ized formation. A brief description of optimal control and how it applies to this problem

provides the foundation for the controller design which incorporates the wants of the ground

controller, the restrictions of the communication structure while retaining the formation

structure, and follows a desired trajectory.

1.1 Literature Review

The centralized control problem involving predetermined sets of leaders and followers

for distributed control has long since been solved for a fully connected information exchange

network [1, 2, 3]. Recognizing the robust appeal of decentralized formation control, a recent

push in multi-agent control has expanded upon these classic examples to include localized for-

mation control for more sparsely connected networks [4]. Coordinated control of multi-agent

systems has received great attention due to their improved productivity in completing com-

plex tasks over their individual counterparts. Coordinated decentralized control opens the

door to multiple fields of study including space, terrestrial and oceanic explorations, space-

craft formation flying, cooperative surveillance, and sensor networks [5, 6]. When establishing
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a hierarchy, separate sets of leaders and followers work to solve the n-trailer problem for a

convoy of vehicles through the local sensing of position and velocity [7, 8, 9]. Alternatively, a

consensus approach to virtual-structure control is typically implemented when coordinating

vehicle formations for directed and undirected communication topologies because of its ap-

plication to graph theory and the analytic capabilities for stability analysis [10, 11]. In the

application herein, elements of the consensus approach to formation control help to retain

the formation structure while relaxing the predetermination of a leader-follower hierarchy.

The intermingling of graph theory and control theory has a rich history, dating back to

applications of decentralized controllers investigated in the 1970s [12]. Modeling the intercon-

nections of a formation through graph theoretic matrices allows the application of algebraic

tools in analyzing stability and the application of topologies in decentralized formations. The

computational ease of these methods allows them to be utilized onboard flexible formations

topologies and in dynamic mission environments. To mitigate discrepancies between network

and formation dynamics, efforts by [13], [14], [15],and [16] work to control the dynamics of

the network to complement the motion of the formation. Original work by Fiedler found

that certain graph theoretic matrices provided topological descriptions of the connectivity

and, in turn, the convergence properties of a network. This measure of connectivity, named

the Fiedler value, marked the onset of investigations linking communication dynamics to

the spectral properties of the network topology [17]. Other applications of the Fiedler value

surfaced in the analysis of networks for data mining, consensus agreement and data clus-

tering where it provided an ad hoc estimation of an otherwise computationally expensive

grouping of network nodes based on the topological structure [18]. With this, elements of

graph theory help bridge the gap between the restriction of the communication network and

the control capabilities of the formation.

The use of unmanned vehicles in decentralized settings led to combining methods of

formation control and graph theory to determine regions of stability based on the communi-

cation characteristics of the network. Fax and Murray used tools from algebraic graph theory
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to relate the underlying communication structure to the formation stability [19]. Using a

Nyquist criterion, the eigenvalues of the graph Laplacian helped prove formation stability.

To avoid restrictions inherent in directed graphs, the proposed controller estimated the lo-

cation of the formation center such that delays or limited information of individual vehicles

did not hinder the convergence of the formation. The advent of these methods postulated

that further extensions into nonlinear systems with variable time delay and controllers cable

of stabilizing command over convoys, or strings, of vehicles relied on controllers that better

utilized the topology of the communication network [20]. An application of these findings

will aid in the development of the guidance controller that depends on the stability and

topology of the network.

Several aspects of cooperative control of unmanned vehicles have explored various con-

trol schemes in which limited bandwidth and communication present complications for de-

centralized control. In 2007, Sorensen and Ren exploited nearest-neighbor communication in

formation networks, arriving at a formation control using either a leader-follower or virtual-

structure framework [10]. Through consensus, an estimation of the formation center allowed

the vehicles to estimate their location in the formation based on nearest-neighbor information

exchange. For directed networks where the leader must occupy the root of a spanning tree,

a selected formation control could generate, what Ren referred to as “simple” followers who

lacked direct communication to the formation leader, resulting in disjoint formations. Other

approaches to combining the leader-follower and virtual-structure formations by Zhong-Hai

et al. used clustering to find the location of multiple leaders in underwater formations groups

such that the leaders of each formation used a leader-follower formation types while the in-

dividual clusters of followers used virtual-structure control to follow their local leader [21].

In Ren and Zhong-Hai’s works, controllers for single and double-integrator dynamics uti-

lized the feedback capabilities in virtual-structure formations and the implications of limited

inter-vehicle information feedback in leader-follower formations proved unfavorable because

the follower networks may become disjoint and the formation may falter. By first addressing
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the topology of the network, identifying locations for control inputs, and designing around

the predisposed network limitations a formation may operate without becoming disjoint.As

seen from the previously mentioned application of graph theory in the construction of viable

control laws for decentralized formations, the next chapter provides a brief overview of the

basic graph theory essential to the development of the later formulated distributed control

law.

1.2 Contributions

This dissertation addresses the feasibility of manipulating a decentralized formation of

unmanned vehicles from its inception to its completion by utilizing only the limited obser-

vation capabilities of each decentralized agent. Throughout this investigation, many novel

and interesting contributions surfaced as a result of the need to address this single-leader

scenario in a new way. A new centrality measure is introduced that leverages the dynamic

characteristics of the decentralized network and characterizes the individual nodes by their

contributions as a viable formation leader. This centrality measure then contributes to a

novel approach for hierarchy development and illustrates the iterative method of establishing

it through neighbor-to-neighbor communication exchange. The formation leader is provided

with a set of waypoints to intercept during the mission. This work presents a novel variation

of waypoint following by implementing Bézier curves and controlling the shape of the desired

trajectory through information provided by the ground operator. Lastly, a decentralized ap-

plication of the linear-quadratic-tracker provides an novel alternative to formation keeping

and trajectory tracking problems. The locally implemented controller exploits an agent’s ag-

gregated knowledge of the formation structure to locally determine its control in satisfying

a global performance criterion. Additional variations of this decentralized controller further

limit the influence non-neighboring members have on an agent’s locally implemented con-

trol, thereby stabilizing the formation through purely decentralized methods. Cumulatively,
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these contributions provide a new approach to decentralized control and present them in a

realistic environment for effective implementation.
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Chapter 2

Network Centrality

Elements of graph theory provide a logical correlation between the communication struc-

ture of the unmanned vehicles and a mathematical representation of the data. With this, the

mechanical nature in which the agents receive or transmit data, the modes of communication,

and other physical traits associated with the exchange of information become irrelevant in

the description of the underlying communication structure. Using a graphical representation

of the network as to only describe the direction of communication within the underlying

topology thereby avoids these physical abstractions altogether. This investigation intends to

expand upon the application of graph theory to the selection of a single leader in a network

to accomplish a mission objective, not to provide an exhaustive description of graph theory.

To this end, a brief description of basic graph theory should adequately provide the tools

needed to implement the content herein.

2.1 Preliminaries

A network, or graph, structure G consist of vertices V (nodes, players, agents, etc.).

Consider a set of 2-element subsets, denoted as [·]2. Therefore, an edge set is defined as

E ⊆ [V ]2 such that E is a particular subset of [V ]2. With this, the graph, G, is defined as

the pair G = (V,E), given in Fig. 2.1 [22, 23].
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Graph G consisting of Vertices (V) and Edges (E)

  1

  2

  3

  4

Vertices, V

Edges, E

Figure 2.1: Example of an undirected, connect graph consisting of vertices (V ) and edges V .

The vertices make up a vertex set denoted as V = {v1, v2, . . . , vn}, representing n elements

of a set. In terms of the problem in question, each vertex represents an unmanned vehicle

such that each element of the set has a specific identification. Edges of a network represent

communication between vehicles. By convention, elements of the edge set E = {vivj} states

that the communication transmits from vertex i to vertex j such that i, j = 1, . . . , n. On

a graph, points represent agents while arrows represent communication originating from

the transmitting agent and terminating at the receiving agent. If subsets {vivj} ∈ E and

{vjvi} ∈ E, then the edge represents bidirectional, or undirected, communication where both

agents transmit and receive information along the graph edges [24]. Unless otherwise stated,

edges without arrows indicate undirected communication.

When describing the relationship between vertices and edges of a graph, the adjacency,

degree, and graph Laplacian matrices help to represent the graph algebraically. The ad-

jacency matrix provides a row ordered depiction of each node’s first-degree neighbors such
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that a single edge connects the nodes.

Aij (G) =


1, if (i, j) is an edge in G

0, otherwise

(2.1)

Equation (2.1) describes a binary matrix A such that the sum of the rows defines the degree

of connection, di (G), for each ordered node i of the graph, G, and each filled element of a

column j indicates an existing communication link between nodes i and j.

∆ (G) = diag ([d1 (G) d2 (G) . . . dn (G)]) (2.2)

Equation (2.2) defines the diagonal degree matrix whose diagonal elements contain the row

sum of the adjacency matrix A, or the degree, di (G) of each node, i. Using the example

graph in Fig. 2.1, the accompanying degree matrix is given in Eq. (2.3).

∆ (G) = diag ([1, 3, 2, 2]) (2.3)

Different combinations and normalizations of the adjacency and degree matrices form the

basis of graph theory in that the two matrices provide an algebraic description of a physical

network [25]. One such manipulation of the adjacency matrix comes from its normalization

by the degree of each node, di (G).

Āij (G) =


1

di(G)
, if (i, j) is an edge in G

0, otherwise

(2.4)

Equation (2.4) incorporates the structure of the network along with the degree of each

connection to fully describe the topology of the graph. A comparison of the adjacency

and normalized adjacency matrices is given in Eq. (2.5) for the example graph provided in

Fig. 2.1, where the rows are ordered by the unique identification of the nodes in ascending
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order.

A =



0 1 0 0

1 0 1 1

0 1 0 1

0 1 1 0


Ā =



0.000 1.000 0.000 0.000

0.333 0.000 0.333 0.333

0.000 0.500 0.000 0.500

0.000 0.500 0.500 0.000


(2.5)

The nonnegative construction of Ā holds specific spectral properties realizable through the

theory of nonnegative matrices, particularly the Perron-Frobenius theory for irreducible, or

strongly connected, graphs. The strongly connected stipulation requires that each node be

reachable from all other nodes in the network through a finite number of edges. Satisfying

this constraint through the use of undirected graphs, the Perron-Frobenius theorem applies

directly.

Theorem 2.1 (Perron-Frobenius) Let F be a nonnegative, irreducible matrix and let ρ (F)

be the spectral radius of F such that ρ (F) is the supremum of the absolute value of the

elements in the spectrum. The following are true:

(1) ρ (F) > 0

(2) ρ (F) is a simple eigenvalue of F , and any eigenvector of F of the same modulus is

simple

(3) F has a positive eigenvector x corresponding to ρ (F) such that every element of the

eigenvector is positive

This spectral description of nonnegative matrices aids in connecting the graph theoretic

properties of the network to the dynamic properties of the unmanned formation. The con-

struction of the graph Laplacian matrix branches the application of the network graph for

the communication dynamics to the unmanned formation, thereby relating a communication

topology to the guidance controller. Define a matrix L based on the adjacency of neighboring

nodes in the network.

L (G) = ∆ (G)−A (G) (2.6)
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For a connected graph, the graph Laplacian has a few properties that help bound the spec-

trum of the graph which are covered extensively in Chung’s monograph on the spectrum of

the graph Laplacian [26]. Using the same approach to normalizing the adjacency matrix in

Eq. (2.4), an extension of Eq. (2.6) reveals a simple connection to nonnegative graphs.

L (G) = In − Ā (G) (2.7)

Equation (2.7) finds the difference between the n×n identity matrix, In, and the normalized

adjacency matrix to formulate the normalized graph Laplacian matrix. The unit shift in

Eq. (2.7) also shifts to the eigenvalues of the graph Laplacian such that the eigenvalues, λ, of

L are equal to (1− ρ) of Ā. Given the spectral properties set forth by the Perron-Frobenius

theorem, the following conclusions may be formed about the graph Laplacian.

Proposition 2.2 L has a simple eigenvalue of zero and associated eigenvector v = 1, where

1 represents the ones vector of length n.

Proposition 2.3 If G is strongly connected 0 = λ0 < λ1 ≤ λ2 ≤ . . . ≤ λk where k =

0, 1, . . . , n− 1, and λk denotes the eigenvalues of L ordered by increasing magnitude.

Proposition 2.4 If G is undirected, then all the eigenvalues of L are real.

Proposition 2.4 comes directly from the Perron-Frobenius theorem for nonnegative matrices

which localizes the eigenvalues of the normalized graph Laplacian between zero and two,

such that the eigenvalues lie on a disk of radius one (referred to as the Perron disk), centered

at 1 + 0j where j =
√
−1. Given Proposition 2.4 and the bounds provided by the Perron

disk, the normalized eigenvalues of the graph Laplacian will lie on the real axis between zero

and two. Propositions 2.2 and 2.3 state that the lowest eigenvalue of the connected graph’s

Laplacian matrix has a magnitude of zero, associated with the ones eigenvector of length

n. This characteristic of the graph Laplacian, along with the increasing magnitude of the

eigenvalues, will assist in describing the convergence properties of the first-order dynamics

of the formation.
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2.2 Network Centrality

To designate a node as significant, or deserving of leadership, implies a process of iden-

tifying a qualitative notion of importance. This process would observe the qualities of all the

nodes and weight them accordingly for a given objective, or mission, as to select the node

most capable in the network. Therefore, this measure of centrality has many definitions

such that the method of determining centrality characterizes the implied interpretation of

leadership. Using elements of graph theory, the proximity of a node, degree of connection,

and importance of neighboring nodes contribute to different measures of centrality. A mea-

sure of proximity defined as the greatest distance provides a different approximation of the

centrality measure than a proximity based on the shortest distance, thereby altering the

interpretation and application of the centrality measure. Most centrality measures define

distance as the geodesic, or shortest path, between nodes but if the communication does

not travel the shortest path, the initial assumption will result in a misrepresentation of the

centrality measure originally intended. Unless otherwise stated, the networks considered

herein model unweighted lines of communication such that the cost of traveling along any

edge takes the value of one, making the distance equal to the number of edges traveled along

the path between nodes.

Different centrality measures take precedence over others when restricting the direction

of information flow along communication lines and across nodes of the network. If the

topology has branching trees or cycles, the possibility of stagnation points or information

replication at a node will affect the selection of the centrality measure used. The direction

of information flow can also change the centrality meaning. Some measures assume the

information takes the shortest path (geodesic) yet if the information randomly selects the

route to move, much like a Markovian process, certain centrality measures do not reflect

the information expected from its metric due to misinterpretation between definition and

application [27].
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In a directed network, the information flows in a one direction. Networks without

cycles broadcast information along distinct nodes and edges, reaching nodes only once. This

directed trajectory describes graph-theoretic paths, trails, and geodesics. Communication in

directed networks with cycles still have a restricted trajectory along its links but information

may revisit the nodes. This creates a challenge in information update such that a node

receives outdated information, much like attitudes or opinions in social networks. Because

of the cyclic nature in the information exchange of the network, centrality measures must

take into account the communication structure, as well as the topology, when applying a

centrality measure for leadership selection. Metrics that weight a degree of connection over

the importance of an agent’s connections better characterize a leader for directed networks.

Conversely, undirected graphs enable information to traverse a node or edge multiple

times such that the centrality description relies more on the importance of a node’s neigh-

bors rather than the immediate connections of the node. With information able to flow

unrestricted along an edge, a neighbor’s influence carries more weight, in terms of leadership

qualities, yet its level of communication should continue to bear weight in the centrality

ranking. With this, measures that determine a node’s prestige in a neighborhood account

for the importance of a node’s neighbors, as well as, the node’s location in the network

structure. A brief presentation of centrality measures typically implemented in the following

sections will provide an understanding of proximity and prestige centralities, to later define

a new centrality measure through the graph Laplacian.

2.3 Degree Centrality

Degree centrality provides a very basic description of a node in a network based on its

level of connection. From a graph-theoretic perspective, calculation of the degree, di (G), of

a node simply amounts to the row sum of the network adjacency matrix. Another way to

describe this measure is by the cardinality of node i’s neighborhood, Ni (G), defined as the
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set of nodes adjaecent to node i, such that di (G) = |Ni (G)| [28].

Cd (i;G) =
di (G)

n− 1
=
|Ni (G)|
n− 1

(2.8)

By normalizing the centrality measure by the largest number of connections possible, (n− 1),

the degree centrality ranks a node between zero and one, shown in Eq. (2.8). This centrality

measure relies only on the number of first-degree connections in the network, rather than

the trajectory of the information flow. In terms of leadership, deal makers who exchange

information with others have a high degree centrality. With this, selection of a leader based

on the degree centrality implies that a powerful node can reach a large density of the network

through its first-degree connections.

The ability to immediately communicate with a large density of the network describes

a suitable leadership quality of an agent. Given that degree centrality measures the quality

of a node by its degree cardinality, situations and mission objectives that require access to a

large density of the network immediately by an exogenous input lend themselves to a leader

with a high degree centrality rank. This does not account for the structure of the network

outside of first-degree connections, making this measure a local description of the node in

the network, restricted to its neighborhood.

Applying this concept of degree centrality for nodes on the level of the network graph, a

comparison of networks across varying topologies and size helps identify networks that suit

themselves to degree centrality based leadership [28].

i∗ = arg max
i

Cd (i;G) (2.9)

Cd (G) =

∑n
i=1 [Cd (i∗;G)− Cd (i;G)]

n− 2
(2.10)

Equation (2.10) finds the average difference between the greatest degree centrality rank-

ing, Cd (i∗;G), and all other degree centrality measures, Cd (i;G), normalizing by the largest
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number of connections possible for a pair of nodes, (n− 2). The resulting degree centrality

of the graph values the level of connection of the entire network. Homogeneous graphs,

where the degree of connection regularly distributes throughout the graph, result in a lower

graph degree centrality rankings. Complete graphs that utilize all possible connections, or

k-regular graphs with each node sharing k connections, convey low graph degree centrali-

ties suggesting a more homogeneous topological construct in the absence of nodal clusters.

With this, graph degree centrality provides a first approach to investigating the existence

of a dominating player in the network. Networks returning a low Cd (G) value distribute

connections uniformly in the topology such that applying a nodal degree centrality to locate

a leader will not result in an unanimous decision by the network on a predominant leader.

2.4 Closeness Centrality

Closeness centrality measures a node’s proximity in terms of its distance to all other

nodes in the network such that the closeness centrality measures a nodes level of indepen-

dence in the network. An independent node does not rely on intermediaries to influence

other nodes to communicate with the entire network because they require less assistance in

communicating with all other nodes in the network [29]. Accordingly, an agent’s indepen-

dence in a network provides a suitable leadership quality based on its location and proximity

to all other nodes in the network.

Cc (i;G) =
n− 1∑

j 6=i γ (i, j;G)
(2.11)

The closeness centrality, Cc (i;G), of a node i, given in Eq. (2.11), defines the measure as a

function of distance γ (i, j;G), from the node i to node j. Letting the distance γ define a

geodesic, then the denominator of Eq. (2.11) provides the accumulation of the “farness” node

i has to all other nodes in the network. Consequently, the inverse of the farness measure

provides a closeness measure of node i to all other nodes.
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To correctly interpret centrality measures with proximity considerations, trajectory and

distance must have a clear definition prior to calculation. Geodesics provide a natural mea-

sure of distance since a broadcast signal moves along every connection from the input node,

including the shortest path. Therefore, the ambiguity of distance does not become a factor

for the intended application herein due to communication delays occurring at the nodes, not

in propagation along the edges.

Closeness centrality of a graph relates to the compactness of a graph. Using the same

approach as in the case of degree centrality, a ratio of the gross difference in node closeness

centrality, Cc (i,G), to the maximum possible difference provides a means of comparison

between graphs of varying topology.

i∗ = arg max
i

Cc (i;G) (2.12)

Cc (G) =
(2n− 3)

∑n
i=1 [Cc (i∗;G)− Cc (i;G)]

(n− 2) (n− 1)
(2.13)

Equation (2.13) accumulates the difference between the maximum closeness measure, Cc (i∗;

G ), and compares it to all other nodal measures, Cc (i;G). To interpret the graph closeness

centrality, Cc (G), consider two extremes of connected graphs: the star and complete graph.

A star graph, or complete bipartite graph, consist of a single node sharing a connection with

all other nodes with degree one. This represents the most compact structure such that the

graph closeness centrality receives a maximum value of one. In a complete graph, each node

shares a unique connection to all other nodes of the network thereby utilizing every possible

connection. This represents a homogeneous graph, in all respects, resulting in a closeness

centrality measure of zero [29]. Used as a first approach in applying a centrality metric,

high graph centrality rankings suggest a higher likelihood of locating clusters and dominate

figures in the network. From a social networking standpoint, individuals near the center of

network communities have a higher closeness centrality ranking. They occupy the shortest

paths of information spread, making them important locally, yet not typically recognized as
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dominant figures in the network [30]. To this end, leadership situations that require shortest

paths of information spread to increase time response of a network, may lend themselves to a

closeness centrality ranking. In the event that a network exists in clusters, a nodal centrality

ranking indicates the location of the communities carrying more influence in the network.

The closeness centrality looks more to the topology of the network than the degree

centrality in determining the importance of the individual nodes yet it does have some

setbacks. Nodes close to dense populations and far from outlying nodes will receive a measure

similar to nodes with a moderate distance to all nodes of the network. With this, more

information about the connections of a node’s first-degree neighbors and the overall topology

of the network helps better define the hierarchy of the network structure.

2.5 Prestige Centrality

Prestige centrality takes into account a richer range of direct and indirect influences in

a network on individual nodes. The centrality measures considered insofar have provided

information about a node’s immediate connections or their relative position in the network

with respect to all other nodes. The ranking of these measures does not take into account the

aptitude or importance of surrounding nodes. Used as a measure of influence in undirected

communication, and power in exchange networks, prestige centralities use the importance of a

node’s neighbors to rank its own importance [28]. Loosely mirrored through a combination

of the degree and closeness centralities, an understanding of an agent’s influence on its

neighbors and how that influence translates to the network provides a suitable leadership

quality of an agent. The type of prestige centrality used depends on the topology of the

network, flow characteristics, and the type of information desired about the importance of

a node. Abstaining from an exhaustive review of all prestige centralities, this investigation

identifies centralities that obtain qualities for a single network leader.
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2.5.1 Eigenvector Centrality

Eigenvector centrality serves as a mathematical framework to characterize agents in a

network. Communication graphs visualized through the use of nodes and edges naturally

characterize individuals based on their neighboring connections. By expressing these inter-

actions in a matrix, eigenvalues naturally characterize nodes through a set of characteristic

values. One example uses the eigenvalues and eigenvectors of the adjacency matrix.

αPE = APE (2.14)

α1 ≥ α2 ≥ . . . ≥ αn (2.15)

Ordering the eigenvalues of the adjacency matrix, given in Eqs. (2.14) and (2.15), the largest

magnitude eigenvalue, α1, points to the eigenvector used as the centrality vector, PE, where

the superscript E denotes the vector P as the eigenvector centrality. The elements of PE

measure the prestige of the corresponding nodes, with higher magnitudes indicating more

central nodes in the network [27, 31]. A high eigenvector centrality works to identify the

powerful players in the network. These nodes have positions of power and influence the

network as a whole [32]. With the task of identifying an agent for leadership, eigenvector

centrality points to agents with greater global influence. In situations where the network

should act cohesively or need a dominant agent, eigenvector centrality produces suitable

leaders. The problem with this centrality lies in the way it handles peripheral nodes resid-

ing outside the community of the high centrality ranked agents. Using the structure of the

network as the mechanism for its ranking, the magnitude of a node’s importance reflects its

access to the leader. With this, centrality rankings with a wide spectrum present situations

where outlying nodes remain difficult to influence. By accompanying the eigenvector cen-

trality with a graph centrality measure such as degree or closeness centrality to determine

the homogeneity of the network, a justification to losing access to peripheral nodes via an

eigenvector centrality leader becomes available.
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2.5.2 Katz Centrality

Katz centrality, an extension of the eigenvector centrality, accounts for the degree of

connection for each node and their influence in the network. As with eigenvector centrality,

walks model the information trajectory, using nodes and edges multiple times to move around

the network. To measure not only the importance of location and distance from all nodes

of the network, but weight them based on their respective degree of connection, the Katz

centrality makes use of the normalized form of the adjacency matrix, Ā.

Āij =
Aij
dj (G)

(2.16)

Equation (2.16) normalizes each column of the adjacency matrix with respect to the in-degree

of the node. For undirected matrices, row or column normalizations remain equivalent due

to the symmetry of the adjacency matrix. The Katz centrality provides a more in-depth

look at directed networks and the effect directed communication has on the influence of a

node in the network [28].

PK
(
Ā
)

= ĀPK
(
Ā
)

(2.17)

Equation (2.17) provides the Katz centrality, PK , where the superscript K denotes the

vector P as the Katz centrality vector, which uses the normalized adjacency matrix. As

with the eigenvector centrality, the eigenvalue of the greatest modulus corresponds to the

centrality vector whose elements rank their associated node’s prestige in the network. With

this, an eigenvalue of one corresponds to the centrality vector, due to the normalization of

the adjacency matrix. Correcting the measure by each node’s cardinality provides insight

into the amount of access a node’s neighbors have with their common node. If node i

shares a connection with node j and node j has a higher degree of connection than node i,

node i’s prestige value reduces due to the limited access it has to node j. For undirected

communication graphs, the normalization with respect to degree reduces the Katz centrality

to that of the degree centrality.
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From a leadership perspective, degree of connection should factor into a node’s eligibil-

ity. The eigenvector centrality chose an endogenous prospective of the network, primarily

using walks as the delineating factor in the ranking metric. Normalizing by the degree of con-

nection, Katz centrality handles prestige measurements better for heterogeneous topologies

where degree of connection may vary greatly. Using both eigenvector and Katz centrality

simultaneously shows the cohesiveness of the network, providing a direction of investigation

based on the presence of communities. Also, Katz centrality corrects for some misleading

information inherent in the eigenvector centrality since degree of connection can change a

node’s influence with respect to other nodes in the network.

2.5.3 Second Katz Centrality

The prestige centralities considered insofar have considered the number of walks between

nodes such that each walk of any length influences the centrality of the node equally. The

second Katz centrality regulates the dependence of the centrality on the length of the walk

by damping the contribution of long walks to the centrality ranking. Using powers of the

adjacency matrix, walks of increasing length weight according to a damping factor α.

PK2 (A) = (In − αA)−1 αA1 (2.18)

The eigenvalue problem in Eq. (2.18) includes an addition damping factor of α used to

attenuate the effect of walks of increasing length have on the centrality measure, PK2, where

the superscript K2 denotes the vector P as the second Katz centrality vector.In Eq. (2.18),

In and 1 represent the n×n identity matrix and n×1 vector of ones, respectively. Expressing

Eq. (2.18) as a power series, the relationship between the damping factor and the power of

the adjacency matrix becomes apparent.

PK2 (G, α) = αA1 + α2A21 + α3A31 + . . . (2.19)
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Equation (2.19) shows that direct connections acquire more weight in the centrality measure

and connections of greater radial distance decay in influence. The introduction of this design

parameter provides a variable radius of influence. For small values of α, the contribution of

longer paths attenuate faster, such that direct connections and node cardinality influence the

centrality ranking more than the extended topology of the network. Conversely, as higher

values of α devalue longer paths smoothly, centrality scores reflect a node’s importance

based more on the endogenous topology than direct connections. To ensure convergence

of the power series, the largest value of α should not exceed the reciprocal of the greatest

magnitude eigenvalue, λ, of the adjacency matrix [28].

λ∗ = max |λk| (2.20)

α <

(
1

λ∗

)
(2.21)

Here, k = 0, 1, . . . , n − 1 for n nodes in the graph G. The second Katz centrality provides

a design factor enabling the rank of individual nodes to reflect the wants of a user. Should

the user want a leader focused on the needs of its immediate connections, a lower value

of α helps refine a selection more than the first Katz centrality or a degree-only centrality

ranking. If the leader should interact with the entire network evenly, choosing a higher value

of α depicts a leader more readily than a pure closeness or eigenvector centrality. To this

end, the second Katz centrality appears superior to other centrality measures yet, similar to

applying proximity based centralities, the validity of the second Katz centrality lies in the

application of the damping factor to the intended mission. With this, the range of convergent

damping factors depends on the spectral radius of each network’s adjacency matrix such that

the relevance of one damping factor in a network does not correlate to other networks with

different topologies. The damping factor provides flexibility for the user, blending between

a local and global understanding of influence in the network, but needs tailoring between

topologies to ensure that the ranking reflects the expected value of the centrality measure.
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2.5.4 Bonacich Centrality

The Bonacich centrality acts as an extension of the second Katz centrality. As a measure

of prestige, or power, this centrality makes use of the eigenvector problem in determining the

node’s importance and influence in a network based on predetermined weights on first-degree

connections and path lengths emanating from the node. The first design parameter, α, sets

a base value for first-degree connections, similar to the second Katz centrality. A second

parameter, β, permits a separate weighting on the path length such that the association of

a base value becomes uncorrelated to the influence of path length on the centrality measure.

PB (G, α, β) = (In − βA)−1 αA1 (2.22)

The combination of the parameters reflect different characteristics of the network topology

in terms of the centrality of a node. The base value parameter, α, serves as a weighting

factor for all first-degree connections, such that its value simply scales the centrality vector.

The interpretation of β and the centrality vector, PB, where the superscript B denotes the

vector P as the Bonacich centrality vector, helps delineate the second Katz centrality and

the Bonacich centrality. Viewing β as a probability that a communication sent will transmit,

by the receiving node, to any of its contacts, PB represents the expected number of paths in

a network activated directly or indirectly by each individual. Using a power series iterative

process to find the centrality vector, initializing from above to ensure that the centrality

vector corresponds to the principal eigenvalue, the parameter β can range from zero to the

reciprocal of the principal eigenvalue, previously stated in Eq. (2.21), to ensure convergence

of the series, such that 0 ≤ β ≤ α. With this, the magnitude of β should reflect the degree

to which communication transmits locally or to the structure as a whole. Small values of

β heavily weight the local structure whereas larger values account for the topology of the

network structure. To this end, β defines a radius of influence for the node. For a single

path in the network, (1− β)−1 defines the expected length of any single path emanating
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from positions in the network. Therefore, (1− β)−1 defines the radius investigated by the

centrality measure [33].

For networks that have a clear sense of hierarchy, the second Katz centrality and

Bonacich centrality can provide different interpretations of leadership. For networks where

hierarchy, or the presence of a dominant agent, has little affect on the communication or

performance of the network, the second Katz centrality selects nodes with higher cardinality

over nodes whose prestige depends on the importance of their neighbors. Conversely, if a

dominate node resides in the network such that topology directly reflects hierarchy, Bonacich

centrality identifies the more prestigious nodes. With this, the leadership qualities desired for

a single agent directly affect the selection of the two design parameters for Bonacich central-

ity. The base parameter α reflects the importance of direct connections while β determines

the importance of the network on the selection of the leader. Bonacich centrality provides a

radius of investigation, giving the measure a tangible interpretation of influence on a node,

lending itself to applications involving variation in direct and indirect communication.
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Chapter 3

Decentralized Adjacency Algorithm

In a decentralized network of unmanned vehicles, the agents need to communicate their

perspective of the network to their neighbors. In doing so, the network performs a status

update, identifying any possible changes to the previously understood topology. Ideally, given

a finite bandwidth between communicating agents, an agent only transmits the minimal

amount of information to their neighborhood as to feasibly perform the operation online

and in real time. By limiting the computational expense of the process, the network may

update faster than the dynamics of the physical formation, ensuring the stability of system.

Letting each agent transfer and receive the locally understood adjacency matrices of their

neighboring agents, the connected topology of the network allows the construction of the

network through each iteration locally.

The sharing of information among agents within their respective neighborhoods involves

several processes to ensure that the information passed contains the most updated view of the

network. To remain flexible to topological changes throughout a mission timeline, an agent

must check on their neighborhood, efficiently gather the needed information, and convey

their perspective of the network to their neighbors. The next sections detail the implemen-

tation of the decentralized adjacency algorithm (DAA), outlined in Fig. 3.1. Throughout

the mission timeline, each agent runs the DAA protocol to ensure that any changes to the

global formation structure is understood at the local level in a finite amount of time steps.

This algorithm allows each agent to not only learn the network through the local exchange

of information, but to later implement a leadership selection so that both a local and global

hierarchy is established.
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Figure 3.1: High level organization of the decentralized adjacency algorithm.

3.1 Initializing the Network

To begin the process of learning the network, the formation must first establish a con-

nected global topology, which is only initially known to a global observer. The connected

constraint of the problem ensures the reachability of each agent by all other agents in the

network, therefore making each agent a viable candidate for leadership, acting as the possible

location of the exogenous input from the ground operator. The initialization of the network

state derives from an agent’s ability to sense their neighboring network connections and ex-

change accurate information about their individual understanding of the network. Given a

heterogeneous network with identifiable agents, a few basic characteristics help each agent

effectively influence the network and learn the topology.

Consider an agent i in a connected network, shown in Fig. 3.2. The agent holds a

personal identification number (ID) which all other informed agents know. This agent carries

with it an ordered list (ascending) of its neighboring IDs that contribute to agent i’s initial
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understanding of the network structure. Knowing only its first-degree connections, agent

i believes it lies at the center of a star, or tree network, surrounded by p agents where

p = |Ni (G)|, with Ni representing the neighborhood of agent i within the locally understood

perspective of the network graph. From the initial understanding of the network, agent

i constructs its adjacency matrix, Ai (Gi), using the indexes of the ordered adjacency list

`i (Gi), holding the IDs of the agents in the network graph, Gi ⊆ G, as best understood by

agent i.

Agent

i

Agents

Previously

Removed

r−i

Recently

Removed

Agents

r+i

Adjacency

List

`i (Gi)

Adjacency

Matrix

Ai (Gi)

Neighborhood

Ni (G)

Identification

Number

ID

Figure 3.2: Properties of an agent i.

During each iteration, an agent calls on their neighbors to gather information. During

this process, if the agent does not respond, the agent realizes the loss of a neighbor and stores

their ID in the list r+
i . This list notifies the remaining neighbors of the loss in order to update

their information during the next iteration. Finally, each agent retains a list of the agents

lost along the mission timeline, r−i . As a network grows closer to consensus, the removal

of an agent may not be recognized by extended neighbors for many iterations, allowing

old information to feed back into an agent’s local understanding of the network. In the

next sections, a few methods explain how these lists help an agent learn the global network

topology through limited resources provided only through local information exchange.
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3.2 Roll Call

In the process termed “Roll Call” in Algorithm 1, each agent i gathers information

from their neighborhood, Ni. Neighboring agent j, with j = 1, . . . , |Ni|, provides their local

understanding of the network, Aj, and its accompanying adjacency list, `j. This information

then merges with agent i’s adjacency matrix, Ai, and accompanying adjacency list, `i, by

keeping the order of the list and the correlated indexes of the adjacency matrix in ascending

order according to the IDs of the agents (line 14). Section 3.2.1 provides a more in-depth

description of this process. If a neighboring agent does not respond, agent i removes agent

Ni (j) from their neighborhood and adds their ID to the list of agents to remove, ri (line 17).

After the agent calls on all its available neighbors for information about the network

(lines 3-19), the agent checks its list of agents to remove, ri, from the newly created adjacency

matrix and list (lines 20-26). This allows an agent to accumulate all the information from

their neighbors and rationalize for itself whether the agent was removed, added, or remains.

In the final steps of the Roll Call process, line 27, the agent finds the set difference between

the list of agents removed during the current iteration, t, and all past removals, r−i . Doing

so, the agent creates a list to notify its neighbors about the most current change to the

network topology. Line 28 adds the most recently removed agents to agent i’s memory of

lost agents during the mission, r−i .

Repeating this process for all agents in the network allows each agent to pull informa-

tion from their respective neighborhoods and have the entire network update simultaneously

at each iteration. Throughout this process, new instances of the agent’s adjacency matrix,

adjacency list, and neighborhoods (denoted with an asterisk) carry into the update phase of

the adjacency algorithm, present next in Section 3.2.1. This method preserves the informa-

tion from each iteration needed to move iteratively from one update to the next, restricting

each agent to only learn of network changes from its first-degree connections.
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Algorithm 1 Updating agent information at iteration t

1: procedure RollCall
2: Input: G
3: for i← 1, |V (G)| do
4: Ai . Adjacency matrix of agent i
5: A∗i . New adjacency matrix of agent i
6: `i . Adjacency list of agent i
7: `∗i . New adjacency list of agent i
8: Ni . Neighborhood of agent i
9: N ∗i . New neighborhood of agent i
10: ri . List of IDs for agent i to remove during iteration t
11: r−i . List of IDs removed by agent i during iteration (t− 1)

12: for j ← 1, |Ni| do
13: if Ni(j) ∈ V (G) then . Gathering information from agent j
14: Call [A∗i ,`∗i ] = MergeAdjacency(A∗i ,`∗i ,Aj,`j)
15: else
16: N ∗i ← N ∗i \ Ni(j) . Removing agent j from N ∗i
17: ri ← ri ∪Ni (j) . Add missing agent to ri, list to remove
18: end if
19: end for

20: if |ri| > 0 then . Removing agents from the update
21: for j ← 1, |ri| do
22: z ← [ri(j) : `∗i ] . Index of ri (j) in the new list `∗i
23: A∗i (z, z)← ∅ . Remove from adjacency matrix
24: `∗i (z)← ∅ . Remove from adjacency list
25: end for
26: end if

27: r+
i ← ri \ r−i . Agents for neighborhood to remove

28: r−i ← r−i ∪ ri . Agents removed by agent i
29: end for
30: return G
31: end procedure

3.2.1 Merging Matrices

The process of merging adjacency matrices begins by finding the union of the ID list

for agent i and j (line 3). The newly merged list, `∗, holds the ID of every agent present in
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both agent i and agent j’s understanding of the network. The index of the two subgroups, zi

(line 4), finds where the ID list of agent i intersects `∗, thereby indicating the location of the

elements of agent i’s adjacency matrix in the new adjacency matrix, A∗. Line 6 describes

the same procedure of finding the location of the indices of agent j’s ID list in `∗. Since zj

has the same number of elements as Aj, lines 8 through 17 search for nonzero elements of

Aj to move into the elements of A∗ at the indices of zj.

Algorithm 2 Merging adjacency matrices for agent i

1: procedure MergeAdjacency
2: Input: Ai, `i, Aj, `j
3: `∗ ← `i ∪ `j . Union of the two list, ascending order
4: zi ← [`i : `∗] . Index of `i in the new list `∗

5: A∗ (zi, zi)← Ai . Place Ai in new adjacency matrix A∗
6: zj ← [`j : `∗] . Index of `j in new list `∗

7: kk ← 0
8: for k ← zj do . Place Aj in new adjacency matrix A∗
9: kk ← kk + 1
10: mm← 0
11: for m← zj do
12: mm← mm+ 1
13: if Aj (kk,mm) == 1 then
14: A∗ (k,m)← 1
15: end if
16: end for
17: end for
18: return A∗, `∗ . Return new adjacency and new list
19: end procedure

3.3 Agent Update Procedure

After the agents have acquired their new information about the structure of the network,

each agent updates their information and relays any needed information to their neighbor-

hood. Each agent must update their adjacency matrix, A, its corresponding adjacency list,

`, and their newly updated neighborhood, N from iteration (t− 1) to t. Having the agents

acquire information at iteration (t − 1), while retaining their previous perception of the
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topology, allows the entire network to update simultaneously. If the agents updated their

information in parallel to gathering new information, old information may feed back into the

system and the agents would fail to recognize changes to the topology.

Algorithm 3 waits until every agent gathers information from their respective neigh-

borhoods. Lines 4-6 show the update from iteration (t − 1) to t of the adjacency matrix

Ai, adjacency list `i, and neighborhood Ni of agent i. Line 7 checks agent i’s list of IDs

recently removed during iteration (t− 1), denoted as r+
i . If occupied, agent i notifies all

of its neighbors, Ni, of its update to the network topology so that they may remove those

agents the next iteration, adding to their rj list. Algorithm 1 references this list in line 17

such that after updating the agent fields, this list accumulates all current updates by the

agent, as well as the updates from its neighbors from the previous iteration. Finally, the list

of agents currently removed by i becomes an empty set in line 11. This process repeats for

all agents in the vertex set V .

Algorithm 3 Updating agent information at iteration t

1: procedure AgentUpdate
2: Input: G
3: for i← 1, |V (G)| do
4: Ai ← A∗i . Update adjacency matrix
5: `i ← `∗i . Update adjacency list
6: Ni ← N ∗i . Update neighbor list
7: if

∣∣r+
i

∣∣ ≥ 0 then . Checking for changes to the network
8: for j ← 1, |Ni| do
9: rj ← (r+

i ∪ rj) \ r−j
10: end for
11: r+

i ← ∅
12: end if
13: end for
14: return G
15: end procedure
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3.3.1 Status of Consensus

DAA provides the network with a means of determining the network topology through

first-degree communication. Before allowing an agent to determine a hierarchical structure,

the agent needs to reach a consensus within their respective neighborhood on the agreed upon

structure of the formation. Through each iteration, agents exchange limited information

including their local adjacency matrix and its accompanying list. By reaching agreement on

their understanding of the network, they determine the status of the network consensus at

the local level. Therefore, with every agent reaching consensus within their local network,

the global network reaches consensus as a whole.

Algorithm 4 compares the adjacency matrices and ID list of each agent within an agent’s

neighborhood to determine the status of the network consensus. The adjacency list and

matrix of each agent must be equal to the adjacency list and matrix of its neighbors. The

necessary condition that both sets be identical accounts for the occurrence of symmetric

structures in a network, guaranteeing the unique comparison between the agent and its

neighborhood. Comparing information in line 6 finds the status of the consensus as either

true or false. Once a neighborhood achieves consensus, they may then begin to determine

the hierarchical structure of the network based on the wants of the user and the restrictions

established by the realizable internal network dynamics.

Algorithm 4 Algorithm to determine the consensus of the global network.

1: procedure StatusOfConsensus
2: Input: G
3: for i← 1, |V (G)| do
4: tfi ← 1 . Status of consensus for agent i
5: for j ← 1, |Ni| do
6: if Ai 6= Aj or `i 6= `j then . Comparing adjacency matrix and list
7: tfi ← 0
8: return tfi . If any neighbor disagrees, consensus is not met
9: end if
10: end for
11: end for
12: return G
13: end procedure
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Through the implementation of the DAA, a decentralized agent is capable of determining

the structure of the formation and adjust to changes in the topology, paving the way for local

and global leadership establishment through a previously determine metric of leadership.

This process provides a realistic procedure to learn the network of a decentralized formation

through local information exchange. DAA alleviates the needs for a central observer and

provides a feasible approach to develop a decentralized controller, implemented locally, for

each vehicle in the formation.

3.3.2 Convergence of the DAA

As a demonstration of the convergence of the DAA for learning, consider the global

network given in Fig. 3.3. Table 3.1 describes the iterative process of learning the topological

structure for each agent in the network. Each row of the table indicates the perception of

the network as seen by the local agent, indicated by their respective columns. Initially, the

agents only know of their first-degree neighbors such that iteration 1 consist of individual

star graphs with the respective agents as the network centers. At the next iteration, the

neighbors exchange their adjacency matrices from the last iteration. For example, Agent

1 obtains the adjacency matrix of Agent 2 from the previous iteration, thereby learning of

Agent 3’s relationship to Agent 2. The well connected nodes of the network learn of the entire

topology quickly; namely Agent 3 who learns the network in two iterations. Outlying nodes

require more iterations to develop a better understanding of the topology. As the iterations

progress, each agent learns the full topology of the global network. This process continues

at every iteration as to recognize further changes to the network structure along the mission

timeline. As each agent makes alterations to their last perspective of the network, they check

their understanding of the network with that of their neighbors to determine if consensus

has been reached.
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Figure 3.3: Global network topology initially unknown to local agents.

Nodes

Iteration 1 2 3 4 5

1

2

3

Table 3.1: Iterative description of the DAA for a small network utilizing limited information

exchange to build a local understanding of the global topology.

The next chapter defines a new metric for leadership selection in the decentralized forma-

tion. With each agent knowing this metric a priori, they each have the ability to determine

their local and global hierarchy through the implementation of the DAA. A more detailed

example of this application will show how the network converges onto a local leader through

the limited exchange communication topology. As consensus is reached locally within their

respective neighborhoods, the network reaches consensus globally and the identification of

the formation leader is learned in a decentralized manner.
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Chapter 4

Dynamic Laplacian Centrality

This dissertation introduces a new centrality measure developed by addressing a decen-

tralized control problem for a formation of unmanned vehicles. Motivated to limit the control

of the formation through a single lead vehicle, the guidance controller implemented varies the

leader’s dependence on its follower’s states, using the leader-follower and virtual-structure as

the boundaries of a formation continuum. With communication and command relayed ex-

clusively through an agent’s local communication, the location of the leader in the network

topology has a direct affect on the response of the formation to an exogenous command.

Typically, the identification of important nodes in a network arrives through topological

centrality considerations such as the degree, closeness and prestige of a node, as given in

Chapter 2. In this application, leadership derives from the dynamic benefit of selecting one

agent over another in terms of the response of the formation as an extension of the pres-

tige centralities. Using certain convergent qualities realizable through the graph-theoretic

Laplacian matrix, the convergence rate of the network becomes a quantitative measure of

centrality in describing a formation’s reaction to an exogenous command through a single

lead agent.

The use of the graph Laplacian has shown considerable interest in terms of spectral

clustering and consensus dynamics in network communication applications [18, 34, 35]. As

an extension to a guidance controller, this application utilizes the spectral properties as

a domain in which to select a leader for a desired formation response. In this section, a

definition of the implemented centrality, along with simulations showing the effects of its

selection on a formation utilizing first-order dynamics, demonstrates its usefulness. Next,

a quantitative description of the formation response based on the entire spectrum of the
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graph Laplacian shows the effectiveness of this method in selecting a formation leader that

produces a predetermined desired response.

In agreement, or consensus protocols, a network of agents work to achieve a unanimous

state of agreement such that each agent’s initial state converges to a network whole. In a

connected network, this resolves into each agent finding agreement within their respective

neighborhoods, and as a result, the agreement of a node moves under error dynamics within

its neighborhood.

Ẋi(t) = −
∑

j∈Ni(G)

(Xi(t)−Xj(t)) (4.1)

Equation (4.1) finds the difference between the consensus state, Xi(t), for agent i and its

neighborhood, Ni(G), such that a matrix representation of the consensus dynamics reduces

to the graph Laplacian [23].

Ẋ(t) = −L(G)X(t) (4.2)

From Section 2.1, the nonnegative, real eigenvalues of a connected graph show that the

consensus dynamics in Eq. (4.2) converge asymptotically. The graph Laplacian considered

herein are symmetric matrices. Therefore the eigenvectors of the graph Laplacian are or-

thogonal and the graph Laplacian may be decomposed, using spectral factorization, along

each eigen-axis.

X(t) = e−λ0t(vT0 X0)v0 + e−λ1t(vT1 X0)v1 + · · ·+ e−λkt(vTkX0)vk (4.3)

In (4.3), λk denotes the eigenvalues of the respective eigenvectors, vk, for k = 0, 1, . . . , (n− 1).

Consider the selection of an initial condition with one component of X0 equal to one and the

other components equal to zero. Further consider the node with nonzero initial conditions to

be the leader. By Propositions 2.2 through 2.4, the zero eigenvalue of the graph Laplacian,

λ0, corresponds to the ones eigenvector, v0, such that the first term in Eq. (4.3) becomes

the average of the initial condition X0, i.e. the consensus value. The behavior of the
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remaining modes will depend on how much they are excited by the initial condition vector.

For example, the slowest non-constant mode, described by λ1, is excited in proportion to the

quantity vT1 X0. Selecting a leader so that this quantity is minimized will help speed up the

convergence of the network to the consensus value. If the value of λ1 is repeated, then there

exist an entire subspace along which the response behaves at the same rate. Therefore, it

would be desirable to minimize the projection of the initial condition into this subspace.

Alternatively, consider an exogenous signal applied to one node, i.e. the leader, attempt-

ing to drive the entire network to a certain state and elicit a desired response. Consider an

exogenous signal taking the form of an impulse at the initial time applied to any one node

of the network.

U = δ(t0)Xd (4.4)

The signal is then incorporated into the consensus dynamics.

Ẋ (t) = −L (G)X (t) +BU (4.5)

Bi =


1 if i = leader

0 otherwise

(4.6)

This results in the following time response.

X(t) = e−L(t−t0)X0 +

∫ t

t0

e−L(t−τ)Bδ(t0)Xddτ

= e−L(t−t0)X0 + e−L(t−t0)BXd

=
(
e−λ0(t−t0)v0v

T
0 + e−λ1(t−t0)v1v

T
1 + · · ·+ e−λk(t−t0)vkv

T
k

)
(X0 +BXd)

Because λ0 = 0 and v0 = 1, the steady-state response of the control signal will converge to

(X0 +BXd), since the impulse input at the initial time changes the initial conditions of the

homogeneous response. With this, the system converges to the average of the new initial
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conditions, regardless of the choice of leadership. However, wanting to produce a desired

response from the network as it converges onto the steady-state value, the objective remains

to appropriately select the location of the input node. To achieve this, the impulse should

excite the node capable of producing the desired response from the network. For instance,

in order to increase the rate of convergence, the impulse should excite the second-slowest

mode as little as possible, thereby minimizing vT1 B. With this, the definition of the dynamic

Laplacian centrality is constructed.

Definition 4.1 (The Dynamic Laplacian Centrality) Consider a given graph G = (V,

E ) with graph Laplacian L (G), which has eigenvalues λ0 < λ1 ≤ λ2 ≤ · · · ≤ λk and

corresponding eigenvectors v0, v1, · · · , vk such that k = 0, · · · , n − 1, for n nodes in the

network. If λ1 is unique, then the dynamic Laplacian centrality (DLC) vector is given by

|v1|. If λ1 is repeated r times, such that λ1 = λ2 = · · · = λr, where 1 < r < (n− 2),

then the DLC vector is given by
√
v2

1 + v2
2 + · · ·+ v2

r . Here, |v|,
√
v and v2 indicate the

element-by-element absolute value, square root, and square of the vector v, respectively.

4.1 Special Graphs

Although simplistic in nature, symmetries inherent to special graphs result in repeated

values of λ1 such that care must be taken when evaluating the DLC. The following sec-

tions provide examples of common special graphs to demonstrate how the DLC uncovers

topological ambiguities in the presence of symmetry and homogeneity. The definition of the

centrality in the previous section states that the DLC vector is given by
√
v2

1 + v2
2 + · · ·+ v2

r

for r repeated values of λ1. This, the Euclidean norm, denoted by ‖v‖, determines the overall

affect of the contributing nodes to the dynamics of the network.

4.1.1 Star Graphs

A star, or wheel, graph has a center node that shares a connection with every other

node of the graph. This graph represents the most central case of graph topologies. Using
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the degree and closeness centrality measures as an example, the center node holds a value of

unity for both measures, making it the most influential node of the formation. The outlying

nodes share the same centrality measures, as expected, due to their symmetry about the

center node. Looking at the graph Laplacian eigenvalues, λ, (n− 2) repeated ones follow

the simple zero and the spectrum is bounded from above by λ = n.

When applying the DLC, it should reflect that the center node holds the most influence

over the network, while the outlying nodes reflect the symmetry of the graph. The DLC

vector is computed from the eigenvectors of the repeated eigenvalues. Tables 4.1 and 4.2

indicated the repeated eigenvalues and their associated eigenvectors. The last column of the

tables compute the Euclidean norm, thereby determining the DLC for the star networks.

1

2

34

Figure 4.1: Star graph, four nodes.

Ordered Eigenvalues
0.000
1.000
1.000
4.000

ID |v0| |v1| |v2| |v3| ‖v‖
1 0.500 0.000 0.000 0.866 0.000
2 0.500 0.671 0.465 0.289 0.817
3 0.500 0.067 0.814 0.289 0.817
4 0.500 0.738 0.349 0.289 0.817

Table 4.1: Ordered eigenvalues and associated eigenvectors of the star graph given in Fig. 4.1
with an even number of nodes.
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5

Figure 4.2: Star graph, 5 nodes.

Ordered Eigenvalues
0.000
1.000
1.000
1.000
5.000

ID |v0| |v1| |v2| |v3| |v4| ‖v‖
1 0.447 0.000 0.000 0.000 0.894 0.000
2 0.447 0.789 0.211 0.289 0.224 0.866
3 0.447 0.577 0.577 0.289 0.224 0.866
4 0.447 0.211 0.789 0.289 0.224 0.866
5 0.447 0.000 0.000 0.866 0.224 0.866

Table 4.2: Ordered eigenvalues and associated eigenvectors of the star graph given in Fig. 4.2
with an odd number of nodes.

4.1.2 Circle Graphs

A circle graph connects the ending nodes of a line graph, creating a cycle within the

network. Each node has the same degree of connection and sits identically between nodes

compared to all other nodes of the network. Using the degree and closeness centrality

measures as comparisons, the measures label each node equally important in the network

such that discriminating between homogeneous nodes proves impossible. The DLC should

therefore reflect the same result.

Applying the DLC to the circle network, the eigenvalues of the graph Laplacian have

repeated values of λ following the simple zero eigenvalue, given in Tables 4.3 and 4.4. This

characterizes special graphs and alludes to the presence of symmetries in the network. The

last column of each table shows that the centrality value of each node is equivalent, as

expected from the degree and closeness centrality measures. Table 4.4, for a circle graph

with an odd number of nodes, has two sets of repeated values. As directed, the Euclidean

norm of λ1, with r = 2, determines the value of the DLC.
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2

3

4

Figure 4.3: Circle graph, 4 nodes.

Ordered Eigenvalues
0.000
2.000
2.000
4.000

ID |v0| |v1| |v2| |v3| ‖v‖
1 0.500 0.707 0.000 0.500 0.707
2 0.500 0.000 0.707 0.500 0.707
3 0.500 0.707 0.000 0.500 0.707
4 0.500 0.000 0.707 0.500 0.707

Table 4.3: Ordered eigenvalues and associated eigenvectors of the circle graph given in
Fig. 4.3 with an even number of nodes.

1

2

34

5

Figure 4.4: Circle graph, 5 nodes.

Ordered Eigenvalues
0.000
1.382
1.382
3.618
3.618

ID |v0| |v1| |v2| |v3| |v4| ‖v‖
1 0.447 0.587 0.236 0.457 0.437 0.633
2 0.447 0.406 0.485 0.113 0.622 0.633
3 0.447 0.336 0.536 0.275 0.570 0.633
4 0.447 0.614 0.154 0.557 0.299 0.633
5 0.447 0.043 0.631 0.627 0.085 0.633

Table 4.4: Ordered eigenvalues and associated eigenvectors of the circle graph given in
Fig. 4.4 with an odd number of nodes.

4.1.3 Complete Graphs

Each node of the complete graph shares a connection with all other nodes in the graph.

With this, the degree and closeness centrality of each node equals unity, implying that

each node caries the same influence within the network. Looking at the graph Laplacian
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eigenvalues, λ, in Tables 4.5 and 4.6, each take the same form of a simple zero followed by

a repeated second eigenvalue, with r = (n− 1). As with the application of the degree and

closeness centrality, the DLC value of each node should carry the same amount of influence

in the network. The last column of the tables verifies the equivalence of each node in terms of

the DLC value. This type of special graph, along with the circle graph previously discussed,

do not benefit from a centrality analysis such that the dynamic response of the graph is

indistinguishable when varying the location of the exogenous input.

1

2

3

4

Figure 4.5: Complete graph, 4 nodes.

Ordered Eigenvalues
0.000
4.000
4.000
4.000

ID |v0| |v1| |v2| |v3| ‖v‖
1 0.500 0.154 0.236 0.819 0.866
2 0.500 0.598 0.350 0.519 0.866
3 0.500 0.785 0.277 0.237 0.866
4 0.500 0.033 0.863 0.063 0.866

Table 4.5: Ordered eigenvalues and associated eigenvectors of the complete graph given in
Fig. 4.5 with an even number of nodes.

1

2

34

5

Figure 4.6: Complete graph, 5 nodes.

4.1.4 Tree Graphs

The ability of the DLC vector to locate the symmetry within the graph makes it a viable

tool for graphs of unknown topology. Tree graphs help illustrate this case by looking at a
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Ordered Eigenvalues
0.000
5.000
5.000
5.000
5.000

ID |v0| |v1| |v2| |v3| |v4| ‖v‖
1 0.447 0.319 0.707 0.276 0.349 0.894
2 0.447 0.319 0.707 0.276 0.349 0.894
3 0.447 0.097 0.000 0.866 0.201 0.894
4 0.447 0.836 0.000 0.312 0.054 0.894
5 0.447 0.295 0.000 0.001 0.844 0.894

Table 4.6: Ordered eigenvalues and associated eigenvectors of the complete graph given in
Fig. 4.5 with an odd number of nodes.

symmetric and asymmetric topology. Figure 4.7 shows an example of a symmetric graph,

where node 1 acts as a pivot point. Using λ1 in Table 4.7, the associated eigenvector v1

represents the DLC vector. With this, node 1 has a DLC value of zero, meaning it acts as

the pivot point in the graph’s topology, given in Fig. 4.7. This zero value of the DLC vector

appears in bipartite graphs that exhibit a clear hierarchy in nodal centralities.

An asymmetric case of this graph, given in Fig. 4.8, is analyzed in the same manner.

Using v1 in Table 4.8 as the DLC vector, the absence of any zero elements designate the

network as asymmetric; a conclusion derived solely through the spectral properties of the

graph Laplacian. Also, seen in previous cases with repeated values of λ1, repeated DLC

values identify similarities between nodes in the network.

1

2 3

4 5 6 7

Figure 4.7: Tree graph, symmetric.
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Ordered Eigenvalues

0.000

0.268

1.000

1.000

1.586

3.732

4.414

ID v0 v1 v2 v3 v4 v5 v6

1 0.378 0.000 0.000 0.000 0.794 0.000 0.476

2 0.378 0.325 0.000 0.000 0.164 0.628 0.575

3 0.378 0.325 0.000 0.000 0.164 0.628 0.575

4 0.378 0.444 0.209 0.676 0.281 0.230 0.168

5 0.378 0.444 0.209 0.676 0.281 0.230 0.168

6 0.378 0.444 0.676 0.209 0.281 0.230 0.168

7 0.378 0.444 0.676 0.209 0.281 0.230 0.168

Table 4.7: Ordered eigenvalues and associated eigenvectors of the symmetric tree graph given

in Fig. 4.7.

1

2 3

4 5 6 7

8 9

Figure 4.8: Tree graph, asymmetric.
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Ordered Eigenvalues

0.000

0.183

0.572

1.000

1.000

1.509

3.000

4.044

4.691

ID |v0| |v1| |v2| |v3| |v4| |v5| |v6| |v7| |v8|

1 0.333 0.134 0.171 0.000 0.000 0.750 0.272 0.292 0.347

2 0.333 0.120 0.320 0.000 0.000 0.229 0.544 0.156 0.632

3 0.333 0.363 0.076 0.000 0.000 0.138 0.272 0.753 0.302

4 0.333 0.324 0.142 0.000 0.000 0.042 0.544 0.404 0.550

5 0.333 0.146 0.747 0.000 0.000 0.450 0.272 0.051 0.171

6 0.333 0.444 0.178 0.688 0.165 0.272 0.136 0.247 0.082

7 0.333 0.444 0.178 0.688 0.165 0.272 0.136 0.247 0.082

8 0.333 0.397 0.332 0.165 0.688 0.083 0.272 0.133 0.149

9 0.333 0.397 0.332 0.165 0.688 0.083 0.272 0.133 0.149

Table 4.8: Ordered eigenvalues and associated eigenvectors of the asymmetric tree graph

given in Fig. 4.8.

4.2 Application of the Dynamic Laplacian Centrality

As described in Chapter 4, the first nonzero eigenvalue of the graph Laplacian matrix

locates the eigenvector whose absolute value determines the DLC measure of the individual

nodes. The determination of the input location, through the application of the DLC, has

a direct effect on the response of the network. The next section highlights some of the

difficulties in selecting a single node as the input node when looking for an optimal response

for the case of formation keeping. After which, the behavior of a formation to an exogenous

input is demonstrated for various network topologies and the implications of leadership

location is illustrated through the DLC.

Consider a vehicle performing a consensus protocol using simple Laplacian dynamics.

ẋ(t) = −L(G)x(t) +Bu(t) (4.7)
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In Eq. (4.7), the form of the graph Laplacian is known for a given formation’s topology but

the form of the input vector, B, is unknown. To simplify the analysis in determining the

optimal form of the input vector, the control input is chosen such that u(t) = 1 ∀ t > 0. The

next section describes the form of the input vector required to reduce the state separation of

the formation when provided with an exogenous input by using an optimal control approach.

Later, this result is compared to the simplified process of leadership selection by applying

the DLC to determine the form of the input vector to best reduces the state separation of

the formation

4.2.1 Optimal Leadership Selection for Formation Keeping

The behavior of the formation depends on the topological location of the exogenous

input. In networks where a set of nodes act as unconstrained leaders while the remaining

agents execute a consensus protocol, the convergent characteristics of strategically placing

the location of the input demonstrates the importance of leadership selection [36]. In this

application, the dynamics of the leader are influenced by their neighborhood such that their

motion is no longer unconstrained.

J =
1

2

∫ tf

0

xT (τ)L(G)x(τ)dτ (4.8)

The performance index in Eq. (4.8) penalizes the spacing between the states of the forma-

tion, leveraging the communication relationships modeled through the graph Laplacian. By

reducing the spacing between states of the formation, the structure remains intact as the

formation receives an input. Consider the case where the vehicles move under the dynamics

described by Eq. (4.7) such that the agents implement a consensus protocol where an agent’s

dynamics are influenced only by their neighbor’s states. Substituting the constant control

input, an augmented cost function is formulated by combining the performance index with
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the constraints through the use of the multiplier function µ(t).

Ja =

∫ tf

0

1

2
xTLx+ µT (−Lx+B − ẋ)dτ (4.9)

The variation of the augmented cost function is determined by varying x, ẋ, µ, and for the

application of this optimal control problem, the input vector, B.

δJ =

∫ tf

0

[(
xTL− µTL

)
δx− µT δẋ+

(
−xTL+BT − ẋT

)
δµ+ µT δB

]
dτ (4.10)

Integrating by parts to remove the variation of ẋ, the variation of the augmented cost function

is separated into three elements.

δJ = −µT δx |tf0 +

∫ tf

0

[(
xTL− µTL+ µ̇T

)
δx+

(
−xTL+BT − ẋT

)
δµ+ µT δB

]
dτ (4.11)

The three elements in the integral of Eq. (4.11) represent the three necessary conditions for

optimality are restated as follows:

ẋ = −Lx+B

µ̇ = −Lx+ Lµ

0 =
∫ tf

0
µ(τ)dτ

(4.12)

The initial states are fixed in Eq. (4.12), with x0 = 0, such that µ0 = 0. When t = tf , the

states are free so that the final value of µ must equal zero. To begin, the solution to the

state equation is found in terms of the input vector.

x(t) = e−Ltx0 + e−Lt
∫ tf

0
eLτBdτ

= e−Lt
[∫ tf

0
eLτdτ

]
B

(4.13)
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Using the same approach with the costate equation and substituting the solution from

Eq. (4.13):

µ(t) = eLtµ0 − eLt
∫ tf

0
e−LτLx(τ)dτ

= eLtµ0 − eLt
[∫ tf

0
e−2LτL

[∫ tf
0
eLτ1dτ1

]
dτ
]
B

(4.14)

It is important to note that the inverse of L does not exist due to the semi-positive definite

nature of the graph Laplacian. For this application, the inverse is not evaluated, due to the

costate’s dependence upon the graph Laplacian in Eq. (4.14). Therefore the inner integral

may be evaluated.

µ(t) = eLtµ0 − eLt
[∫ tf

0
e−2Lτ

[
eLτ − In

]
dτ
]
B

= eLtµ0 + eLt
[∫ tf

0
e−Lτ

[
e−Lτ − In

]
dτ
]
B

(4.15)

The graph Laplacian represents the undirected communication between the agents such that

L (G) is symmetric. With this, the eigenvectors of the graph Laplacian are orthogonal,

allowing the matrix to be decomposed along each eigen-axis using spectral factorization.

Defining the matrix V = [v0, v1, . . . , vk] as the modal matrix containing the eigenvectors

of the graph Laplacian, vi, and Λ = diag ([λ0, λ1, . . . , λk]) where k = 0, 1, . . . , n − 1 for

n nodes in the network. From the properties of the graph Laplacian previously defined in

Section 2.1, the eigenvalues of the graph Laplacian can be arranged in ascending order where

0 = λ0 < λ1 ≤ . . . ≤ λn−1, noting that the lowest eigenvalue for a connected, undirected

network is identically zero. Therefore, using the decomposition, L = V ΛV T , the exponential

of the graph Laplacian may be written in terms of the graph Laplacian’s eigenvalues and

eigenvectors.

eLt = e(V ΛV T )t

= V eΛtV T

=
∑n−1

i=0 e
λitviv

T
i

= v0v
T
0 +

∑n−1
i=1 e

λitviv
T
i

(4.16)
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Applying this identity and integrating, the costate equation is written in terms of the input

vector and spectrum of the graph Laplacian.

µ(t) = eLtµ0 + eLt

[
n−1∑
i=1

[
1

2λi
− 1

λi
e−λit

(
1− 1

2
e−λit

)]
viv

T
i

]
B (4.17)

The final necessary condition listed in Eq. (4.12) notes that the integral of the costate

should be zero. The inner term of the summation in Eq. (4.17) is in terms of the constant

properties of the formation structure. Therefore, the form of the input vector remains as the

only variable to optimize the system. As stated, the eigenvalues are arranged in ascending

order. With this, the contributions of λi decreases as i increases and the function of the

costate becomes dependent upon the dominate mode of the graph Laplacian, namely v0

which is encapsulated in the eLt terms of Eq. (4.17). Equation (4.12) states that, with the

final value of the costate equal to zero, the integral of µ must equal zero. Therefore, the

optimal solution is given by µ0 = 0 and B being proportional to v0. Intuitively, this coincides

with the logical solution where optimal formation keeping would be achieved by providing

the input equally to all nodes. Another interesting aspect of B being dependent upon the

constant mode is that the magnitude of the optimal B does not affect the solution, only the

direction. In reference to centrality, this is counter intuitive. Centrality determines nodes of

importance, isolating them as optimal locations for an input where as the optimal solution

demands the input to be provided equally to all nodes.

The actual problem definition of this work requires that the input be placed at a single

node, designated as the leader. Therefore the optimal solution is not feasible so that a

suboptimal form of the input vector must be found. For a single input, the B vector takes

the form of a binary vector with a single nonzero element corresponding to the leader’s

position in the formation. Looking at Eq. (4.17) and setting it to zero, the derivative of the

costate is set to zero in order to find the form of B that keep the costate as close to zero as
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possible.

0 =

[
n−1∑
i=1

(
e−λit − e−2λit

)
viv

T
i

]
B (4.18)

The ascending order of the eigenvalues make the contributions of vi decreases as i increases.

With this, the modified input vector B should be in the null space of the outer product of

the next dominant mode of the graph Laplacian, v1. Looking to excite this mode the least

as to best satisfy the cost function in Eq. (4.8), the nonzero element of the B vector should

correspond to the lowest element of v1 such that the combination vT1 B is minimized.

B (j) = 1 where min
j
v1(j) (4.19)

By adding the constraint on the input vector, the results of the optimal control problem

match that of the DLC implementation. Therefore, by determining the DLC vector of the

formation from the graph Laplacian, the mode located corresponds to the mode B should

be projected into in order to minimize the contribution of the slowest mode of the graph

Laplacian. The case of minimizing the separation of the formation states required that the

minimum of v1 be selected as the input location, a conclusion that the also drawn from

the application of the DLC measure through observation of the spectral properties of the

formation’s graph Laplacian.

4.2.2 Finding the Formation Leaders

Selection of a single agent to control a purely leader-follower or virtual-structure for-

mation amounts to finding the bounds of the DLC vector. The results in this section will

focus on the virtual-structure controller such that the only significant aspect of the leader-

ship hierarchy is the determination of the overall formation leader. Selecting a leader with

a small component of the DLC vector prevents excitation of slowly converging motion, and

allows quick convergence of the formation to the reference motion. It is also shown that
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selecting a leader with a large component of the DLC vector excites slowly converging mo-

tion, meaning at least some of the agents of the formation may be slow to converge to the

reference motion. However, that trade-off is that this selection allows the leader itself to

more quickly converge to the reference motion. Additionally, the reference motion is chosen

as xr = 1. The figures that follow note the formation error as the separation distance from

the formation’s centroid. Defined as the difference between the states of the agents and the

formation center, the formation error is given in Eq. (4.21).

ε =

(
1Tx(t)

n

)
1− x(t) (4.20)

e(t) =
√
εT ε (4.21)

Consider the toy network given in Fig. 4.9. Choosing the first nonzero eigenvalue of the graph

Laplacian, as seen in Table 4.9, the corresponding eigenvector shows the ranking of the nodes

in terms of their contributions to the communication dynamics. Selecting the agent with

the lowest centrality measure, Agent 3, the positions of the agents as they converge onto a

common state are given in Fig. 4.10.

31 4

5

2

Figure 4.9: Toy network.
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Ordered Eigenvalues

0.0000

0.8299

2.0000

2.6889

4.4812

ID |v0| |v1| |v2| |v3| |v4|

1 0.4472 0.2560 0.7071 0.2422 0.4193

2 0.4472 0.4375 0.0000 0.7031 0.3380

3 0.4472 0.1380 0.0000 0.5363 0.7024

4 0.4472 0.2560 0.7071 0.2422 0.4193

5 0.4472 0.8115 0.0000 0.3175 0.2018

Table 4.9: Spectrum of the graph Laplacian for the toy graph in Fig. 4.9.
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Figure 4.10: Agent states as they converge onto the desired input placed at Agent 3.

The first plot in Fig. 4.10 shows the movement of each agent as they progress onto the

reference trajectory. The vertical lines in each window mark the convergence threshold where

the leader and the entire formation come within 63.2% of the final value, marked as red and

blue, respectively. By placing the exogenous input at the node with the lowest centrality

measure, the formation reduces its relative error, keeping the agents close together as they

progress towards the target. Moving the location of the leader to Agent 5, shown in Fig. 4.11,

the correlation between the centrality measure the and the characteristics of the response
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becomes evident. The response time of the leader (Agent 5) in Fig. 4.11 decreases such that

the leader pursues the desired trajectory more closely, leaving the formation behind. With

this, the relative error of the formation increases with the increase in time to converge of the

formation.
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Figure 4.11: Agent states as they converge onto the desired input placed at Agent 5.

The DLC points to the slowest mode of the homogeneous Laplacian dynamic, which governs

the formation convergence rate. The values within this mode correlate to the extent in which

the slowest mode can be excited. By exciting nodes with low DLC values, the formation

converges quickly. The eigenvectors also describe how much each state is excited within each

mode. Selecting a leader with a low DLC value means the leader responds quickly to the

homogeneous formation dynamics, helping to keep the formation intact.

Alternatively, selecting nodes with large DLC values provides high excitation of the slow

mode and slows the formation response. The trade-off for this is that the leader also responds

slowly to the homogeneous formation dynamics, allowing it to respond more quickly to the

exogenous input. This makes the leader more responsive to the reference trajectory.
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The above discussion provides the relationship between the communication dynamics

of the network and the guidance dynamics of the formation. In terms of formation types,

by selecting a leader with a lower DLC value, its location will support a virtual-structure

type controller, providing the formation with the opportunity to reduce formation error and

retain the structure. At the other end of the continuum, selecting an agent with a higher

DLC value allows that leader to better follow the desired trajectory and decrease its own

response time.

4.2.3 Finding Formation Leaders - Special Graphs

The presence of a repeated value of λ1 and other repeated eigenvalues implies symmetry

in the graph about certain nodes, particularly inherent to the special graphs defined in

Section 4.1. Looking at Fig. 4.12, the outlying nodes are symmetrically distributed around

the center node.

1
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3
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5

Figure 4.12: Star graph, 5 nodes.

Ordered Eigenvalues

0.0000

1.0000

1.0000

1.0000

5.0000

ID |v0| |v1| |v2| |v3| |v4| ‖v‖

1 0.4472 0.0000 0.0000 0.0000 0.8944 0.000

2 0.4472 0.7887 0.2113 0.2887 0.2236 0.866

3 0.4472 0.5774 0.5774 0.2887 0.2236 0.866

4 0.4472 0.2113 0.7887 0.2887 0.2236 0.866

5 0.4472 0.0000 0.0000 0.8660 0.2236 0.866

Table 4.10: Spectrum of the graph Laplacian for the star graph in Fig. 4.12.
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The DLC vector reflects the symmetry of the network. Agents 2-5 have equal DLC values

indicating similar responses from the selection of any of the these agents as the network

leader. In Fig. 4.13, with the input located at the center of the star formation (Agent 1),

the relative position error between the agents reduces.
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Figure 4.13: Agent states as they converge onto the desired input placed at Agent 1.

The DLC value corresponding to the center agent, noted in Table 4.10, occupies the minimum

value of the centrality vector such that the lower centrality values correspond to virtual-

structure type formations for special graphs with repeated values of λ1, aligning with the

analysis given in Section 4.2.2. The outlying nodes, Agents 2-5, retain equivalent DLC values

by the method described in Definition 4.1 and their dynamic response to an exogenous input

associates with a leader-follower formation response.
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Figure 4.14: Agent states as they converge onto the desired input placed at Agent 2.

Figure 4.14 shows the faster response of the leader and larger separations in the formation.

This amounts to selecting a node with a larger DLC value. The above analysis extends

to cases where only the spectral properties of the network are available. With this, by

knowing the characteristics of the graph’s spectrum, a description of the topology leads to

information about the heterogeneous nature of the graph, as well as the existence of certain

symmetries [37].

4.3 Agent Hierarchy

The DLC provided a global leader for the decentralized network of unmanned vehicles.

For certain control formulations a more detailed chain of command must be established

within the network. Designating a set of leaders and followers within each agent’s local

neighborhood permits the proposed controller to fade between leader-follower and virtual-

structure architectures depending on the reliance of an agent on these sets. Consider a

hypothetical relationship between neighboring agents that allows the depends on their local
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leader’s and follower to vary.

ui (t) = − kLi
|NL (i)|

∑
j∈NL(i)

(
xi (t)− xLj (t)

)
− kFi
|NF (i)|

∑
`∈NF (i)

(
xi (t)− xF` (t)

)
(4.22)

The control gains kLi and kFi would vary the dependence the control ui has on its leader set,

NL(i) ⊂ N (i), and follower set, NF (i) ⊂ N (i), respectively. The implementation of such a

controller would require definitive sets of leader’s and followers for each agent such that agent

i could determine their own control locally. The proposed guidance controller will feedback

on the estimates of the Kalman filters such that Eq. (4.22) provides a notional illustration of

how the control works, described in more detail in Chapter 6. An additional variation of this

guidance controller leverages only an agent’s measured states of their local neighborhood to

stabilize the global formation, thereby make use of an instantiated hierarchy. Therefore, a

local appointment of leadership is required. Through the DAA, each agent is aware of the

existence of the entire formation, and knowledge of this existence will be used in determining

the agent hierarchy, but knowledge of the states of the entire formation will not be used to

evaluate the control.

The difference in neighboring agent states, x(t), extends the application of the DLC

formulation such that an addendum to its leadership application follows a description of

the network hierarchy formulation. The DLC values of each agent in the formation provide

a numerical description of their contribution to the dynamic characteristics of the network

and are designated as node weights. By locally determining the DLC values in the network,

each agent knows the DLC value of every node in the neighborhood, therefore alleviating

further computation after the leadership selection process. For topologically homogeneous

formations where all nodes have similar degrees of connection, neighboring agents may hold

equivalent DLC values. With this, by initially assigning each edge a unit weight, no edge

will result in a value of zero when comparing neighboring node weights, i.e. neighboring

DLC values. Figure 4.15 describes the process of weighting two neighboring nodes. Each
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n1

w1

n2

w2

n1 n2
w1 − w2

w2 − w1

Figure 4.15: Weighting procedure between neighboring nodes. The difference between the
transmitting node and the receiving node defines the weighting with an added factor of one.

agent holds a DLC value, indicated as wi above each node, ni. The cost, or weight, to travel

from one node to the next translates into the relative difference from moving from one DLC

value to the next. The arrows originating at the transmitting node and terminating at the

receiving node indicates the directedness of the weight such that moving from node n1 to n2

has a different cost than moving from node n2 to node n1, assuming that each node has a

unique DLC value.

Continuing this process for every node pair in the network defines the decentralized

weighting process to determine hierarchy. By imposing weights, the cost to move from one

node to the next creates a chain of command within the network. Through the application

of Dijkstra’s method of determining the least weighted path to all nodes of the network, each

node then determines its leader and follower sets [38].

4.4 Implementation

Consider the example formation given in Fig. 4.16 where each node and edge represents

an unmanned vehicle and communication link, respectively. As previously described, the

direction of the arrows in the figure represent the orientation of the transmitting node to

the receiving node, accompanied by its respective edge weighting. The implementation of

Dijkstra’s method requires the designation of a source, or leader, in the network. Placing the

reference input, r (t), at node “A”, and applying Dijkstra’s method to determine the least

weighted path to each node, the reorientated network shows the chain of command in the

formation. Figure 4.17 shows this hierarchy, using solid arrows to indicate the subordinate

to each node. Dijkstra’s method provides a unique relationship between nodes, allowing each
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Figure 4.16: Edge weights for the directed graph.

agent a single leader. Doing so excludes two of the existing lines of communication connecting

“C” to “F” and “D” to “F”. Allowing a mutual dependence along the communication link,

this edge represents a follower edge where each agent along the edge views its counterpart

as a follower.

A

E

F D

CB

r(t)

Figure 4.17: Hierarchy using node A as the source.

Figure 4.18 displays the same communication topology with the exogenous input place at

node “F”. Here, Dijkstra’s method determines that node “F” should reach node “A” through

node “E”, which would incur the same cost as reaching “A” through node “C”. Therefore,

59



this method handles ties and decision making in the development of the hierarchy, making

this method appealing to rapid construction of the decentralized hierarchy.

A

E

F D

CB

r(t)

Figure 4.18: Hierarchy using node F as the source.

As the control on each agent fades from a virtual-structure (kLi = kFi ) to a leader-follower

(kLi = 1, kFi = 0) for the configurations in Figs. 4.17 and 4.18, the hierarchy resolves into the

least weighted paths between the source and the nodes as determined by Dijkstra’s method.

The follower edges lose their dependence on their counterparts, thereby creating a controller

capable of transitioning continuously between the two bounds of the spectrum.

4.5 Benefits of Approach

Implementing this hierarchical methodology comes with many benefits. Allowing each

agent to understand the hierarchy locally, as developed on-board, prevents information delay

typically incurred through formalizing a hierarchy in a centralized approach. Building upon

the leadership selection process, as the agents learn of the global leader, they become aware

of their leader and follower sets locally. Determining their local control based on their

respective neighborhoods, this hierarchical development abstains from collecting unneeded

information about the extended network. Dijkstra’s method consistently handles ties and

decisions based on its rigorous formulation such that the decentralized formation remains
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self-reliant in terms of chain of command and structure keeping. Also, the ease at which

Dijkstra’s method computes the least weighted path for networks of relative size makes it a

robust, on-line application to the decentralized control problem. Throughout the remainder

of this problem, the leadership selection will produce a global leader capable of commanding

the entire formation. From this, the above development of the hierarchy instantiates the

chain of command within the decentralized formation.

4.6 Implementation of the DLC

The DAA was introduced in Chapter 3 in order for the decentralized network of agents to

learn the global formation structure through the local exchange of limited information. The

local implementation of the DLC allows each agent to determine not only their local leader

and hierarchy within their respective neighborhoods, but to determine the global formation

leader. By incorporating the DLC into the DAA method, the local agents iteratively learn the

network and determine leadership in a decentralized manner while simultaneously accessing

any changes to the topological structure.

To demonstrate the application of the DLC within the DAA, consider the network

structure given in Fig. 4.19. Agent 560, indicated by the solid green node, denotes the global

leader of the formation, of which the decentralized formation is working to converge onto.

The knowledge of this node as being the global leader is unknown to the decentralized agents.

Each agent is initialized as the center of their own star network, building their adjacency

matrix in ascending order of their neighbor’s ID. Figure 4.20 shows the implementation of the

DLC by every local agent. With each agent initially situated at the center of their own star

network, the DLC determines that they all are the leader of the formation, highlighted by red

circles. Next, every agent compares their perspective of the network with their neighbors,

determine that their neighbors have new information about the network, and require an

update of their local adjacency matrix, denoted in blue circles.
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Figure 4.19: Decentralized network.
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Figure 4.20: Iteration 1.

The next iteration allows each agent to reevaluate their understanding of the network and

implement the DLC to determine the formation leader. Figure 4.21 shows how the formation

agrees on two different agents for leadership: Agent 560 and Agent 878. The network

compares their understanding of the network with their neighbors and those who notice a

change from their last iteration perform an update. Figure 4.22 notes the movement of the

update from the well connected cluster who learned the network quickly, to the line of agents

who previously came to consensus on their understanding of the network, determining Agent

878 as their leader.
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Figure 4.21: Iteration 2.
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Figure 4.22: Iteration 3.

The continued observation of the agent’s local neighborhood is illustrated in Fig. 4.23 where

the agents who previously determined Agent 878 as leader begin to notify their surrounding

agents of another, more capable leader, in the network. Finally, Fig. 4.24 shows the conver-

gence of the network onto a single leader, Agent 560. A network of thirteen decentralized

agents converged onto a single leader in six iterations by adjusting their local adjacency ma-

trices to learn the structure of the formation through local exchange of limited information

and implementing the DLC leadership protocol.
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Figure 4.23: Iteration 4.
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Figure 4.24: Iteration 5.
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4.7 Conclusions of the Dynamic Laplacian Centrality

Centrality measures aim to locate important, or powerful, players in a network. To this

end, the notion of importance lies in the application such that a key player in one sense

may prove secondary to another player for a different application. When applying centrality

measures to formation control, looking for a single leader to best orchestrate the movement

of the formation becomes a function of the underlying communication. Asking a controller

to compensate for the limitations of the established communication structure will hinder

the performance of the formation or produce undesirable behaviors. By declaring an agent

powerful because of its ability to convey, or influence, the states of the network, leadership

selection becomes a function of the communication dynamics rather than a topological loca-

tion in the network. The dynamic Laplacian centrality identifies key players, exploiting the

first-order dynamics of the communication, and acts as a first approach to predicting the

behavior of formations using higher order dynamics. The DLC measure identifies nodes of

the network, based on their natural response to an exogenous input, and classifies them as

exhibiting leader-follower and virtual-structure tendencies. In terms of formation response,

this information can lead to selecting an input location that better supports a network with

limited communication ability, or utilizing agents with the ability to converge quickly onto

the desired states.
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Chapter 5

Waypoint Following

Here it is assumed that the ground controller provides the leader with a series of suc-

cessive waypoints to visit, allowing the lead agent to look ahead in the path to determine its

required control. The manner in which the lead vehicle approaches each waypoint defines the

characteristics of the generated trajectory. In an effort to incorporate every waypoint along

the path, Choi implemented cubic Bézier curves to successively connect segments between

waypoints as the ground vehicles maneuvered within a bounded highway system [39]. This

work presents a variation of Choi’s approach by allowing more freedom in the path planning

that is better suited for aerial vehicles.

In this current application for aerial vehicles, intercepting each point in a point-by-

point approach leads to extensive position error and control use. A least square method

provides a better alternative over a point-by-point progression, particularly when accounting

for irregular GPS waypoints [40]. Although the least square method has its merits when

dealing with measured waypoints, the generated path is not guaranteed to fit to the initial

and final waypoints without applying additional weighting to enforce the end conditions.

Other approaches often incorporate splines of lower order to adjoin segments along the

path. Splines match both the slope and the curvature at interior points, providing a smooth

transition between waypoints along the generated path. Often, the endpoints of the path

assume a clamped condition in order to solve for the trajectory, thereby restricting the

available shape of the path. This constraint may lead to unobtainable trajectories in bounded

environments.

Opposed to using splines to connect segments of waypoints, Bézier curves allow further

shaping of the interior points of the segments, which is particularly helpful in applications

65



involving collision avoidance and path planning within bounded corridors [41]. Also, Bézier

curves allow the ground controller to supply additional waypoints during the mission, pro-

viding more flexibility to changing environments and mission objectives. This work provides

an alternative to Choi’s approach through the use of radii around the waypoints and demon-

strates their ability to adjoin successive segments within a mission environment.

5.1 Bézier Curves

Pierre Bézier, a French automotive engineer, invented Bézier curves in order to design

intricate body shapes over smooth surfaces. Greater success of Bézier curves materialized in

their application to graphic design due to their ability to define complicated surfaces with

minimal computational effort. In this application, cubic Bézier curves form the path links

between the given waypoints, providing the lead vehicle with a smooth path as it moves

through the mission environment. For Bézier curve C(τ) of degree n, Eq. (5.1) defines a

parametric equation in terms of τ where 0 ≤ τ ≤ 1.

C[τ0,τ1](τ) =
n∑
i=0

Bn
i (τ)Pi (5.1)

The Bernstein polynomial, Bn
i (τ) is defined using the binomial coefficient,

(
n
i

)
, in Eq. (5.2).

Bn
i (τ) =

(
n

i

)
τ i(1− τ)n−i with

(
n

i

)
=

n!

i!(n− i)!
(5.2)

As described in [42], the instability of higher order Bézier curves suggest solutions of lower

order to have desirable characteristics. An order of three permits the matching of both slope

and curvature at the interior waypoints such that by substituting n = 3 into Eq. (5.1), the

cubic form of the Bézier curve is provided.

C[τ0,τ1](τ) = (1− τ)3P0 + 3τ(1− τ)2P1 + 3τ 2(1− τ)P2 + τ 3P3 (5.3)
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Writing Eq. (5.3) in matrix form by expanding the coefficients, the parametric curve becomes

a function of its control points, Pi, computed using the compact form in Eq. (5.4).

C[τ0,τ1](τ) =

[
P0 P1 P2 P3

]


−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0





τ 3

τ 2

τ

1


(5.4)

The control points, Pi, are column vectors of two or three dimensions in the Cartesian frame

so that the generated track may be provided in two or three dimensions. These curves are

parametric curves that have three useful properties for trajectory generation [39].

1. They always pass through P0 and P3

2. They are always tangent to the lines P0 → P1 and P2 → P3

3. They always lie within the convex hull consisting of their control points

P0

P1

P2

P3

Figure 5.1: Properties of Bézier curves.

The first and second properties help construct continuously smooth curves between the

waypoints while the third property bounds the path, as demonstrated in Fig. 5.1. The

exterior points of each segment, defined as control points P0 and P3, represent the waypoints
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and provide two of the four required control points for the cubic Bézier curve. Choosing the

interior control points, P1 and P2, such that the path remains contained within the defined

boundaries will have a direct impact on the control input needed to follow the generated

path. With this, the next section illustrates how to select the interior control points and

demonstrates the computational efficiency of this approach to path generation.

5.2 Determining Interior Control Points

The defining characteristics of Bézier curves lend themselves to path generation due

to their ability to connect a series of waypoints without discontinuities and allow a level of

control by the user to shape the trajectory. In [39], the borders of a highway restricted the

path of the ground vehicles such that rectangles defined the control areas. The third property,

stated previously, contains the path within a polygon with the control points defining the

convex hull. In this application, each waypoint has an accompanying radius, as shown in

Fig. 5.2, that designates how the vehicles approach the waypoint, Wi. Allowing the user to

pick the radii around each waypoint adds another level of control over the formation and

permits the user to indirectly design the generated path for the lead vehicle.

With each set of waypoints, a segment defines the path between consecutive waypoints.

Each segment consists of four control points where the waypoints themselves define the

exterior control points, P0 and P3. The selection of the interior point, indicated in Fig. 5.2

as (Px, Py), remains as the objective of this section. To begin, the intersection point of

the tangent lines to the circles, (xp, yp), must be located using Eqs. (5.5)-(5.6), where rj is

assumed to be greater than ri.

xp =
riWjx − rjWix

ri − rj
(5.5)

yp =
riWjy − rjWiy

ri − rj
(5.6)
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Figure 5.2: Determining the interior control point.

The location of the tangent points connecting the two circles are found using Eqs. (5.7)-(5.8).

xj(1,2) =
r2
j (xp −Wjx)± rj(yp −Wjy)

√
(xp −Wjx)2 + (yp −Wjy)2 − r2

i

(xp −Wjx)2 + (yp −Wjy)2
+Wjx (5.7)

yj(1,2) =
r2
j (yp −Wjy)± rj(xp −Wjx)

√
(xp −Wjx)2 + (yp −Wjy)2 − r2

i

(xp −Wjx)2 + (yp −Wjy)2
+Wjy (5.8)

Each circle will have two sets of tangent points, indicated as xi,(1,2) for the ith circle. As

indicated in Fig. 5.2, the tangent line to the circle and the radial line from the waypoint

to the tangent point should be normal. This is used to identify the correct combination of

coordinates on each circle. The points on the smaller circle, ri, are found in a similar fashion

through substitution in Eqs. (5.7)-(5.8). With the location of the tangent points determined

on each circle, two separate equations are formed to describe the lines connecting the circles,
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given in Eqs. (5.9)-(5.10).

y =
yp − yj1
xp − xj1

(x− xj1) + yj1 (5.9)

y =
yp − yj2
xp − xj2

(x− xj2) + yj2 (5.10)

The bisection of the angle, Vb, connecting waypoint Wi to Wk is found using Eq. (5.11).

vb = |u| v − |v|u (5.11)

where

u = Wj −Wi and v = Wk −Wj (5.12)

With the bisection found in Eq. (5.11), the equation of the line perpendicular to the bisection,

vt, is determined (for a two dimensional problem) in Eq. (5.13).

vt =

{
−vb,y vb,x

}
(5.13)

In Eq. (5.13), vb,x and vb,y indicate the first and second elements of vb corresponding to the

x and y coordinates, respectively. With this, the equation of the perpendicular line is found

using the vector vt.

yt = mt (x−Wjx) +Wjy with mt =
vt,y
vt,x

(5.14)

Solving Eq. (5.9) and (5.14) simultaneously, the control point (Px, Py) is found.

Px =
mtWjx + yj1 −Wjy − yp−yj1

xp−xj1

mt − yp−yj1
xp−xj1

(5.15)

Py = mt (Px −Wjx) +Wjy (5.16)
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5.3 Application to Waypoint Following

The process of generating the trajectory, given that the ground controller systematically

provides a least two future points to visit, is demonstrated in this section. Figure 5.3 indicates

the visited waypoint and the future waypoints provided by the ground operator in order to

generate the desired trajectory. Each waypoint has a set radius that may be used to shape

the curve between the past and future waypoints along the path. By increasing the radius

around a waypoint, the curvature at that waypoint increases, providing a more gradual turn.

Conversely, decreasing the radius around a waypoint provides sharp turns. This additional

design characteristic of the waypoints supplies the ground controller with the ability to

manipulate the trajectory of the path, maneuver the formation around known obstacles, and

restrict the inter-vehicle spacing without directly manipulating the control on the individual

vehicles in the formation.
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Figure 5.3: Providing the leader with two future way points. The black radius indicates the

visited waypoint and the dashed radii indicate the future waypoints to visit.
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This method requires four control points to generate a segment between waypoints.

The two exterior points, P0 and P3, are defined by the two waypoints the Bézier curves are

connecting such that the remaining control points lie between these endpoints of the individ-

ual segment. In order to smoothly adjoin consecutive segments, an additional waypoint is

required for the agent to look ahead and adjust the current segment to transition smoothly

at the next waypoint. Given that the first and last segments of a track are not required to

meet a curvature condition at the waypoint, a position within the segment must be selected

to begin the first segment and end the last segment of a trajectory.

P1(τ) = (1− η)P0 + ηP3 (5.17)

Wanting the lead agent to start in the direction of the next waypoint, P1 of the first segment

is chosen along the line connecting the first two waypoints using the parametric equation

in Eq. (5.17), with η being the distance along the parametric curve. The first segment in

Fig. 5.4 is generated by incorporating the last visited waypoint (solid radius) and the two

future waypoints provided by the ground controller (dashed radii). The absence of a previous

waypoint requires that P1 of the first segment lies along the line connected the first pair of

waypoints, located using Eq. (5.17). The second interior point, P2 is found as described in

Section 5.2 and indicated using a red square.
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Figure 5.4: Generating the trajectory within the first segment of the sequential waypoints.

As the agent approaches the second waypoint, it is provided with the fourth waypoint

as to generate the trajectory in the second segment, given in Fig. 5.5. For segments lying

within the terminal points of a mission, the interior control points are determined from the

past and future waypoints. The four control points of the second segment, shown in Fig. 5.5,

are generated and implemented prior to the agent passing the last waypoint so that each

segment may be connected smoothly. The stipulation that the line perpendicular to the

bisection created by successive waypoints contain control points P2 of the previous segment

and P1 of the current segment ensures that the transition between segments is continuous.
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Figure 5.5: Generating the trajectory within the second segment of the sequential waypoints.

By adding another waypoint, seen in Fig. 5.6, this process continues as the ground

controller applies more waypoints to visit along the mission timeline. If the agent approaches

a waypoint and is only provided with a single look-ahead waypoint, it is assumed that the

agent is approaching the final segment of the mission. Similar to the initial segment, the

agent should finish along the direction of the last waypoint such that P2 of the final segment

is selected along the line connecting the last pair of waypoints using Eq. (5.18).

P2(τ) = ηP0 + (1− η)P3 (5.18)
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Figure 5.6: Generating the trajectory within the third segment of the sequential waypoints.

The benefit of employing this method of trajectory generation lies in the ability of the

agent to determine its own track and provides the ground controller the option of supplying

as little as two waypoints in the future for the formation to follow. Also, a batch of waypoints

may be provided to the agent to effectively generate longer tracks, as shown in Fig. 5.7.
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Figure 5.7: Constructing the path using the control points and connecting all waypoints.

With multiple waypoints provided, the agent employs the same method, evaluating each

segment individually and allowing the Bézier curve implementation to satisfy the endpoint

conditions using a low order approach. This method of path generation was chosen so that

each waypoint is incorporated into the mission. Also, by allowing the user the flexibility of

controlling the size of each waypoint’s radius, the ground controller further influences the

formation, retaining the ability to plan paths around obstacles and challenging environments.

The addition element of including radii around each waypoint provides a means of adjusting

how the vehicle approaches the waypoint. For the application herein with aerial vehicles

travel at higher rates that require wider breadth to make gradual turns, this novel variation

of Choi’s application to waypoint following tailors the use of Bézier curves to vehicles of more

challenging dynamics. The methods used herein match those found in [39] when the radii

are equivalent at each waypoint. Unless otherwise indicated, the size of the radii are left to
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the discretion of the user and a value of η = 1/4 is used in the initial and final segments of

the generated paths.
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Chapter 6

Linear-Quadratic-Tracker with Graph Laplacian

A multi-agent formation of autonomous vehicles is tasked to maneuver through an ob-

structed environment, following a set of sequential waypoints provided by a ground operator.

The agents share a global performance index but the control laws considered herein are de-

centralized since the agents are unaware of the commanded trajectory, allowing them to only

sense the states of their nearest neighbors. The ground operator shares a single link with

the formation through the formation leader. Sensor data of each agent may be processed

locally using a Kalman filter so that the state of the formation may be indirectly observed.

The centralized control problem involving predetermined sets of leaders and followers

for distributed control has long since been solved for a fully connected information exchange

network [1, 2, 3]. As the formation size grew, thereby creating more intricate communication

structures with high bandwidth requirements of moving all information to a central processor,

research moved towards decentralized cooperative control. Recognizing the robust appeal

of decentralized formation control, a recent push in multi-agent control has expanded upon

these classic examples to include localized formation control for more sparsely connected

networks [4]. Coordinated control of multi-agent systems has received great attention due to

their improved productivity in completing complex tasks over their individual counterparts.

Coordinated decentralized control opens the door to multiple fields of study including space,

terrestrial and oceanic explorations, spacecraft formation flying, cooperative surveillance,

and sensor networks [5, 6]. When establishing a hierarchy, separate sets of leaders and

followers work to solve the n-trailer problem for a convoy of vehicles through the local

sensing of position and velocity [7, 8, 9]. Alternatively, a consensus approach to virtual-

structure control is typically implemented when coordinating vehicle formations for directed
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and undirected communication topologies because of its application to graph theory and

the analytic capabilities for stability analysis [10, 11]. In the application herein, elements

of the consensus approach to formation control help to retain the formation structure while

relaxing the predetermination of a leader-follower hierarchy.

This work develops a decentralized cooperative control strategy based on the desired

response of the formation to a single exogenous input provided by a ground operator and

the communication capabilities inherent to the previously established interactions amongst

the unmanned agents. The controller allows an agent variable dependence on its leaders

and followers, ranging from a leader-follower to a virtual-structure type architecture. In a

leader-follower control strategy, separate sets of leaders and followers are designated and

the control on the leader is not affected by the state of the followers. A virtual-structure

control strategy treats the formation as a rigid body without any detailed hierarchy. In

this application, the aforementioned architectures act as a bound on a control continuum

such that a leader shares a dependence on the state of its followers, and vice versa. The

location of the leader in the topology elicits certain types of behavior from the formation in

terms of its response to the exogenous input, as detailed previously in Chapter 4, thereby

restricting the bounds of the allowable control to stabilize the formation. Balancing these

constraints with the desired behavior of the network, as requested by a ground operator, the

individual agents determine their own control utilizing limited information of the network

to best satisfy the wants of the user and the constraints of the graph topology, i.e. a global

objective function.

In a system where a formation of unmanned vehicles must pursue a desired trajectory

provided through a single leader, complications arise when providing state feedback for the

LQT control. Maintenance of the formation structure, variance in behavior of the formation

to the selection of the formation leader, and leveraging local information to satisfy a global

performance index all pose their own difficulties. This dissertation presents a novel approach

to addressing this problem by incorporating the formation constraints of the graph topology

79



into the design of the LQT using two separate approaches to controlling the formation. First,

each agent will implement their own decentralized LQT utilizing the hierarchy previously

developed in Section 4.3. Their local controller continues to utilize the graph Laplacian of

the global formation, but their control implementation remains only as a function of their

neighboring states. Secondly, each local agent determines the state of the entire formation

using a Kalman filter. The form of the LQT requires full-state feedback so each agent is

tasked with estimating the state of their non-neighboring agents of the connect formation.

These states are realizable through the graph Laplacian, incorporated by the performance

index, such that the extended neighbors are observable and formation keeping is obtainable.

This chapter presents the centralized solution to the LQT that incorporates the wants of a

ground operator, the topological structure of the formation, and the desired trajectory in the

formulation of the locally implemented control of each agent in the formation and various

methods of decentralizing the problem are investigated.

6.1 Construction of the LQT

Consider a discrete linear dynamic system.

xik+1 = Aixik +Biuik (6.1)

In Eq. (6.1), xi is the n-vector of the state variables for agent i, ui is the p-vector of the

inputs for agent i, Ai is the (n× n) state matrix of agent i, and Bi is the (n× p) input

matrix of agent i, where i = 1, . . . , N . The states of the vehicles are concatenated into an

ordered vector, xk, such that xik ∈ xk.

xk+1 = fk (xk, uk) = Axk +Buk (6.2)

The system state matrix, A, is a (Nn×Nn) block diagonal matrix consisting of the indi-

vidual systems such that A = diag ([A1, A2, . . . , AN ]). Similarly, B is the (Nn×Np) block
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diagonal input matrix consisting of the individual systems such that B = diag ([B1, B2, . . . ,

BN ]). To determine the inputs, uk, at each iteration, such that uik ∈ uk, the formation needs

to satisfy an objective function that reflects the wants of the ground operator, retains the

formation structure, and tracks the exogenous input. To this end, a LQT is used to optimize

the performance index subject to Eq. (6.2).

J =
1

2
αTTLxT +

1

2
(1− α) (yT − rT )T P (yT − rT )

+
1

2

T−1∑
k=i

αxTLx+ (1− α) (yk − rk)T Q (yk − rk) + uTkRuk (6.3)

In Eq. (6.3), (P, Q) are semi-positive definite symmetric matrices, R is a positive definite

matrix and L is the semi-positive definite symmetric graph Laplacian representation of the

formation interaction. The first term in the summation of the performance index leverages

the graph Laplacian in representing the interaction of the agents in the formation. Therefore,

this first term determines the cost of formation keeping. The second term regulates the

difference between the provided reference input rk and the linear combination of the states

yk such that yk = Cxk where C is the (m×Nn) measurement matrix for m measurements

of the leader’s state. The sliding parameter α, where 0 ≤ α ≤ 1, represents the commanded

behavior from the ground operator. By increasing the value of α, the performance index

stresses the importance of formation keeping while reducing the importance of trajectory

tracking, as determined by the ground operator. Similarly, by reducing the value of α, the

formation puts greater emphasis on trajectory tracking when determining the control. With

this, control parameter α directly affects the behavior of the formation. The solution of the

LQT is obtained by a standard procedure set forth in [43] and briefly described here for its

application to the decentralized problem. The cost function at each iteration, k, and the

terminal cost may be rewritten as L (xk, uk) and φ (T, xT ) in Eq. (6.4), respectively, where
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xT is the final state.

L (xk, uk) = 1
2

[
αxTkLxk + (1− α) (yk − rk)T Q (yk − rk) + uTkRuk

]
φ (T, xT ) = 1

2

[
αxTTLxT + (1− α) (yT − rT )T P (yT − rT )

] (6.4)

With this, the performance index in Eq. (6.3) is rewritten in a reduced form.

J = φ (T, xT ) +
T−1∑
k=i

L (xk, uk) (6.5)

In order to optimize Eq. (6.5), subject to Eq. (6.2), an augmented cost function is formulated

using the multiplier function λ. The Hamiltonian is then defined as the adjoint of the cost

function and the system constraint in Eq. (6.6).

Hk = Lk + λTk+1f
k (xk, uk) (6.6)

As presented in [44], the optimal control equations may now be defined.

State Equation:

xk+1 = ∂Hk

∂λk+1

= Axk +Buk

(6.7)

Costate Equation:

λk =
(
∂Hk

∂xk

)
=
(
∂fk

∂xk

)T
λk+1 + ∂Lk

∂xk

= ATλk+1 + αLxk + (1− α)CTQ (Cxk − rk)
(6.8)

Stationary Condition:

0 = ∂Hk

∂uk
=
(
∂fk

∂uk

)T
λk+1 + ∂fk

∂uk

= BTλk+1 +Ruk

(6.9)
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Boundary Condition:

λT = ∂φ
∂xT

= αLxT + (1− α)CTP (CxT − rT )
(6.10)

The control at k is found from the stationary condition in Eq. (6.9).

uk = −R−1BTλk+1 (6.11)

Using Eq. (6.11), the state and costate equations can be expressed as coupled equations.

xk+1

λk

 =

 A −BR−1BT

αL+ (1− α)CTQC AT


 xk

λk+1

+

 0

− (1− α)CTQrk

 (6.12)

The boundary conditions for the system in Eq. (6.12) are split such that the costate equations

needs to be expressed in an implementable form for online application of the LQT. Looking

at the boundary condition in Eq. (6.10), an assumed form of the costate equation for all

k ≤ T is given in Eq. (6.13).

λk = Skxk − vk (6.13)

The assumed form of the costate equation contains the (n× n) auxiliary function Sk and

the (n× 1) auxiliary function vk which will now be formulated using the state and costate

equations previously defined. Substituting Eq. (6.13) into the state of Eq. (6.11), the state

may be expressed in terms of xk, Sk+1 and vk+1.

xk+1 = Ak −BR−1BTSk+1xk+1 +BR−1BTvk+1 (6.14)

xk+1 =
(
I +BR−1BTSk+1

)−1 (
Axk +BR−1BTvk+1

)
(6.15)
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Equation (6.15) expresses the state in terms of the auxiliary functions. Applying Eq. (6.15)

and (6.13) to Eq. (6.12).

Skxk − vk = αLxk + (1− α)CTQCxk + ATSk+1

(
I +BR−1BTSk+1

)−1

×
(
Axk +BR−1BTvk+1

)
− ATvk+1 − (1− α)CTQrk (6.16)

[
−Sk + ATSk+1

(
I +BR−1BTSk+1

)−1
A+ (1− α)CTQC

]
xk

+
[
vk + ATSk+1

(
I +BR−1BTSk+1

)−1
BR−1BTvk+1 − ATvk+1 − (1− α)CTQrk

]
= 0

(6.17)

The condition in Eq. (6.16) must hold at each iteration, requiring the bracketed terms

in Eq. (6.17) to equal zero at every iteration. Applying the matrix inversion lemma to

Eq. (6.17), expressions for the costate equations are found.

Sk = AT
[
Sk+1 − Sk+1B

(
BTSk+1B +R

)−1
BTSk+1

]
A+ αL+ (1− α)CTQC (6.18)

vk =
[
AT − ATSk+1B

(
BTSk+1B +R

)−1
BT
]
vk+1 + (1− α)CTQrk (6.19)

Comparing the boundary condition from Eq. (6.10) to the assumed form of the costate in

Eq. (6.13), the boundary conditions of the auxiliary functions is found at iteration T .

ST = αL+ (1− α)CTQC

vT = (1− α)CTQrk

(6.20)
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The control can now be determined using the assumed form of the costate equation.

uk = −R−1BTλk+1

= −R−1BTSk+1xk+1 +R−1BTvk+1

= −R−1BTSk+1 (Axk +Buk) +R−1BTvk+1

=
(
BTSk+1B +R

)−1
BT (−Sk+1Axk − vk+1)

(6.21)

The feedback gain operating on the state xk may be redefined as Kk.

Kk =
(
BTSk+1B +R

)−1
BTSk+1A (6.22)

The feedforward gain, Kk
v , operates on the auxiliary function vk+1 such that the feedforward

allows the controller to follow the reference trajectory rk.

Kv
k =

(
BTSk+1B +R

)−1
BT (6.23)

With this, the control uk may be separated into its feedback and feedforward elements, given

in Eq. (6.24).

uk = −Kkxk +Kv
kvk+1 (6.24)

The solution to the centralized tracking problem is presented in Eq. (6.25).

Kk =

Sk =

vk =

Kv
k =

uk =

(
BTSk+1B +R

)−1
BTSk+1A

ATSk+1 (A−BKk) + (1− α)CTQC + αL, ST = αL+ (1− α)CTQC

(A−BKk)
T vk+1 + (1− α)CTQrk, vT = (1− α)CTQrT(

BTSk+1B +R
)−1

BT

−Kkxk +Kv
kvk+1

(6.25)

This two-point boundary problem requires a sweeping method to determine the control uk

which consist of both feedback, Kk, and feedforward, Kv
k , elements. The feedback element

85



is linearly dependent upon the state while the feedforward element depends on the output

vk+1 of the adjoint to the closed-loop plant driven by the exogenous reference trajectory

rk [43]. This aspect of the LQT requires prior knowledge of the reference trajectory to

determine the control online, requiring the followers to have knowledge of their intended

reference trajectory. The centralized approach to this problem requires a global observer who

determines the control for each vehicle in the formation. Although simplistic in theory, the

transmission of information from a fusion center makes the centralized approach increasingly

problematic as the formation grows. Also, the centralized approach develops a single point

of failure in the system which is unfavorable in attritional environments.

Eliminating the need for a centralized observer and appointing a single leader presents an

alternative to centralized cooperative control while creating several issues in observing both

the reference trajectory and state of the formation. The remainder of this work addresses

these complications in satisfying a global performance index using only local information

exchange in the decentralized formation. Although more complicated than the centralized

implementation of the LQT, the robust characteristics of decentralized control and low band-

width benefits provide a feasible, online alternative to its centralized counterpart.

6.1.1 Gain Matrix Analysis

In Section 4.3, a hypothetical controller was presented, provided in Eq. (6.26) for con-

venience.

ui (t) = − kLi
|NL (i)|

∑
j∈NL(i)

(
xi (t)− xLj (t)

)
− kFi
|NF (i)|

∑
`∈NF (i)

(
xi (t)− xF` (t)

)
(6.26)

Used to formulate the hierarchical framework of the network, this controller varies the depen-

dence each agent has on its leader and followers such that kLi + kFi = 1. Similar to Eq. (6.3),

increasing kLi emphasizes the controller’s dependence on the leader, analogous to decreasing

α. Comparatively, increasing the dependence on the follower by increasing kFi is analogous
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to increasing α. The controller in Eq. (6.26) may be partitioned into its contributing parts

corresponding to both position and velocity, Kp and Kv, respectively. With this, the con-

troller is reconstructed, defining xi as the vector of position states and ẋi as the vector of

velocity states:

ui(t) = −Kvẋi −Kpxi (6.27)

The square gain matrices in Eq. (6.27) may be separated into their symmetric and skew-

symmetric parts.

ui(t) = −(Kv
sym +Kv

skew)ẋi − (Kp
sym +Kp

skew)xi (6.28)

Consider the three vehicle convoy operating under this control law. Applying Eq. (6.26)

to this formation, the gain matrices, Kp,v, take the form given in Eq. (6.29).

Kp,v =



kF1 0 −kF1 0 0 0

0 kF1 0 −kF1 0 0

−kL2 0 kL2 + kF2 0 −kF2 0

0 −kL2 0 kL2 + kF2 0 −kF2

0 0 −kL3 0 kL3 0

0 0 0 −kL3 0 kL3


(6.29)

When kLi = kFi , the gain matrix becomes symmetric, non-negative definite, with Kp,v
skew = 0,

such that the dependence of an agent on their leader and followers is balanced and asymptotic

stability is possible [45, 46]. This corresponds to a virtual structure where the formation

responds as a rigid body. As the balance shifts between leader and followers, Kp,v becomes

asymmetric with Kp,v
skew 6= 0.

In the case of the centralized controller, where the global observer determines the con-

trol for each vehicle based on the state of the formation, the gain matrix reproduces the

behavior of the hypothetical controller in Eq. (6.26). The centralized global gain matrix, K,

may be partitioned into its contributing parts corresponding to both position and velocity,
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represented in Eq. (6.27) as Kp and Kv, respectively, for α = 1.

Kp =



0.2671 0.0000 −0.1570 0.0000 −0.1101 0.0000

0.0000 0.2671 0.0000 −0.1570 0.0000 −0.1101

−0.1570 0.0000 0.3141 0.0000 −0.1570 0.0000

0.0000 −0.1570 0.0000 0.3141 0.0000 −0.1570

−0.1101 0.0000 −0.1570 0.0000 0.2671 0.0000

0.0000 −0.1101 0.0000 −0.1570 0.0000 0.2671


(6.30)

Kv =



0.6501 0.0000 −0.3632 0.0000 −0.2869 0.0000

0.0000 0.6501 0.0000 −0.3632 0.0000 −0.2869

−0.3632 0.0000 0.7264 0.0000 −0.3632 0.0000

0.0000 −0.3632 0.0000 0.7264 0.0000 −0.3632

−0.2869 0.0000 −0.3632 0.0000 0.6501 0.0000

0.0000 −0.2869 0.0000 −0.3632 0.0000 0.6501


(6.31)

This LQT configuration represents a virtual-structure, analogous to the case of kLi = kFi such

that both Kp and Kv are symmetric, non-negative definite. Reducing the value of α such

that the controller considers the reference trajectory, the centralized Kp,v matrix becomes

asymmetric, with Kp,v
skew 6= 0. For example, applying a value of α = 0.75, the symmetric and

skew-symmetric portions of the position gain matrix are given in Eq. (6.32) and (6.33).

Kp
sym =



0.3758 0.0000 −0.0899 0.0000 −0.0521 0.0000

0.0000 0.3758 0.0000 −0.0899 0.0000 −0.0521

−0.0899 0.0000 0.3238 0.0000 −0.1302 0.0000

0.0000 −0.0899 0.0000 0.3238 0.0000 −0.1302

−0.0521 0.0000 −0.1302 0.0000 0.2651 0.0000

0.0000 −0.0521 0.0000 −0.1302 0.0000 0.2651


(6.32)
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Kp
skew =



0.0000 0.0000 −0.0247 0.0000 −0.0205 0.0000

0.0000 0.0000 0.0000 −0.0247 0.0000 −0.0205

0.0247 0.0000 0.0000 0.0000 −0.0005 0.0000

0.0000 0.0247 0.0000 0.0000 0.0000 −0.0005

0.0205 0.0000 0.0005 0.0000 0.0000 0.0000

0.0000 0.0205 0.0000 0.0005 0.0000 0.0000


(6.33)

The upper triangular portion of Kp
skew shows the attraction of the controller to the followers,

as expected for α = 0.75 where the controller emphasis the relationship between the followers

over that of the leader. This relationship was predicted in Eq. (6.26) where the upper

triangular portion of the gain matrix corresponded to the dependence of the controller on

the follower. This analysis has shown that the centralized LQT controller reproduces the

behavior expect from the hypothesized controller presented in Section 4.3. Furthermore,

the controller in Eq. (6.26) was inspired by the neighbor-to-neighbor interaction within the

formation, as modeled by the graph Laplacian. The centralized controller reproducing this

behavior is encouraging such that the first-order assumption made in the leadership selection

process has carried through to the formulation of the LQT controller.

6.1.2 The Mission Environment

The mission environment for the formation of unmanned vehicles is presented in Fig. 6.1.

The vehicles are tasked to maneuver around the obstructions, indicated as GPS jamming

regions, by way of a set of waypoints. The desired trajectory is generated onboard the

lead vehicle as the ground operator supplies at least two future waypoints along the track,

as described in Chapter 5. Each following agent updates their control every iteration and

assumes the control is constant between iterations while the leader updates its desired tra-

jectory upon update from the ground operator. The simulations in the following sections

begin with the formation only sensing their local neighbors. When the formation reaches
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consensus and identifies the formation leader, they develop their control and egress onto the

desired trajectory under the direction of their formation leader.

-100 0 100 200 300 400 500 600 700 800

x (m)

0

100

200

300

400

500

600

700

y 
(m

)

Test Environment
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JAM

Figure 6.1: Mission environment containing the desired track and waypoints for the un-

manned formation. The green and red points signify the beginning and ending of the track,

respectively, and the obstructions to maneuver around are marked in yellow.

The vehicle model considered in this section is a double-integrator model. Referring to

the building of the system model in Eq. (6.1), the state and input matrices have the form

given in Eq. (6.34).

xik+1 =



1 0 ∆t 0

0 1 0 ∆t

0 0 1 0

0 0 0 1


xik +



1
2
∆t2 0

0 1
2
∆t2

∆t 0

0 ∆t


uik (6.34)

The time step, ∆t, marks the time between each iteration, k. A rate of 1 Hz is used for

each simulation to provided a conservative update rate. It is assumed that the exchange
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information through the implementation of the DAA updates faster than the agents update

their controller in order to ensure that the formation reaches consensus upon a global leader

and remains stable to topological changes along the mission timeline.

6.2 Method 1 - Decentralized LQT Using a Reduced Order Gain Matrix

It has been shown that by designating individual sets of leaders and followers, the lead-

ers may pursue the reference trajectory while the followers implement a consensus protocol

to retain the formation structure [47, 48, 19]. Here, the leader’s motion is unconstrained such

that it is incumbent upon the followers to retain the formation structure and maintain their

connection to the leader. In this application, the hierarchy of the decentralized formation

is leveraged in applying a reduced order decentralized controller. The DLC developed this

hierarchy in Section 4.3, providing each local agent with knowledge of their local leader and

followers. By isolating each neighborhood of the global formation, the agents maintain their

position in their neighborhood by simultaneously tracking their local leader and maintaining

their local neighborhood structure. The contributions from outlying members of the forma-

tion are observed indirectly through the dynamics of their neighboring states. This approach

alleviates the need to estimate the state of the entire formation, relying only on the local

measurement of the neighborhood to determine an agent’s control.

The formation leader receives the waypoint information from the ground operator, defin-

ing the desired trajectory for the decentralized formation to follow. Upon each update from

the ground operator, the leader develops its control input based on the generated trajectory

and the state of its local neighborhood. The followers of the formation must update their

control at every iteration. The form of the LQT in Eq. (6.25) requires a reference trajectory

to determine the control effort needed by each agent. Therefore, the local agents must project

the state of their local leader to the next iteration, generate their own reference trajectory,

and compute their control. The sliding parameter, α, varies the importance of trajectory

tracking (α→ 0) and formation keeping (α→ 1). At one end of this boundary, where α = 0,
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the leader tracks the reference trajectory and the remaining agents are stationary. With this,

the selection of the leader is inconsequential and the application of the DLC in selecting one

node over another becomes arbitrary. At the other end of the boundary, where α = 1, the

priority of the controller is to retain the formation such that the entire formation will remain

stationary, ignoring the commanded trajectory all together. The formation keeping problem,

addressed in Section 4.2, showed the dependence upon the input location to the convergence

rate of the formation. Therefore, the dependence of a formation’s behavior upon the location

of the leader increases as the value of α increases.

Consider the convoy of three vehicles tasked with tracking a desired trajectory provided

by the ground operator in Fig. 6.2. Each agent determines the state of their system by

directly observing the state of their neighborhood. With this, the first agent observes a single

follower, the second agent observes a leader and a follower, and the third agent observes

a leader. The third agent in the convoy does not have access to the leader’s states or

the intended trajectory so it must assume that any movement of their neighborhood is a

consequence of the formation leader.

A1

0.707

A2

0.000

A3

0.707

Figure 6.2: Three agent convoy with accompanying DLC measures given in red.

Agent 3 assumes a double-integrator model of its leader, Agent 2, and determines its own

reference trajectory based on the projected state of Agent 2. This treatment of each neigh-

borhood as an isolated system, with each agent determining its own control, attributes to

the cost of satisfying the global performance index.
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Figure 6.3: Application of Method 1, using Agent 2 as the formation leader from Fig. 6.2.

The centralized solution, presented in black, precedes the decentralized solution, presented

in blue.

Figure 6.3 shows the result at six different iterations along the desired path. The cen-

tralized solution, presented here in black, represents the case where a centralized observer

determines the control of each vehicle. The formation in blue represents the implementa-

tion of the decentralized solution, where each agent determines their control by projecting

the state of the local leader and applying the LQT. The difference in spacing between the

centralized and decentralized solutions is attributed to the feedback of the formation on

the control of the leader. With α = 0.50, the control law provides a balance between the

cost of formation keeping and trajectory tracking. Placing the input at Agent 2, with the

DLC measure of 0, both agents have access to the leader’s true state but their respective

controllers are unaware of one another.

Moving the leadership position to a higher DLC location, Agent 1 is able to respond to

the reference trajectory quickly but at the expense of losing the cohesiveness of the formation

center, shown in Fig. 6.4.
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Figure 6.4: Application of Method 1, using Agent 1 as the formation leader from Fig. 6.2.

The centralized solution, presented in black, precedes the decentralized solution, presented

in blue.

Agent 3 determines its control from the state of Agent 2, exclusively, which attributes to

the increases separation between the agents along the trajectory. This reduce order method

provides a means of retaining the formation structure but as an agent’s geodesic distance

from the leader grows the performance of the controller deteriorates. In order to mitigate

this performance loss, the update rate of the controller should be increases, providing the

each agent the ability to project over shorter intervals and achieve more accurate estimates

of the desired trajectory within their local neighborhoods.
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Figure 6.5: Designating Agent 1 as the leader and varying the value of the sliding parameter,

α for Method 1. Image on the left reduces α to provided better trajectory following. The

right image increases α to emphasize formation keeping.

The sliding parameter, α, allows the ground operator to vary the dependence of the

controller on tracking the reference trajectory and retaining the formation. Figure 6.5 notes

the effect of the sliding parameter on the formation behavior. For reduced values of α, the

formation leader remains close to the reference trajectory. The implications of doing so result

in the formation becoming more displaced, thereby losing the cohesiveness of the formation as

the length of the formation grows. Conversely, by applying a larger value of α, the formation

better retains its structure, but at the expense of lagging the reference trajectory. These two

cases present different scenarios where the ground operator can request different behavior

from the formation through adjusting α. Values of low α appeal to missions where time-on-

target requirements outweigh the need for a strict formation structure. In limited sensing

environments where the spacing between vehicles must be kept to a minimum, applying a

higher value of α helps maintain the formation structure.

6.2.1 The Sliding Parameter

The weights of the two contributing elements of the cost function could be modified

to describe a one-to-one comparison between formation keeping and trajectory tracking,
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although this would not reflect the required control effort needed by the formation to retain

the structure. The trajectory tracking cost accounts for a single relationship between the

leader and the generated trajectory while the formation keeping accounts for |∆ (G)| /2

relationships, where ∆ (G) is the degree matrix of the formation graph G. With this, asking

the controller to provide equal cost in a one-to-one relationship between the leader/trajectory

and formation contributions would be to reject the effort needed to retain an entire formation.

Therefore, the sliding α term defines the relationship between their contribution to the overall

cost of the controller. The following simulations show the effect of varying the α term for the

overall performance of the controller. Comparisons between the sliding term and the DLC

measure help identify the benefits of leadership selection.

Consider the example formation given in Fig. 6.6. The image on the left shows the node

names for each node and their local connections. The image on the right indicates their

respective DLC measures.

A5

A7

A1A2

A3 A4

A6

0.305

0.640

0.0360.078

0.146 0.294

0.618

Figure 6.6: Identifications of seven nodes in a formation (left) with their corresponding DLC

measurements (right).

Recall that low DLC measures indicate input locations that promote the retention of the

formation structure, deject disturbances quickly, and whose response is dominated by the

homogeneous dynamics of the formation. Conversely, larger DLC measures indicate agents

more sensitive to the exogenous input, usually at the expense of formation keeping. With

this, Agents 1 and 7 exemplify these bounds of the DLC measures, respectively.
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Figure 6.7: Cost function for the seven node formation by applying the reduced order LQT

controller using α = 0.5.

Figure 6.7 shows the accumulated cost, using α = 0.50, over each iteration of the mission

as the vehicles move through the mission environment using N reduced order controllers.

Each line indicates the topological relocation of the leader in the formation. For example, the

blue line indicating the lowest cost over each iteration, corresponds to appointing Agent 1 as

the formation leader. In the centralized case where a global observer has access to the state

of each agent in the formation, as well as the desired reference trajectory, the performance

cost is orders of magnitude lower than the decentralized solution. Therefore, decentralizing

the problem greatly impacts the performance of the controller, particularly in this where the

information and access to the reference trajectory are limited.
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Figure 6.8: Cost functions for the seven node formation by applying the reduced order LQT

controller using α = 0.15.

As seen previously, lowering the value of α allows the leader to track the reference

trajectory closer at the expense of the formation structure. Figure 6.8 indicates that the

total cost increases as α decreases. Because the leader is more capable of separating from

the formation to track the trajectory, the formation cost increases substantially, resulting in

a large increase in the total cost on the system.
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Figure 6.9: Trajectory tracking and formation keeping cost of the seven node formation in

Fig. 6.6 for Method 1 using α = 0.15 and varying the location of the leader.

Looking further into the cost function, the two contributing elements may be separated

to identify the role of leadership selection in the design process of the controller. Figure 6.9

provides the trajectory tracking and formation cost accumulated over every iteration using a

value of α = 0.15 and varying the location of the leader for every mission. As expected, the

trajectory tracking cost is reduced by selecting a leader with a high DLC value, indicated as

Agent 7 in the left image. As highlighted in the description of the DLC that by using a low

DLC measure, most notably Agent 1, the formation keeping cost is reduced throughout the

mission. Therefore, the predominance of the formation keeping cost in Fig. 6.9 is attributed

to the added effort needed to account for the numerous connections within the formation

and the separation created by the formation leader pursuing the reference trajectory closer

with less attention on the state of the formation.

Requesting a more stringent formation keeping behavior using α = 0.85, Fig. 6.10

indicates how paying more attention to the formation structure reduces the total cost across

all DLC measures during the mission timeline along with the accompanying separation of

the cost function in Fig 6.11.
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Figure 6.10: Total cost versus iteration for Method 1 using α = 0.85 and varying the leader

position.
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Figure 6.11: Trajectory tracking and formation keeping cost of the seven node formation in

Fig. 6.6 for Method 1 using α = 0.85 and varying the location of the leader.

Comparing the selection of the DLC for α = 0.15, 0.5, and 0.85, the agent holding the

lowest DLC value prevails as the most capable leader of the formation. It would appear

that, through analysis of the cost function, the leadership selection has negligible affects on

the performance of the formation. This is true from a total cost perspective yet the behavior
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of the formation changes drastically when leadership changes through the network, as seen

in Fig. 6.5.

This first method, utilizing a LQT for formation keeping and trajectory tracking in a

decentralized formation of unmanned vehicles, proved to be effective in retaining the forma-

tion as it pursued the desired trajectory. This method allowed the control law to be applied

in a decentralized formation where the control is locally implemented by each agent. The

implications of leadership selection surfaced through the analysis of the individual contribu-

tions to the overall cost function. An important result from the above observations is that

the expected behavior derived from applying the DLC, from a purely algebraic analysis of

the formation’s graph Laplacian, is preserved when applying the LQT. Therefore, a ground

operator may request a leader by applying the DLC centrality and developing a sense for

how the formation will respond. Chapter 4 developed a centrality measure for a formation

operating under consensus dynamics, equivalent to applying a value of α = 1 in the proposed

LQT controller. The decentralized LQT controller proposed here revealed that the selection

of any agent will result in trajectory tracking while the behavior of the formation along the

mission timeline is reflected through the DLC implementation. The next section introduces

a variant of the reduced order controller to incorporate the entire formation state using a

Kalman filter.

6.3 Method 2 - Decentralized LQT Using a Global Gain Matrix

As an alternative to implementing reduced order controllers with limited observability

of the network structure, the state of the formation may be estimated through the use

of Kalman filter. In this approach, each agent leverages their acquired knowledge of the

formation structure using the graph Laplacian and estimates the non-neighboring states of

the formation. The graph Laplacian introduces the interactions of non-neighboring members

of the formation and provides the LQT controller with a description of the entire formation,

rather than a single neighborhood. This approach designs a global gain matrix with N
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separate Kalman filters running onboard each vehicle, allowing the decentralized agents to

determine their own perspective of the formation state.

x̂−k = Ax̂k−1 +Buk−1

P̄−k = AP̄k−1A
T + Q̄

K̄k = P̄−k H
T
(
HP̄−k H

T + R̄
)−1

x̂k = x̂−k + K̄k

(
zk −Hx̂−k

)
P̄k =

(
I − K̄kH

)
P̄−k

(6.35)

The only measurements available to the local agent are from their first-degree neighbors.

For this problem, the agents are assumed to gather perfect information from their neigh-

bors, leaving the remaining states of the formation to be estimated. Using a Kalman-filter

based observer, the LQT receives the required full-state feedback for the system in order

to determine the control. As the problem description requires, only the formation leader

knows the desired trajectory as supplied by the ground operator. Therefore, the remaining

agents of the formation must infer that if the state of their neighborhood changed, the state

of the formation leader changed as well. This relationship is observed through the vehicles

interactions modeled by the graph Laplacian, existing as the only reference local agents have

of the global formation structure. At the problem inception, the leader determines its gain

matrices, Kk and Kv
k , as it generates the desired trajectory from the provided waypoints.

The followers, on the other hand, must project the estimated state of the formation leader

until the next iteration, determine their own reference trajectory from the short projection,

and implement the LQT controller over the short interval.
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Figure 6.12: Application of Method 2, using Agent 2 as the formation leader from Fig. 6.2.

The centralized solution, presented in black, precedes the decentralized solution, presented

in blue.

This decentralized linear-quadratic-Gaussian-tracker (DLQGT) form of the LQT ac-

counts for the missing state information at the local level. The individual agents determine

their own perspective of the global gain matrix through the Kalman filter implemented on-

board, such that the Gaussian portion of the control is decentralized and unique to the local

agent. Applying this controller to the three agent convoy given in Fig. 6.2 and appointing

the second node as leader, the formation effectively maintains the structure as it moves

along the desired trajectory. This result coincides with that presented in Fig. 6.3, with

α = 0.50 and a DLC value of 0. In this configuration, both following agents observe the true

state of the formation leader and project its future location using a double-integrator vehicle

model. Opposed to the first method using a reduced order controller, the agents leverage

the information stored in the graph Laplacian to observe the non-neighboring states of the

formation.
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Figure 6.13: Application of Method 2, using Agent 1 as the formation leader from Fig. 6.2.

The centralized solution, presented in black, precedes the decentralized solution, presented

in blue.

Moving the input location to Agent 1, the ability of the DLQGT to retain the formation

structure is apparent, when compared with Fig. 6.4. With Agent 3 estimating the state of

Agent 1 (also the acting formation leader), the spacing within the formation is reduced,

even when placing the input at a higher DLC value. In formations with less access to the

formation leader, such as convoys or sparse topologies, this method retains the formation

structure better through the observation of the entire network, rather than through the

limited scope of the local neighborhood.
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Figure 6.14: Designating Agent 1 as the leader and varying the value of the sliding parameter,

α, for Method 2. Image on the left reduces α to provided better trajectory following. The

right image increases α to emphasize formation keeping.

The sliding parameter, α, has a similar affect on the system as in the reduced order

method. The separation of the three agent convoy is reduced through the use of the DLQGT.

As the value of α reduces, the trajectory tracking error reduces, keeping the leader close to

the desired path. With the inter-vehicle separation and the trajectory tracking error reduced

over the range of α values, this DLQGT method outperforms the reduced order method, as

expected.
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Figure 6.15: Cost functions for the seven node formation by applying the DLQGT using

α = 0.5.

Applying the DLQGT controller to the seven node formation given in Fig. 6.6, its

performance is presented in Fig. 6.15 with α = 0.5. Each line corresponds to a separate

mission using a different agent as the formation leader. Here, the agents with lower DLC

measurements incur less cost through each mission, coinciding with the results found in

Section 6.2. The cost, as compared to the reduced order controller, is less for each leader of

the formation.

106



0 100 200 300 400 500

Iteration, k

100

101

102

103

104

C
os

t (
m

2
)

Trajectory Tracking Cost vs Iteration, ,  = 0.15

A
1
, 0.035842

A
2
, 0.078434

A
3
, 0.14625

A
4
, 0.2943

A
5
, 0.30461

A
6
, 0.61827

A
7
, 0.63993

DLC Values

0 100 200 300 400 500

Iteration, k

100

101

102

103

104

C
os

t (
m

2
)

Formation Keeping Cost vs Iteration, ,  = 0.15

A
1
, 0.035842

A
2
, 0.078434

A
3
, 0.14625

A
4
, 0.2943

A
5
, 0.30461

A
6
, 0.61827

A
7
, 0.63993

DLC Values

0 100 200 300 400 500

Iteration, k

100

101

102

103

104

C
os

t (
m

2
)

Trajectory Tracking Cost vs Iteration, ,  = 0.85

A
1
, 0.035842

A
2
, 0.078434

A
3
, 0.14625

A
4
, 0.2943

A
5
, 0.30461

A
6
, 0.61827

A
7
, 0.63993

DLC Values

0 100 200 300 400 500

Iteration, k

101

102

103

104

C
os

t (
m

2
)

Formation Keeping Cost vs Iteration, ,  = 0.85

A
1
, 0.035842

A
2
, 0.078434

A
3
, 0.14625

A
4
, 0.2943

A
5
, 0.30461

A
6
, 0.61827

A
7
, 0.63993

DLC Values

Figure 6.16: Trajectory tracking and formation keeping cost of the seven node formation in

Fig. 6.6 for Method 2 using α = 0.15 and 0.85, varying the location of the leader.

A comparison of the trajectory tracking and formation keeping elements of the cost func-

tion are shown in Fig. 6.16. The predicted behavior of the controller through the application

of the DLC is confirmed by the reduced trajectory tracking cost for higher DLC measures,

and reduced formation keeping cost for lower DLC measures. As stated in Section 6.1.2, as

the value of α increases, the importance of leadership selection increases. The dominance

of the cost by the formation keeping when α = 0.85 denotes this importance of leadership

selection.
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6.4 Conclusions of the LQT

This chapter presented two separate approaches to designing a decentralized controller

for a formation of unmanned vehicles. The first approach utilized a locally understood global

hierarchy by applying N reduced order LQT controllers. The second approach required each

agent to locally estimate the global formation and directly apply the LQT controller using

their understanding of the formation state. Both applications perform well using various

topologies of varying connectivity and size. The differences and limitations of the controllers

arise in the onboard capabilities of the unmanned vehicles.

The first method ignores the contributions from agents outside of the local neighborhood

of the control such that each agent moves according to their own locally determined control

and assume that their neighbors move in the same perception of the formation state. This

produces excessive error in the projection of the local leader’s state. With this, the vehicles

must be capable of updating their control at a higher rate in order to effectively estimate

their locally determined reference trajectory. The second method, incorporates the extended

states of the formation into the local controller such that the system remains stable under

update rates. The application of the controllers must also consider the computation expense

of the two designs. The reduced order LQT controller does not require a Kalman filter in

its application, such that only the states of the neighboring agents are considered. This is

computationally more efficient than each agent design a global gain matrix, as in the DLQGT

method. The consequence of reducing the computational cost lies in the performance of the

controller.

For a convoy of vehicles, representing a sparse formation topology, the addition of more

vehicles to the formation requires agents topologically further away from the leader to have

a more global perspective of the formation in order to maintain its position in the formation.

With this, as the formation topology becomes more sparse, the performance of the reduced

order LQT deteriorates and the DLQGT method should be implemented. In the case of

the well connected formation where a majority of the agents have access to the formation
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leader’s states, the computationally less expensive reduced order approach performs well

under conditions where vehicles have limited capabilities.
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Chapter 7

Conclusions

This work explored the development of a decentralized cooperative controller able to

incorporate input from a ground operator and utilize the dynamic characteristics of the multi-

agent formation of unmanned vehicles. Limiting the formation to a single lead agent, the task

of identifying an agent in a predefined communication topology capable of accommodating

the input command and leveraging the formation structure was a significant challenge in

this work. Previous approaches to this multi-agent problem involved designating individual

sets of leaders and follower. The leaders would move unconstrained and manipulate the

followers, who were implementing a consensus protocol to retain the formation structure.

Other methods optimized the structure of the communication topology, tailoring the network

to a particular application. This work provided a complement to these approaches, allowing

any agent to be the formation leader and tailoring the controller to the predetermine network

topology. In achieving this, various aspects of the decentralized controller had to be address

individually.

The agents begin the mission with only local knowledge of the formation structure such

that a method of learning the network in a decentralized fashion was needed. This led to

the development of the DAA, through which the formation’s topology was systematically

constructed using a recursive algorithm. Next, a leader was defined as an agent capable of

providing a formation response that fit the wants of the ground operator. By addressing the

algebraic properties of the formation’s graph Laplacian, and through the implementation

of the DAA, a decentralized method of determining leadership was developed. With the

leadership established, the formation was tasked with following a desired trajectory, only

known to the formation leader. Using a waypoint following approach, the desired trajectory
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was generated using a variation of a Bézier curve application to better complement the

dynamics of the vehicles intended. Finally, the predetermined formation structure, provided

with a single formation leader, satisfied a global objective function by locally implementing a

LQT controller. This controller incorporated the wants of the user and utilized the location

of the leader to effectively move on the desired trajectory. This controller applied feedback

of a Kalman filter estimate of the state of the formation, implemented using only local

measurements to satisfy a global objective.

The DAA provided an avenue for learning the network in a decentralized manner. The

constraints of the problem restrict the communication to neighbor-neighbor interactions such

that information exchange at every update had to continuously reinforce the topological

state of the formation. This method incorporated the concept of consensus such that the

network would converge onto a common understanding of the formation as the individual

neighborhoods reached consensus. Through its application, the decentralized formation was

able to recognize changes in the network structure and account for the status of the formation

while operating in attritional environments. This approach to learning the network made

the formation more robust in challenging environments, providing a level of flexibility to the

controller design. Also, it built an avenue for the local agents to observe the global formation

structure later needed for the decentralized controller to satisfy a global objective.

With each local agent obtaining a global perspective of the formation, the task of deter-

mining leadership was accomplished through the implementation of the DLC. This centrality

measure utilized the neighbor-to-neighbor interactions in the formation to describe the ben-

efits of different input locations. A combination of the DLC method for identifying leaders

and the DAA method of relaying a topological description of the formation, the decentralized

leadership selection was shown to converge on to a single agent as recognized by all members

of the formation. A secondary application of the DLC allowed the formation to determine

its own hierarchy after selecting a leader. Using the centrality measures from the DLC as
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indications of the chain of command, Dijkstra’s method of determine the least weighted de-

veloped a hierarchy within the decentralized system. This approach provided a structured

solution to hierarchy development, able to be implemented locally due to each agent running

the DAA method and using the DLC to identify the global formation leader locally. The

algorithms introduced run efficiently onboard every vehicle and are computationally cost ef-

fective such that the decentralized leadership selection process can be executed online during

the mission.

The leader of the formation received a set of waypoints from the ground operator and

generated a desired trajectory onboard and in real time. Through the use of Bézier curves,

each waypoint was incorporated into the trajectory of the formation, providing a novel ap-

proach to waypoint following. The ground operator provided a radius around each waypoint

which controlled how the formation approached the waypoint. The computational efficiency

of lower order Bézier curves and the simple geometric application to the problem permitted

the trajectory generation to happen onboard the lead vehicle. Also, the continuity of Bézier

segments lends itself to this problem, giving the operator freedom to update the path and

maneuver the formation through challenging environments.

The steps leading up to the development of the decentralized cooperative control law

provided the conditions for the formation to operate in a decentralized environment. The

imposed assumptions aided in fully describing the design environment in order to illustrate

a logical implementation of these methods. Utilizing the information gathered by each de-

centralized agent inspired the form of the decentralized controller. Leadership selection,

hierarchy development, and trajectory generation were all required by the formation to

operator autonomously through the mission environment. Armed with these tools, the de-

centralized controller was built around their framework. The first approach to the LQT

design leveraged the instantiated hierarchy within the formation. The wants of the ground

operator were realized through the sliding parameter, which complemented the decentral-

ized leadership selection. Secondly, the DLQGT presented an alternative to the reduced
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order controller providing a global perspective of the formation through the graph Laplacian

framework. Incorporating a Kalman filter onboard each vehicle to process the local mea-

surements and estimate the state of the formation, the LQT controller was locally applied

by each agent. The decision to implement one controller over another remains a function

of the vehicle capabilities. The decentralized reduced order controller requires a higher up-

date rate in order accurately project the states of the local neighborhood leaders. As this

rate decrease, the controller suffers increases errors in projecting the state. The DLQGT

controller provided a complement to this design, allowing for lower update rates at a higher

computational cost. In the event that a formation topology is unknown, the DLQGT al-

lows for lower update rates and greater stability, tolerating more complicated topologies and

missions though attritional environments.
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