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Abstract 

 
 

The AASHTOWareTM Pavement ME Design software was adopted by the American Association 

of State Highway and Transportation Officials (AASHTO) for structural pavement designs. The 

performance prediction models in the software were only calibrated based on a national database of 

pavement sections in the U.S. and Canada. These models may not apply to local pavement designs due to 

insufficient adequacy. The National Center for Asphalt Technology (NCAT), equipped with a full-scale 

accelerated pavement Test Track and asphalt materials laboratory, supported this study on evaluation, 

local calibration, and validation of the rutting, bottom-up fatigue cracking, and IRI models. The NCAT 

database was developed with research-grade detail and accuracy and was locally-based regarding the 

information of materials, traffic, and climate, and field performance. In the process of local calibration, 

automation was used during software runs and data compiling to minimize human interaction with the 

computer. Considerable labor savings (100% reduction) and time savings (nearly 35% reduction) were 

gained. As for evaluation results, over-predictions by the nationally-calibrated rutting and bottom-up 

fatigue cracking model were seen for a majority of experimental sections, and local calibration reduced 

bias and standard error of the estimate. The IRI prediction by the nationally-calibrated model was only 

accurate between 35 in./mile to 65 in./mile, and local calibration insignificantly improved the IRI 

prediction accuracy. The improvement of model accuracy was adequately validated for the locally-

calibrated rutting and bottom-up fatigue cracking model, but not for the locally-calibrated IRI model, 

using independent local datasets. The recommended calibration coefficients should be evaluated based on 

a local database if they are intended for other design conditions. The automation method is recommended 

for future calibration studies since benefits in saving time and labor cost.  
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Chapter 1 Introduction 

1.1 Background 

Since the 1950’s, structural pavement design has evolved to ensure appropriate and cost-effective 

solutions for building roads of the time. Advanced materials, new conditions of traffic loading, and ever-

changing climate become convincing reasons to reexamine and improve pavement design. The modern 

design approach, mechanistic-empirical (M-E) design, has been adopted by AASHTO (AASHTO, 2004), 

and it has significant advantages over traditional approaches (i.e., empirically-based approaches) to 

account for recent changes in design needs. Now, the challenge exists in the implementation of M-E 

design approaches into practice. 

 

As of July 2013, the AASHTOWareTM Pavement ME Design software became commercially available to 

the pavement design community. The commercialized version has replaced the Mechanistic-Empirical 

Pavement Design Guide (MEPDG) whose development began in 1998 with multiple beta versions 

available between 2004 and 2012. Although there are no significant changes in algorithms among 

software versions, the implementation of the software still calls for evaluation and local calibration of 

performance prediction models. The M-E approach mechanistically calculates pavement responses to 

loads, and then empirically relates responses to distress and ride quality by performance prediction 

models. These models have been only nationally-calibrated based on the Long Term Pavement 

Performance (LTPP) database (ARA, 2004), so they reflect a general and somewhat broad relationship 

between pavement responses and long-term performance. If these models are locally used for a pavement 

design, the most appropriate designs might not be delivered by the M-E approach. For example, the cost 

of pavement turns out to be more expensive than necessary (over-designed). The worse is that the service 

pavement shows failure sooner than the time that a design life warrants (under-designed), which would 

put road users into higher risks of traffic accidents. The latter is more serious in high speed roadways, and 

much likely associated with higher health care cost (Shen and Neyens, 2015).      
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Half of the U.S. states expect to implement an M-E approach within the next two years (Pierce and 

McGovern, 2014). Three states (i.e., Indiana, Oregon, and Missouri) have completed the implementation, 

and some have already obtained significant benefits. According to Indiana’s experience (Nantung, 2010), 

a savings of $3,024,954 was successfully achieved for five completed projects. They mentioned that 

much-needed cost savings had been gained by using the M-E guide instead of the AASHTO 1993 method 

(Nantung, 2010). Recently, more and more state agencies have realized the necessity of M-E 

implementation. However, they yet need to evaluate and locally calibrate the performance prediction 

models. A big challenge was that the effectiveness of local calibration was limited by the database in term 

of many aspects of data, such as representativeness, the level of detail, availability and accuracy, and 

compatibility and consistency (Guo and Timm, 2016). The state agencies focus on sections mainly from 

LTPP or the state pavement management system (PMS) to conduct model evaluation, local calibration, 

and validation. Unfortunately, the sections from LTPP are representative of conventional pavements from 

earlier decades, which account little for recent technology innovations. The sections from PMS are known 

to have data issues regarding detail, consistency, and accuracy (Guo and Timm, 2016). Given the existing 

limitations of calibration data, a study using a database that has research-grade detail and accuracy is 

warranted for model evaluation, local calibration, and validation.  

 

Moreover, local calibration is a time-consuming and labor-intensive process. Researchers often need to 

create reliable design project files, run design software simulations with varied calibration coefficients, 

and compile unordered data for analysis. A previous study (ARA, 2004) documented a task of 4,896 

MEPDG runs, with each run taking 30 minutes. Guo and Timm (2015) executed more than 172 MEPDG 

runs in their preliminary investigation. To address these problems, pavement engineers sought ways for 

minimizing the human interaction with the design software. Fortunately, computer automation technology 

has been successfully adopted by a few (e.g., Schram and Abdelrahman, 2010; Jadoun and Kim, 2012; 

Guo, 2013) to facilitate software runs and data compiling. 
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A previous study by Guo and Timm (2015) performed a preliminary evaluation and local calibration on 

performance models with selected test sections from the NCAT Test Track. Though preliminary findings 

were achieved, the study results have not been very comprehensive due to a very limited number of 

investigated pavement sections. The purpose of this study is to use more test sections to conduct a 

comprehensive evaluation, local calibration, and validation of the performance models in the Pavement 

ME Design. 

 

1.2 Objectives 

Based on the discussion, there are four main objectives as follows:   

1. Evaluate the accuracy of nationally-calibrated performance models in the AASHTOWareTM ME 

software using the NCAT Test Track data.  

2. Locally-calibrate the performance models to the Test Track condition.  

3. Validate the locally-calibrated performance models using the NCAT Test Track data. 

4. Develop an automation method to facilitate software runs and data compiling. 

 

1.3 Scope of work 

To meet the first three objectives, 31 asphalt pavement sections from the Test Track were investigated as 

experimental sections. These sections were built with a range of materials and technologies as selected by 

sponsoring state Departments of Transportation and corporations. Each section was subjected to two years 

of traffic loads (amounting to 10 million equivalent single axle loads (ESALs)) and weathering by the 

local environment. The performance of all these sections was monitored throughout the testing phase. The 

performance of the sections was predicted through simulations by the AASHTOWareTM Pavement ME 

Design software. A large number of trial calibration coefficients were conducted to arrive at an optimal 

set of calibration coefficients that minimize the error between measured and predicted performance. To 
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accomplish the fourth objective, an automation program named Automation Anywhere® was used to 

interact with the Pavement ME design software that greatly reduced the time and labor cost.  

 

The dissertation is organized as follows: Chapter 2 covers a literature review to identify key topics for an 

M-E design calibration study and gather useful background information. Chapter 3 addresses the key 

topics for this study and explains the dataset and methodology adopted. Chapter 4 summarizes and 

discusses the results of the study. Chapter 5 introduces the concept of automation. Also included is an 

evaluation of time savings by automation against human maneuver. Considering that this dissertation is a 

follow-up study for the author’s Master’s thesis, Chapter 6 summarizes the comparison between the thesis 

and dissertation research. Chapter 7 presents conclusions and recommendations. Finally, references and 

appendixes are presented.      

 

  

4 
 



 
 

Chapter 2 Literature Review 

To complete this study, relevant literature was reviewed and used as a reference. In this chapter, an 

overview of the AASHTOWareTM Pavement ME design software is first provided. Next, the performance 

prediction models in the software are presented. Then, the recommended procedure for local calibration is 

introduced. Further, historical studies were reviewed, and recent relevant studies were carefully examined 

and compared. Useful information about the methodological framework and experimental methods are 

collected in this step. Lastly, studies that mention automation are reviewed and summarized. 

 

2.1 Overview of the Pavement M-E Design software 

The AASHTOWareTM Pavement ME design is the current version of the M-E based software for a 

replacement of the MEPDG which was recommended by the AASHTO. It is delivered by the NCHRP 1-

37A and NCHRP 1-40D projects as the companion software of the new guide for the M-E design and 

analysis. The AASHTOWareTM software became commercialized in July 2013. Table 2.1 summarizes 

former versions of the AASHTOWareTM software and the associated updates. The AASHTOWareTM 

Pavement ME Design v2.0 was used in this study. 
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Table 2.1 Former versions of Pavement ME Design software 

Software Name 
and Version 

Release Date Major Updates  Reference Materials 

MEPDG v0.9 Beta-version ESALs calculation, 
climate model (EICM), 
thermal cracking model, 
reliability 

Documentation (Darter et al., 
2006; Li et al., 2011) 

MEPDG v1.0 April 2007 Not clearly listed Documentation (AASHTO, 
2008; Li et al., 2011) 

MEPDG v1.1 September 2009 Portland Cement 
Concrete (PCC) 
pavement modules 

Documentation (Release 
Notes for MEPDG Version 
1.1 – September 2009) 

Darwin ME 2011 Interface, running time, 
sensitivity, thickness 
optimization 

Presentation (Clark, 2010) 

AASHTOWareTM 
Pavement ME 
Design v1.0 

July 2013 Educational version, 
fixing defects 

Documentation (ARA, 2013) 

AASHTOWareTM 
Pavement ME 
Design v2.0 

January 2014 Bugs removal, user 
feature 

Documentation (ARA, 2014) 

 

The AASHTOWareTM Pavement ME Design v2.0 was the most updated version at the time when this 

study was conducted. Though many updates exist between these versions, the nature of the M-E approach 

(Figure 2.1) remained unaltered in these versions. “Mechanistic” refers to the application of the principles 

of engineering mechanics, which leads to a rational design process (ARA, 2004). ”Empirical” refers to the 

characterization of material properties, traffic, environment, field performance data used to correlate to 

accumulated damage, or other inputs to the design process (ARA, 2004). The transfer function, namely 

performance prediction models, relates the theoretical computation of “damage” (which is a function of 

pavement deflection, strain, or stress responses) at some critical location with measured distress, 

completing the full mechanistic-empirical loop of the pavement design (ARA, 2004).  
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Figure 2.1 M-E design schematic (Priest and Timm, 2006) 

 

The major advantages of the M-E approach are realistic input characterization and specific distress 

prediction, enabling users to set failure criteria and generate cost-effective structural designs. For the 

Pavement ME design software, inputs can be entered at one of three different levels: level 1 (i.e., 

measured directly, site- or project-specific), level 2 (i.e., estimated from correlations or regression 

equations), and level 3 (i.e., default values). On the other hand, a disadvantage of the approach is that 

additional data and analysis for the models is considered necessary including: conducting input sensitivity 

analyses, developing input libraries, locally calibrating transfer functions, and user training (Timm et al., 

2014). As the MEPDG documentation (ARA, 2004) states, “Without calibration, the results of 
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mechanistic calculations cannot be used to predict rutting, fatigue cracking, and thermal cracking with 

any degree of confidence.” 

 

2.2 Performance prediction models 

Three performance prediction models (i.e., rutting, bottom-up fatigue cracking, and International 

Roughness Index (IRI) models) were investigated in this study since the corresponding distresses are 

prevalent at the Test Track. As mentioned in Chapter 1, these models were nationally-calibrated based on 

the LTPP database, revealing a general and somewhat broad relationship between pavement responses 

and long-term performance. They represent a national rather than region-specific perspective. ARA (2004) 

briefly mentioned that the input level for materials was at level 2 or 3 in the national calibration. Table 2.2 

summarizes some statistical results for the national calibration of these models. The standard error of the 

estimate (SEE) is the standard deviation of the residual error between the model-predicted and field-

measured values, which is a measure of model accuracy. The R2 represents the proportion of total 

variation explained by the model, which is a measure of model efficiency.  

TABLE 2.2 Statistical summary of national calibration results (Schwartz and Carvalho, 2007) 
 Fatigue Cracking Rutting IRI 

 Asphalt 
Concrete (AC) 

base/ 
subbase 

subgrade  

SEE 6.2% 0.055 in. 0.014 in. 0.056 in. 0.387 m/km 
R2 N/A 0.643 0.62 0.19 0.62 
Number of LTPP Sections 82 88 >350 

 

2.2.1 Rutting model 

Rutting is a load-induced distress caused by vertical consolidation and/or plastic deformation often at 

moderate to high temperatures. Because rutting occurs in each layer of pavement structure, the rutting 

model accounted for rutting in both asphalt concrete (AC) layers and unbound materials (i.e., base and 

subgrade materials). For the AC layers, the rutting model was initially based on Leahy’s model, modified 

by Ayres, and lastly by Kaloush (ARA, 2004).  
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To predict the AC rutting, the AC layer is subdivided into thinner sublayers in performance calculation. 

For each sublayer, the pavement response (e.g., vertical resilient strain ɛr) is computed by mechanistic 

model, and it is used to predict vertical plastic strain (i.e., ɛp) by equation (1). Then, the predicted rutting 

of the sublayer i can be derived by a product of vertical plastic strain and the sublayer i thickness. The 

predicted rutting of the entire AC layer can be achieved by summing up the rutting of each sublayer.  

r3r2 *0.4791*1.5606-3.35412
r1

r

p N*T*10* = βββ
ε
ε

                (1) 

where: 

βr1, βr2, βr3 = local calibration coefficients for AC rutting model (national values or defaults = 1) 

ɛp = vertical permanent strain at mid-thickness of the sublayer i under a given load 

εr = vertical resilient strain at mid-thickness of the sublayer i under a given load (derived from the 

Layered Elastic Analysis program, JULEA, which was the built in the AASHTOWareTM Pavement ME 

Design software (ARA, 2004)) 

T = AC temperature of sublayer i, °F 

N = number of repetitions of a given magnitude of load 

 

For unbound materials, the model was first derived by Tseng and Lytton, which was modified by Ayres 

and later by El-Basyouny and Witczak (ARA, 2004). The unbound material is divided into sublayers, and 

the rut depth of the material is the summation of rutting occurred in each of its sublayers. The rutting 

deformation (i.e., δi) appeared in a given sublayer is computed by equation (2) (ARA, 2004). In fact, the 

approach to predict rutting for the unbound materials is similar to the approach to predict rutting for the 

AC. The ratio ɛ0/ɛr in the unbound material model plays a similar role as the ratio in the AC rutting model. 

The exponential term is to account for effects of traffic loading and water on rutting. The right side of 

equation (2) is simply a product of model-fitting parameters (i.e., β1 and k1), a ratio ɛ0/ɛr adjusted by an 

exponential term, vertical resilient strain εv, and sub-layer thickness hi. 

9 
 



 
 

iv

)
N
ρ(-

r

0
11i h*ε*e*)

ε
ε(*k*β =δ

β

                 (2) 

where: 

β1 = local calibration coefficient for unbound materials rutting model, i.e. noted as βb for granular base 

and βs for subgrade (default = 1) 

δi = rut deformation in the sublayer i, in. 

k1 = regression model coefficient (2.03 for base and 1.35 for subgrade as default) 

ɛr/ɛ0 = laboratory-determined or estimated based on the type of material investigated (granular or 

subgrade soil) 

β, ρ = unbound material properties (dependent on water content) 

N = number of load applications under a given magnitude of load 

ɛv = vertical resilient strain of the sublayer i under a given load (derived from the program JULEA)  

hi = thickness of the sub-layer i, in. 

 

2.2.2 Bottom-up fatigue cracking model 

Fatigue cracking is another load-induced distress and caused by repetitive flexing of pavements. It usually 

initiates from the pavement surface or the bottom of the AC. The bottom-up fatigue cracking model 

accounts for fatigue cracking that initializes from the bottom of the AC and propagates to the road surface. 

The metric of cracking is the percentage of the cracked surface area over the total lane area, which is a 

commonly-used measure of cracking range. To predict this percentage, there are two steps in computation: 

fatigue accumulation and cracking conversion. When calculating fatigue accumulation, the allowable 

repetition number was first calculated based on the Asphalt Institute equation, which was derived by 

modifications to constant stress laboratory fatigue criteria (ARA, 2004). The equation was nationally 

calibrated to the following equation (3) (ARA, 2004). The fatigue accumulated at a given magnitude of 

load is equal to the ratio of an actual number of load repetitions to the allowable number of load 
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repetitions. Then, the fatigue accumulated at different magnitudes of loads is summed up using the 

Miner’s hypothesis (Equation (5)) for cracking conversion. 

1.281 *-β3.9492 *-β
tff

3f2f

1
E*ε*β*C*0.00432 =N                                                                                       (3) 

where: 

βf1, βf2, βf3 = local calibration coefficients for fatigue cracking model (national values or defaults = 1) 

Nf = number of repetitions under a given magnitude of load to failure  

ɛt = tensile strain at the critical location in the asphalt layer (derived from the JULEA program) 

E = AC stiffness at a given temperature, psi 

C = laboratory to field adjustment factor, C =10M  









+

0.69-
VV

V*4.84 =M
beffa

beff                   (4) 

where:  

Vbeff  = effective binder content, percent by volume 

Va = air voids, percent by volume 

∑
k

k

N
n =D

                                                                                                                                     (5) 

Where: 

D = accumulated damage, percent  

nk = actual number of load applications under a given magnitude of k  

Nk = allowable number of load applications under a given magnitude of k  

 

Once fatigue accumulation (i.e., D) is computed, it can be converted into the percentage of cracked area 

by the cracking conversion model (Equation (6)). The model, generated by determining the correlation 

between the amount of bottom-up fatigue cracking and damage, was nationally calibrated to the equation 

as follows (ARA, 2004): 
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where: 

FC = bottom-up fatigue cracking, percent 

-2.856
AC2 )h39.748(1--2.40874='C +  

'C*-2='C 21  

C1, C2 = local calibration coefficients for bottom-up cracking conversion model (national values or 

defaults = 1) 

C4 = local calibration coefficient for bottom-up cracking conversion model (default = 6000) 

D = accumulated damage, percent 

hAC = total thickness of the AC layer, in. 

 
2.2.3 IRI model 

IRI is an index to represent surface roughness of the pavement. The IRI model was developed based on 

the assumption that IRI is related to various pavement surface distresses. The IRI model for new flexible 

pavement is shown below (Equation (7)). It can be seen that calibration coefficients relate rutting, fatigue 

cracking, transverse cracking, and site factors to the IRI prediction in a linear relationship (AASHTO, 

2008). 

FS *CTC *CFC *CRD*CIRIIRI 43total210 ++++=                                                                      (7) 
where: 

IRI0 = initial IRI value before traffic loading 

C1, C2, C3, C4 = local calibration coefficients (national values or defaults: C1=40, C2=0.4, C3=0.008, 

C4=0.015) 

RD = average rut depth, in.  

FCtotal = total area of load-related cracking (combined bottom-up, top-down, and reflection cracking in the 

wheel path), percent 
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TC = total length of transverse cracks, ft/mile 

SF = site factor  

 

2.3 Recommended local calibration procedures 

As described in Chapter 1, evaluation, local calibration, and validation are necessary during the 

implementation of the M-E design approach. Evaluation is to examine the adequacy of the nationally-

calibrated models in a local design scenario. Local calibration is required when the predicted results from 

the models poorly match the measured results. This calibration process (Figure 2.2) aims to eliminate the 

bias and residual error between the predicted results from the models and the measured results from the 

real world (AASHTO, 2010). Validation is to examine whether the locally-calibrated models correctly 

predict the performance of local pavements. The dataset used for validation should be different from the 

one for local calibration to keep the independence of validation.  

 

Figure 2.2 Reduction of bias and improvement of precision (“Summary of ME Design,” 2016) 

In the documentation (AASHTO, 2010), there is a systematic guidance for performing local calibration of 

the MEPDG. The flow chart of the procedure (Figure 2.3 and Figure 2.4) and steps suggested for local 

calibration are provided as follows. Eleven steps are needed for adapting the MEPDG to local conditions 

(AASHTO, 2010): 
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1.  Select hierarchical input level for each input parameter 

The step is to select hierarchical input level (either level 1, 2, and 3) for the inputs that are to be used in 

the Pavement ME design software for design and analysis. This step can be important because the input 

level can have a significant impact on the standard error of each distress prediction model (AASHTO, 

2010). The selection of input level should be based on the typical practice by an agency for pavement 

design (AASHTO, 2010).    

 

2.  Develop local experimental plan and sampling template 

This step is to develop an experimental plan or a sampling template to refine the calibration of the 

performance prediction models. The sampling template is a matrix developed based on local conditions, 

policies, and materials. Each cell of the matrix is assigned multiple pavement sections. This step is 

performed to evaluate the effect of pavement type, local conditions, and materials on reducing the bias 

and standard error term.    

 

3.  Estimate sample size for specific distress prediction models 

This step is to estimate the sample size or number of pavement sections for the evaluation and local 

calibration. In each cell of the sampling template, the number of pavement sections (i.e., N) should be 

higher than a minimum that depends on the confidence interval (i.e., α) and tolerable bias (i.e., et) 

(AASHTO, 2010). 

2/2 )
*

(
t

y

e
SZ

N α≥                    (8) 

where: 

Zα/2 = a statistical term corresponding to the desired confidence level α   

Sy = the standard deviation of the values of investigated variable “y” 
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4.  Select roadway segments 

This step is used to select pavement sections to obtain the most information and keep sampling and 

testing cost to a minimum. The selection of pavement sections can be performed for a specific distress or 

multiple distresses for efficiency. For Accelerated Pavement Testing (APT) facilities, the evaluation and 

calibration results are independent of climatic-related factors and time-dependent properties of the 

pavement materials (AASHTO, 2010). Therefore, fewer tests are needed to determine the effect of 

selected factors than non-APT facilities (AASHTO, 2010). Also, APT pavement sections should not be 

used to determine the standard error of the estimate since the use of APT will result in much lower 

standard errors of the estimate (AASHTO, 2010). This is because traffic and climate parameters are 

highly controlled, and time-dependent properties are excluded from these short-term loading conditions 

(AASHTO, 2010).    

 

5.  Extract and evaluate distress and project data 

This step is to collect all data and identify any missing data elements that are needed to execute the 

AASHTOWareTM Pavement ME Design software (AASHTO, 2010). It is imperative to keep a consistent 

definition and measurement protocol of surface distress throughout the evaluation and calibration process 

(AASHTO, 2010). Also, it is important to check if the maximum measured distress values exceed the 

design criteria (or the trigger value) used by the agency. If not, the accuracy and bias of the prediction 

model may not be well evaluated at the values that trigger rehabilitation (AASHTO, 2010). Moreover, the 

measured distress data for all pavement sections should be evaluated and checked for anomalies and 

outliers – observations that have irrational trends in the distress data (AASHTO, 2010). 

 

6.  Conduct field and forensic investigations  

This step is to develop a sampling and testing plan for materials properties for pavement sections and to 

perform forensic investigations (e.g., trenching or coring) for cracking types (i.e., top-down, bottom-up 
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cracking, or others) or the assumption for layer rutting (AASHTO, 2010). The plan can have a significant 

impact on costs and time to conduct field investigation (AASHTO, 2010).    

7.  Assess local bias: validation of global calibration values to local conditions, policies, and materials 

The validation of global calibration values (or evaluation of national calibration values) is to compare the 

predicted performance with the measured values. The bias and SEE should be determined for each 

distress prediction model (AASHTO, 2010). Also, the Student’s t-test can be used to determine if there is 

a significant difference between the sets of predicted and measured distresses or IRI values (AASHTO, 

2010). If there is no bias, the standard error of the estimate should be compared with the global calibration 

data set – proceed to Step 9. 

 

8.  Eliminate local bias of distress and IRI predictions models 

This step is to eliminate the local bias. It requires adjusting the local calibration values (AASHTO, 2010). 

This step requires some runs or iterations of the Pavement ME design software.  

 

9.  Assess the standard error of the estimate 

This step is to compare the local SEE with that from the global (or national) data set. If the difference 

between SEEs is small, the local calibration coefficients can be used for pavement design – proceed to 

Step 11.    

 

10.  Reduce standard error of the estimate 

This step is to further eliminate the SEE. This step can be complicated and will probably require external 

revisions to the local calibration coefficients (AASHTO, 2010). This step also requires some runs or 

iterations of the Pavement ME design software. 
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11.  Interpretation of results, deciding on adequacy of calibration parameters 

This step is to evaluate the SEEs for distress and IRI models to determine their impact on the resulting 

designs at different reliability levels (AASHTO, 2010). An agency should review the expected 

pavement/rehabilitation design life within each cell of the sampling template (AASHTO, 2010).   

 

Figure 2.3 Flow chart of the procedure and steps suggested for local calibration; Steps 1 through 5 
(AASHTO, 2010) 
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Figure 2.4 Flow chart of the procedure and steps suggested for local calibration; Steps 6 through 11 
(AASHTO, 2010) 

 

2.4 Previous efforts of local calibration 

Many state highway agencies, collaborating with research institutes, have carried out necessary tasks of 

M-E implementation, including local calibration studies. The studies (i.e., Saeed and Hall, 2003; Schram 

18 
 



 
 

and Abdelrahman, 2006; Li et al., 2009; Hoegh et al., 2010; Hossain et al., 2011; Jadoun and Kim, 2012; 

Hall and Beam, 2005; Tran and Hall, 2007; Wang et al., 2008; Hall et al., 2011), discussed a variety of 

issues and emphasized some aspects of concern for MEPDG evaluation and calibration. The 

documentation of their work was reviewed to understand the general background and identify key topics 

for an M-E design calibration study. 

 

Saeed and Hall (2003) proposed a Phase-I MEPDG implementation plan for the Mississippi DOT. The 

plan mainly covered MEPDG familiarization, calibration preparation, and budget. This document outlined 

a stepwise plan to implement the M-E design guide. Some ideas of local calibration were described, 

though no actual calibration work had been carried out. Calibration preparation explained the processes of 

establishing pavement types, designing a factorial experiment, and selecting experimental sections. To 

design a factorial experiment, they listed a variety of contributing factors for prevalent distresses and ride 

quality, and defined the levels of these factors. Worthy to mention, the LTPP sections located in the state 

were recommended to be investigated experimental sections because of diverse pavement types and 

reliable data. Also, the Phase-II plan was mentioned to cover a detailed review of design factors and 

inputs, an initial sensitivity analysis, a comparison with current design procedures, and a guide to field 

and laboratory testing. However, this document did not elaborate the actual work and experiment results.    

 

Schram and Abdelrahman (2006) performed a study of MEPDG local calibration using Nebraska data. 

The main goal was to calibrate the IRI model for jointed plain concrete pavement (JPCP) and HMA 

overlay pavements. One unique approach was that the IRI prediction, as a function of several specific 

distresses, was calibrated directly based on the distresses measured from the field, rather than the 

distresses predicted by the MEPDG. Thus, IRI model coefficients (explained earlier in Chapter 2) were 

derived to fit the relationship between the in-field IRI values and in-field distress values. The 

effectiveness of this calibration approach is debatable because the model coefficients may not apply to the 

MEPDG. The MEPDG predicts IRI based on model predicted values of several distresses, which may not 
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reflect the in-field values as assumed. Further, the calibration was performed using three calibration 

datasets: in-state LTPP sections for national calibration (default level), state highway sections (statewide 

level), and a subset of state highway sections. The division of calibration dataset is illustrated in Figure 

2.5. The subset of state highway sections was categorized and grouped by Average Daily Truck Traffic 

(ADTT) and surface layer thickness. For the subset data, the coefficients were sought using the software 

Pavement Condition Assessment and Rehabilitation Effectiveness (PaveCARE).  

 

 

Figure 2.5 HMA overlay IRI model: SEE for high ADTT level (Schram and Abdelrahman, 2006) 

Then, a separate dataset of state highway sections was used to validate the accuracy of the calibrated 

models. The statistical validation (i.e., two-sample Student’s t-test) was used to analyze the results in 

addition to graphical validation (i.e., scatter plots of predicted against measured IRI values). In conclusion, 

Schram and Abdelrahman (2006) stated that local calibration attempted to harness the range of local area 

conditions and use them to improve prediction accuracy, but each project boasted unique local elements 

that could not be tamed with a systematic model. Also, Schram and Abdelrahman (2006) suggested that 

the challenge of applying focus calibrations to M-E models lies in the amount of time required to 

complete the calibrations, however, the improvement in prediction accuracy may justify the effort. The 
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suggestion indicated that a considerable amount of time and effort was needed to justify the value of 

focus calibration on database subsets of particular design interests.   

 

Jadoun and Kim (2012) targeted two main goals in their local calibration study for North Carolina 

conditions. The first goal was to determine k-values model for twelve HMA mixtures used by the state. 

The coefficient k in the rutting prediction models (i.e., transfer function) was for the rutting accumulation 

patterns under loads, and it was assumed that the determination of k-values was worthy of efforts before 

applying local calibration. The k-values were determined from the triaxial repeated load permanent 

deformation (TRLPD) tests. The second goal was to locally calibrate the rutting and bottom-up fatigue 

cracking models based on the LTPP database and state DOT data. Both models were calibrated using two 

methods for comparison: the Generalized Reduced Gradient (GRG) Optimization method and Genetic 

Algorithm (GA) method. The GRG method was applied by using macro recorder software, Workspace 

Macro Pro, to populate calibration coefficients in the software, while the GA method was applied by 

using MATLAB to optimize calibration coefficients. Figure 2.6 shows a comparison between measured 

vs. predicted rut depth and fatigue cracking by the default model, GRG-calibrated model, and GA-

calibrated model, respectively. 
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Figure 2.6 Comparison of measured versus predicted calibration results: total rut depth values 
from (a) default, (b) Approach GRG-R, and (c) Approach GA-R; and fatigue cracking values from 
(d) default, (e) Approach GRG-F, and (f) Approach GA-F (Jadoun and Kim, 2012) 

The study concluded that the nationally calibrated model under-predicted the total rut depth and fatigue 

cracking. The local calibration improved the model accuracy to some degree. The researchers suggested 

that reliable distress data are highly important for successful calibration. Field and forensic investigation 
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should be performed to identify the amount of rutting accumulated in each pavement layer, and it is also 

necessary to differentiate bottom-up cracking from the top-down cracking. 

 

Three studies briefly described above exemplify three state agencies’ M-E local calibration work, each of 

which had a state-specific focus. Indeed, the progress and focus of M-E calibrations were different 

depending on state’s early preparation (i.e. budget plan, database, research teams, and so on) and M-E 

implementation plan. For instance, the calibration work of Arkansas was carried out in a strategic order 

(i.e., sensitivity studies, traffic data, database support, and model calibration), which can be traced back 

through available published documents (Hall and Beam, 2005; Tran and Hall, 2007; Wang et al., 2008; 

Hall et al., 2011). Although the three studies had different focuses, they had some common concerns, 

such as the source and use of calibration datasets. Saeed and Hall (2003) emphasized the selection of 

calibration database and design of the factorial experiment. Schram and Abdelrahman (2006) described 

the use of separate datasets for calibration and validation and discussed the effect of dataset ranges. 

Jadoun and Kim (2012) claimed that their dataset included the LTPP data as well as state DOT laboratory 

data and field inspections of pavement sections. To summarize, eight recent studies (i.e., Muthadi and 

Kim, 2008; Mallela et al., 2009; Li et al., 2009; Hoegh et al., 2010; Hall et al., 2011; Rahman, 2014; 

Darter et al., 2014; Haider et al., 2016) were carefully examined.  

 

Muthadi and Kim (2008) used LTPP sections and North Carolina Department of Transportation databases 

to locally calibrate the alligator cracking model and permanent deformation models for HMA and 

unbound materials. Their local calibration process included three steps: verification, calibration, and 

validation. The verification performed software runs on the pavement sections using nationally-calibrated 

models. The calibration varied the appropriate model calibration coefficients to eliminate the bias and 

reduce the standard error between the predicted and measured distresses, if any exists. During the 

calibration, the Microsoft Excel Solver program was used to optimize the model coefficients βb and βs (in 

the rutting model), and C1 and C2 (in the bottom-up cracking model). The validation performed software 
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runs on the additional pavement sections using the locally-calibrated models for a check of the 

reasonableness of performance predictions. Figure 2.7 presents both measured and predicted for rutting 

and alligator cracking (before and after calibration).  

 

Figure 2.7 Measured versus predicted distresses before and after calibration: (a) total rut depth 
before calibration, (b) total rut depth after calibration, (c) alligator cracking before calibration, and 
(d) alligator cracking after calibration (Muthadi and Kim, 2008) 

The overall conclusion was that the calibration effort significantly reduced bias (from -0.0771 to 0 for 

rutting, from 3.67 to 0 for fatigue cracking) and the standard error (from 0.154 to 0.109 for rutting, and 

6.02 to 3.64 for fatigue cracking). The main recommendation was that field investigation (e.g., trenching 

and coring) should be performed. A more robust calibration should be carried out with an increased 

number of sections and more detailed inputs of a higher detail. 

 

Mallela et al. (2009) conducted a comprehensive study of MEPDG model validation and calibration for 

the Missouri Department of Transportation (MoDOT). The investigated models included: alligator 
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cracking, transverse cracking, and rutting models for three types of pavements (i.e., new HMA, HMA 

over HMA, and HMA over PCC pavements), and transverse slab cracking, transverse joint faulting, and 

IRI model for the new JPCP pavements. They identified and assessed suitable pavement sections from 

MoDOT and LTPP databases to conduct the experiment design based on several factors, such as HMA 

thickness and mix type for HMA, and lane width, shoulder type, dowel diameter, and thickness for PCC. 

The framework for MEPDG model validation and recalibration included four parts: 1. assembling of all 

relevant data; 2. processing assembled data to develop MEPDG input files and time series pavement 

performance data; 3. validation of nationally-calibrated models by evaluating goodness of fit and bias in 

Missouri conditions; 4. recalibration of national-calibrated models that were found to be inadequate. The 

study found that a majority of the paired measured and predicted alligator cracking points fell within a 

cracking group of 0 to 2 percent total lane area, which could not fairly account for the model predictions 

at higher percentages of cracking. The nationally-calibrated MEPDG rutting model was shown to be 

inadequate but after local calibration the model was deemed reasonable (Figure 2.8 and Figure 2.9); 

 

Figure 2.8 Plot of measured versus MEPDG nationally-calibrated model predicted new HMA 
pavement total rutting (Mallela et al., 2009) 
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Figure 2.9 Plot of measured versus locally calibrated model predicted new HMA pavement total 
rutting (Mallela et al., 2009) 

The researchers also found that the nationally-calibrated IRI model for new HMA and HMA over HMA 

pavements was inadequate for Missouri conditions. The local calibration barely improved the model 

predictions (Figure 2.10 and Figure 2.11). The study concluded that nationally-calibrated IRI model for 

HMA over JPCP pavements was reasonable for Missouri conditions (Figure 2.12). 
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Figure 2.10 Plot of measured versus MEPDG predicted IRI (nationally calibrated) for new HMA 
and HMA overlays of existing HMA pavements (Mallela et al., 2009) 

 

Figure 2.11 Plot of measured versus MEPDG predicted IRI (locally calibrated) for new HMA and 
HMA overlays of existing HMA pavements (Mallela et al., 2009) 
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Figure 2.12 Plot of measured versus MEPDG predicted IRI (nationally calibrated) for flexible and 
composite pavements (Mallela et al., 2009) 

 

Li et al. (2009) worked on the evaluation and calibration of MEPDG flexible pavement distress models 

for Washington State Department of Transportation (WSDOT). The calibration data was primarily from 

the Washington State Pavement Management System (WSPMS) database. Before performing calibration, 

bench testing was used to check input sensitivity and calibration necessity. It suggested that nationally-

calibrated models tended to under-predict longitudinal cracking, alligator cracking, and rutting (Figure 

2.13, Figure 2.14, and Figure 2.15). Local calibration improved the model predictions for longitudinal 

cracking, alligator cracking, transverse cracking, and rutting (Figure 2.13, Figure 2.14, and Figure 2.15).   
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Figure 2.13 Predicted versus measured performance in western and eastern Washington (1) (Li et 
al., 2009) 
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Figure 2.14 Predicted versus measured performance in western and eastern Washington (2) (Li et 
al., 2009) 
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Figure 2.15 Predicted versus measured performance in western and eastern Washington (3) (Li et 
al., 2009) 
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Figure 2.16 Predicted versus measured performance in western and eastern Washington (4) (Li et 
al., 2009)  

An “elasticity analysis” mentioned in the study was conducted to describe the effects of those calibration 

factors on the pavement distress models. Based on analysis results, the calibration factors were adjusted in 

order of high to low elasticity. Two calibration sections were carefully selected to represent typical design 

parameters and pavement condition data for WSDOT’s new flexible pavements. A variety of sections 

(totally 13 sections), independent of the two for calibration, were used to validate the calibration results.  

The main conclusion was that calibration applies to more than 90% of all WSDOT flexible pavements. It 

was recommended that local roadway agencies need to balance the accuracy of inputs and costs, and they 

should further examine MEPDG models. The calibration results will benefit agencies that are, or will be, 

involved with MEPDG.  

 

Hoegh et al. (2010) utilized the time history rutting performance data from Minnesota Road Research 

Project (MnRoad) to evaluate and locally-calibrate the MEPDG rutting model. Other forms of pavement 

distress were not evaluated. 12 asphalt sections, part of westbound Interstate 94, were used for this 
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investigation. These sections, though built according to various designs (i.e., thickness, mix design, base 

type, etc.), were subjected to the same environmental and traffic loading condition. The local calibration 

did not involve an adjustment of the calibration coefficients. Instead, it was achieved with a subtraction of 

initial base and subgrade rutting jump (i.e., the first month’s prediction). Trenches were cut for two-thirds 

of the asphalt sections, which indicated the majority of rutting occurred in the upper lifts of the HMA, 

with the granular base and subgrade mostly unaffected. This suggested that the nationally-calibrated 

rutting model over-predicted rutting for the MnRoad conditions because of an initial over-prediction of 

base and subgrade rutting (Figure 2.17). The conclusion indicated that local calibration was successful in 

improving rutting predictions. 
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Figure 2.17 Results: (a) measured and predicted rutting over the pavement age for Section 1 and (b) 
measured and predicted rutting over the pavement age for Section 2 (Hoegh et al., 2010) 

 

Hall et al. (2011) performed the initial local calibration of flexible pavement models in the MEPDG for 

Arkansas. Data from LTPP database and local pavement management system (PMS) was used for the 
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study. Three parts of work were presented: verification, calibration, and validation. The verification 

showed that predicted distresses (longitudinal cracking, transverse cracking, rutting, and IRI) did not 

match well with measured distresses (Figure 2.18). 

 

Figure 2.18 Verification of nationally calibrated model: (a) longitudinal cracking, (b) transverse 
cracking, and (c) IRI (Hall et al., 2011) 

For the calibration effort, the longitudinal and transverse cracking models were not calibrated due to a 

lack of full understanding of cracking mechanism. The IRI model was not calibrated because the 

predicted IRI is a function of other predicted distresses. The Solver function in Microsoft Excel was used 

to optimize the coefficients in the alligator cracking model. Iterative runs of the MEPDG were used to 

optimize the rutting model. The validation effort indicated that the adjusted calibration coefficients 
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improved the model predictions. The study concluded that alligator cracking and rutting models were 

improved by local calibration (Figure 2.19). In terms of the alligator cracking, the average of cracking 

predictions was increased from 0.5512% to 2.0070%, as compared to the average of measurements 

2.0688%. The standard deviation of cracking predictions was reduced from 2.0661% to 1.4456%, as 

compared to the average of measurements 4.9029%. As for the rutting, the average of predictions was 

reduced from 0.2586 in. to 0.1852 in., as compared to the average of measurements 0.1945 in.. The 

standard deviation of rutting predictions was reduced from 0.0885 in. to 0.0628 in., as compared to the 

average of measurements of 0.0670 in.. The availability and quality of design, materials, construction, and 

performance data are crucial for local calibration. It was recommended that data from additional sites be 

added to future calibration efforts.    

 

Figure 2.19 Rutting models: (a) verification of national calibration and (b) local calibration (Hall et 
al., 2011) 

 

Rahman (2014) conducted a study on the MEPDG models based on Oregon rehabilitated roadways. 38 

pavement sections throughout Oregon were included in this calibration study. A detailed comparison of 

predicted and measured distresses suggested that MEPDG prediction models (for rutting, alligator 

cracking, longitudinal cracking, and thermal cracking) did not accurately reflect measured distresses. 

Therefore, a local calibration was warranted. The local calibration improved the model accuracy for 
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rutting (SEE: from 1.443 to 0.457), alligator cracking (SEE: from 3.384 to 2.144), and longitudinal 

cracking (SEE: from 682 m/km to 486 m/km) by adjusting calibration coefficients (Figure 2.20, Figure 

2.21, Figure 2.22, and Figure 2.23). 

 

Figure 2.20 Comparison of predicted and measured rutting (a) before calibration and (b) after 
calibration (Rahman, 2014) 

 

Figure 2.21 Comparison of predicted and measured alligator cracking (a) before calibration and (b) 
after calibration (Rahman, 2014) 

37 
 



 
 

 

Figure 2.22 Comparison of predicted and measured longitudinal cracking (a) before calibration 
and (b) after calibration (Rahman, 2014) 

 

Figure 2.23 Comparison of predicted and measured thermal cracking (a) before calibration and (b) 
after calibration (Rahman, 2014) 

However, there was still a high degree of variability between predicted and measured distresses. The 

researchers believed that the calibrated models of rutting and alligator cracking could be implemented. 

They suggested that future effort should be spent on further calibration using additional sites and using 

more detailed inputs.   
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Darter et al. (2014) took efforts to implement DARWin-ME pavement design guide for Arizona DOT. 

Implementation focused on several tasks: identifying the desired pavement design application, 

characterizing materials, determining traffic loadings, collecting and assembling input data, calibrating 

prediction models, and training Arizona DOT staff. A variety of pavements were investigated: new HMA 

pavement, AC over AC, etc. 42 LTPP and 16 ADOT sections were used to locally calibrate the alligator 

cracking, rutting, transverse cracking, and IRI models. For alligator cracking, it was recognized that the 

SEE was about the same after the local calibration. However, the predictions (at higher levels of fatigue 

damage) were obviously improved. Therefore, it was overall believed that the alligator cracking model 

was improved. It was concluded that the local calibration effort improved the accuracy of the rutting and 

IRI models (Figure 2.24, Figure 2.25, Figure 2.26, Figure 2.27, Figure 2.28, and Figure 2.29). 

 

Figure 2.24 Initial verification of the HMA alligator fatigue cracking models with global coefficients 
using Arizona performance data (Darter et al., 2014)  
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Figure 2.25 Measured and predicted alligator cracking versus cumulated fatigue damage for the 
locally calibrated alligator cracking submodels data (Darter et al., 2014) 

 

Figure 2.26 Predicted total rutting using global coefficients and Arizona HMA pavement 
performance data (Darter et al., 2014) 
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Figure 2.27 Predicted total rutting using local coefficients and Arizona HMA pavement 
performance data (Darter et al., 2014) 

 

Figure 2.28 Predicted versus measured IRI using global coefficients (Darter et al., 2014) 
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Figure 2.29 Predicted versus measured IRI using local coefficients (Darter et al., 2014) 

The study gave some recommendations on generating binder and mixtures data library, evaluating the 

transverse cracking model, and collecting more traffic data.  

 

Haider et al. (2016) undertook the local calibration of the Pavement-ME flexible pavement performance 

models for Michigan conditions. Rutting and transverse cracking models were calibrated in this study. 

Traditional split sampling (70% for calibration and 30% for validation), as well as bootstrapping, was 

used as resampling strategies when data was limited. Traditional split sampling was to randomly select 

subsets of individuals within a statistical population to estimate characteristics of the whole population. 

The bootstrapping relies on random sampling with replacement, and this can be implemented by 

constructing a number of resamples with replacement of the observed dataset. These strategies were to 

quantify the variability associated with the model predictions and parameters. The models were improved 

with the local calibration effort (Figure 2.30). The main conclusion was that these resampling strategies 

would help in reducing the SEE and bias for the calibrated model. 
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Figure 2.30 Split-sampling local calibration results: (a) global model, total rutting; (b) local model, 
total rutting; (c) validation for total rutting; (d) global model, transverse cracking; (e) local model, 

transverse cracking; and (f) validation for transverse cracking (Haider et al., 2016) 

After examing the eight studies, a synthesis was made to identify common concerns and gather relevant 

information from each study. Table 2.3 present common concerns (i.e., data source, input level, the 

number of calibration and validation sections, and experimental factors) for the eight calibration studies. 

A summary of Table 2.3 is provided after that. 
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Summary of Table 2.3: 

• Data Source: most of these studies used LTPP sections and PMS sections as calibration database, 

while Hoegh et al. (2010) used data from the Mn/Road full-scale pavement testing facility.  

• Input Level: of eight studies reviewed, most studies selected the level of input detail based on 

data availability. None used level 1 inputs for all of the modules (i.e., traffic, climate, and 

material).   

• The Number of Calibration and Validation Sections: all studies except Li et al. (2009) and Hoegh 

et al. (2010) adopted more than 30 calibration sections, which satisfied the AASHTO guidance 

for calibrating rutting (i.e. more than 20) and load-related cracking model (i.e., more than 30) 

(AASHTO, 2010).  

• Experimental Factors for Calibration Sections: all eight studies reviewed except Hoegh et al. 

(2010) had a factorial design. Hoegh et al. (2010) used only a small number of MnRoad sections, 

which may have prevented the researchers from considering experimental factors. 

 

The following tables present the other three common concerns (i.e., optimization approach, local 

calibration coefficients, and assessment of improved accuracy). These common concerns are presented 

respectively for each of distress prediction models: rutting (Table 2.4), bottom-up fatigue cracking (Table 

2.5), and IRI models (Table 2.6). A summary is provided for each.  
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Table 2.4 Common concerns of recent studies on rutting model calibration 

Author 
(Year) 

Muthadi and 
Kim (2008) 

Mallela et 
al. (2009) 

Li et al. 
(2009) 

Hoegh et 
al. (2010) 

Hall et al. 
(2011) 

Rah-
man 

(2014) 

Darter et al. 
(2014) 

Haider et al. 
(2016) 

Optimizatio
n Approach Excel solver 

Statistical 
software, 
varying 

coefficients 

Varying 
coefficients 

Prediction 
modificati

-on 

 Varying 
coefficients N/A 

Optimization 
using linear 

and non-linear 
regression 
techniques  

Varying 
coefficients 

Local 
Calibration 
Coefficients 

βr1 = 1.02, 
βr2 = 1,  
βr3 = 1;  

βb = 1.5803;  
βs = 1.10491  

βr1 = 1.07,  
βr2 = 1,  
βr3 = 1;  

βb = 0.01;  
βs = 0.4375 

βr1 = 1.05, 
βr2 =1.109,  
βr3 = 1.1;  
βb = N/A; 

βs = 0 

N/A 

βr1 = 1.2, 
βr2 = 1,  

βr3 = 0.8; 
βb = 1;  
βs = 0.5 

N/A 

βr1 = 0.69, 
βr2 = 1,  
βr3 = 1;  

βb = 0.14;  
βs = 0.37 

βr1 = 0.948,  
βr2 = 1.3, 
βr3 = 0.7;  

βb = 0.094; 
βs = 0.037 

Assessment 
of Improved 

Accuracy 

Graphic 
validation 

(i.e., 
predicted vs. 

measured 
plot), 

statistics 
(i.e., mean, 

R2, and 
SSE), and 
statistical 

analysis (i.e., 
t-test and 
Chi-test) 

Graphic 
validation 

(i.e., 
predicted 

vs. 
measured 
plot) and 
statistical 
analysis 

(i.e., paired 
t-test) 

Graphic 
validation 

(i.e., 
distress vs. 
time plot) 

Graphic 
validation 

(i.e., 
predicted 

vs. 
measured 
plot and 

distress vs. 
time plot) 

Graphic 
validation 

(i.e., 
predicted 

vs. 
measured 
plot), and 
statistical 
analysis 

(i.e., t-test 
and F-test) 

N/A 

Graphic 
validation 

(i.e., predicted 
vs. measured 

plot), 
comparison of 
statistics (i.e., 
mean, R2, and 

SEE), and 
statistical 

analysis (i.e., 
linear 

regression 
analysis and 
paired t-test) 

Graphic 
validation 

(i.e., 
predicted 

vs. 
measured 

plot), 
comparison 
of statistics 
(i.e., bias 
and SEE), 

and 
statistical 
analysis 

(i.e., paired 
t-test) 

N/A means “not applicable or not included in the documentation.” 

Summary of Table 2.4: 

• Optimization Approach: the studies used different types of approaches: varying coefficients, 

Excel solver, statistical software, optimization using regression techniques, and prediction 

modification. Varying coefficients is a trial and error process based on attempting various 

coefficient values to obtain improved correlation of measured and predicted outcomes. Excel 

solver, statistical software, and optimization using regression techniques are model regression 

tools that were used to adjust calibration factors. The details of these tools and the criteria for 

evaluating coefficients were not documented. These tools were employed to optimize coefficients 

βr1, βb, and βs (i.e., Muthadi and Kim, 2008, Mallela et al., 2009, and Darter et al., 2014). The 
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coefficients βr1, βb, and βs were regarded as constant multipliers, which accounted for a proportion 

of rutting assigned to each layer (i.e., AC, base, and subgrade rutting). Prediction modification 

(Hoegh et al., 2010) is a method which does not require varying calibration coefficients. It can be 

simply based on arithmetic operations (e.g., adding or subtracting a term) on existing predictions 

to reach the best match with field performance. Among these studies, the varying coefficients 

approach was used the most.  

• Recommended Results: some similarities were found for those studies which provided relevant 

information. The values of calibration coefficients βr1, βr2, and βr3 ranged from 0 to 2, fairly close 

to the default value (i.e., 1). The values of coefficients βb and βs were smaller than 1, except for 

the study by Muthadi and Kim (2008). Since the coefficients βb and βs were regarded as constant 

multipliers, a value of less-than-one indicates that the calibrated models provided a reduction of 

rutting prediction compared to default prediction. 

• Assessment of Improved Accuracy: a common practice was found among those studies: the 

improved model accuracy was assessed by graphic validation (i.e., scatter plots of predicted 

against measured rutting values) and statistical analysis (i.e., statistics or the Student’s t-test). The 

statistics include the mean, bias, sum of squared error (SSE), R2, or standard error of the estimate 

(SEE). The Student’s t-test was to evaluate the difference between model predictions and in-field 

measurements. 
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 Table 2.5 Common concerns of recent studies on bottom-up fatigue model calibration 

Author 
(Year) 

Muthadi and 
Kim (2008) 

Mallel
a et al. 
(2009) 

Li et al. 
(2009) 

Hoegh 
et al. 

(2010) 

Hall et al. 
(2011) 

Rah-
man 
(201

4) 

Darter et al. 
(2014) 

Haider et al. 
(2016) 

Optimization 
Approach Excel Solver N/A varying 

coefficients N/A Excel Solver N/A 

Optimization 
using linear 

and non-linear  
regression 
techniques  

Varying 
coefficients 

Local 
Calibration 
Coefficients 

βf1 = 1,  
βf2 = 1,  
βf3 = 1;  

C1 = 0.437199,  
C2 = 0.150494,  

C4 = N/A 

N/A 

βf1 = 0.96, 
βf2 = 0.97, 
βf3 = 1.03; 
C1 = 1.071, 

C2 = 1,  
C4 = 6000  

N/A 

βf1 = N/A, 
βf2 = N/A, 
βf3 = N/A; 
C1 = 0.688, 
C2 = 0.294, 
C4 = 6000 

N/A 

βf1 = 249.009, 
βf2 = 1,  

βf3 = 1.233;  
C1 = 1,  

C2 = 4.5,  
C4 = 6000  

βf1 = N/A,  
βf2 = N/A,  
βf3 = N/A;  
C1 = 0.5,  

C2 = 0.56,  
C4 = 6000 

Assessment 
of Improved 

Accuracy 

Graphic 
validation (i.e., 
predicted vs. 

measured plot), 
statistics (i.e., 
mean, R2, and 

SSE), and 
statistical 

analysis (i.e., t-
test and Chi-
squared test) 

N/A 

Graphic 
validation 

(i.e., 
distress vs. 
time plot) 

N/A 

Graphic 
validation 

(i.e., 
predicted vs. 

measured 
plot), and 
statistical 

analysis (i.e., 
t-test and F-

test) 

N/A 

Graphic 
validation (i.e., 
predicted vs. 

measured 
plot), 

comparison of 
statistics (i.e., 
mean, R2, and 

SEE), and 
statistical 

analysis (i.e., 
linear 

regression 
analysis and 
paired t-test) 

Graphic 
validation 

(i.e., 
predicted vs. 

measured 
plot), 

comparison 
of statistics 

(i.e., bias and 
SEE), and 
statistical 

analysis (i.e., 
paired t-test) 

N/A means “not applicable or not included in the documentation.” 

Summary of Table 2.5: 

• Optimization Approach: these studies used a range of types: Excel solver, optimization using 

regression techniques, and varying coefficients. However, the details of these tools and the 

criteria of evaluating coefficients were not documented.  

• Recommended Results: some similarities were found among those studies which provided 

relevant information. The values of calibration coefficients βf1, βf2 and βf3, were fairly close to the 

default value (i.e., 1) except the result (i.e., βf1 = 249.009) from Darter et al. (2014). The values of 

calibration coefficients C1 and C2 were fairly close to the default value (i.e., 1) except the result 

(i.e., C2 = 4.5) from Darter et al. (2014). The default value of C4 for all studies was not changed 

from 6000.  

48 
 



 
 

• Assessment of Improved Accuracy: a common practice was to illustrate improved model 

accuracy by graphic validation (i.e., scatter plots of predicted against measured bottom-up fatigue 

cracking values) and statistical analysis (i.e., statistics or the Student’s t-test). 

Table 2.6 Common concerns of recent studies on IRI model calibration 

Author 
(Year) 

Muthadi 
and Kim 
(2008) 

Mallela et al. 
(2009) 

Li et 
al. 

(2009) 

Hoegh et 
al. 

(2010) 

Hall et 
al. 

(2011) 

Rahman 
(2014) 

Darter et al. 
(2014) 

Haider et al. 
(2016) 

Optimization 
Approach N/A 

Statistical 
software, 
varying 

coefficients 

N/A N/A N/A N/A 

Optimization 
using linear and 

non-linear 
regression 
techniques  

Non-linear 
optimization 

Local 
Calibration 
Coefficients 

N/A 

C1 = 17.7,  
C2 = 0.975,  
C3 = 0.008,  
C4 = 0.01 

N/A N/A N/A N/A 

C1 = 1.2281,  
C2 = 0.1175,  
C3 = 0.008,  
C4 = 0.028 

C1 = 32.3,  
C2 = 0.404,  
C3 = 0.006,  
C4 = 0.016 

Assessment 
of Improved 

Accuracy 
N/A 

Graphic 
validation 

(i.e., 
predicted vs. 

measured 
plot) and 
statistical 

analysis (i.e.,  
paired t-test) 

N/A N/A N/A N/A 

Graphic 
validation (i.e., 
predicted vs. 

measured plot), 
comparison of 
statistics (i.e., 
mean, R2, and 

SEE), and 
statistical 

analysis (i.e., 
linear regression 

analysis and 
paired t-test) 

Graphic 
validation 

(i.e., 
predicted vs. 

measured 
plot), 

comparison 
of statistics 
(i.e., bias 
and SEE), 

and 
statistical 

analysis (i.e., 
paired t-test) 

N/A means “not applicable or not included in the documentation.” 

Summary of Table 2.6: 

• Optimization Approach: three types of approaches were adopted among studies which provided 

relevant information: statistical software and varying coefficients, optimization using regression 

techniques, and non-linear optimization. However, the detail of how to use these tools and the 

criteria of evaluating coefficients were not documented.  

• Recommended Results: little similarity was found among studies which provided relevant 

information. The value of C3 for all studies was fairly close to the default value (i.e., 0.008).  
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• Assessment of Improved Accuracy: the studies illustrated the improved model accuracy by 

graphic validation (i.e., scatter plots of predicted against measured IRI values) and/or statistical 

analysis (i.e., statistics or the Student’s t-test). 

 

Among the eight recent studies, local calibration on the three investigated models (i.e., rutting, bottom-up 

cracking, and IRI) was found and examined. A summary of the models attempted and improved is shown 

in Table 2.7.  

Table 2.7 Model improvement through local calibration 

Author 
(Year) 

Muthadi 
and Kim 
(2008) 

Mallela et al. 
(2009) 

Li et al. 
(2009) 

Hoegh 
et al. 

(2010) 

Hall et 
al. 

(2011) 

Rahman 
(2014) 

Darter et al. 
(2014) 

Haider et al. 
(2016) 

Models 
Attempted  

Rutting 
and 

Cracking 

Rutting and 
IRI 

Rutting 
and 

Cracking 
Rutting 

Rutting 
and 

Cracking  
N/A 

Rutting, 
Cracking, and 

IRI 
Rutting 

Models 
Improved  

Rutting 
and 

bottom-up 
cracking 

Rutting and 
IRI 

Rutting 
and 

bottom-
up 

cracking 

Rutting 

Rutting 
and 

bottom-
up 

cracking 

N/A 
Rutting, 

Cracking, and 
IRI 

Rutting 

Before 
Calibration 

Rutting: 
SEEbefore

 = 
0.154 in.; 
Cracking: 
SEEbefore

 = 
6.02%  

Rutting: 
SEEbefore = 

0.11 in., 
IRI:  

SEEbefore = 
13.2 in./mile 

N/A N/A N/A N/A 

Rutting: 
SEEbefore = 
0.31 in.; 

Cracking: 
SEEbefore = 

14.3 %; 
IRI:  

SEEbefore = 
18.7 in./mile 

SEEbefore = 
0.353 in. 

After 
Calibration 

Rutting: 
SEEafter

 = 
0.109 in.; 
Cracking: 
SEEafter

 = 
3.64%  

 

Rutting: 
SEEafter = 
0.05 in., 

IRI:  
SEEafter = 

12.8 in./mile 

N/A N/A N/A N/A 

Rutting: 
SEEafter = 
0.11 in.; 

Cracking: 
SEEafter = 
14.8 %; 

IRI: 
SEEafter = 

8.7 in./mile 

SEEafter = 
0.085 in. 

N/A means “not applicable or not included in the documentation.” 

 

To summarize, there were seven common concerns among the eight studies briefed.  

1. Data source  
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2. Input level 

3. Number of calibration and validation sections 

4. Experimental factors 

5. Optimization approach  

6. Recommended results 

7. Assessment of improved accuracy 

These concerns are crucial for a M-E design calibration study. The data source indicates much 

information about calibration data, regarding representativeness, consistency, and compatibility. The 

input level suggests the level of detail and certainty of data. The number of calibration and validation 

sections quantifies the size of calibration dataset. The experimental factors explain the division of 

experimental sections into groups to account for various design conditions. The optimization approach 

refers to the method of calibration coefficient “trial-and-error” process, which governs the complexity of 

the process and the robustness of optimal calibration coefficients. The recommended results summarize 

the recommended calibration coefficients. The assessment of improved accuracy explains how the study 

measures the improvement in model accuracy.  

 

2.5 Automation  

The automation concept was very little documented in pavement research literature. Historically, the term 

“automation” was not widely used until 1947 when General Motors established automation department. 

The term was to represent control systems for operating equipment with minimal or reduced human 

intervention. The benefits of automation are 1. increased productivity. 2. extended working hours. 3. labor, 

energy, and materials savings. 4. improved quality, accuracy, and precision.  

 

For pavement researchers, local calibration studies are labor-intensive and time-consuming as many 

human interactions are needed to populate the software with trial calibration coefficients and extract 
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performance predictions after software simulations. For example, say an experiment has six levels for full 

factorial fatigue calibration. Then, there would be totally 216 (6 x 6 x 6) sets of coefficients for trial 

simulation runs. For 30 experimental sections, there would be 6,480 simulation runs in total. If 10 

minutes of human interaction is needed per run, there would be at least 45 days of human interaction 

needed. In addition to human interaction, the software simulation itself takes a large amount of time for 

each run. A 20-year pavement design takes about 20 minutes for the software to perform simulation, 

amounting to 90 days of software running. It would take longer than 90 days if software runs are not 

operated on a continuous basis. The investment in human interaction and frequent software run is a big 

problem. Table 2.8 summarizes software runs demanded by some previous studies. 

Table 2.8 Time investment for software runs in calibration studies 

Investigators 
Number of 
MEPDG 

Runs 

Estimated 
Execution Time 

per Run 

Total Execution 
Time Required 

Automation 
Tool 

Velasquez et al. (2009) > 202,664 N/A N/A N/A 

ARA (2004) 4,896 30 minutes /run 102 days N/A 

Guo and Timm (2015) > 172 3 minutes /run > 22 days Macro Recorder 
Software 

N/A means “not applicable or not included in the documentation.” 

 

Some researchers have thought of some ideas to minimize the human interaction with the design software 

and facilitate software runs. Some used computer programs to automate repetitive interactions with the 

software and the process of compiling prediction results. Schram and Abdelrahman (2010) suggested that 

macro software may be used for reading data from a spreadsheet and entering the data into the correct 

MEPDG menu. Excel macros can be easily adapted to retrieve the performance predictions for each 

distress and store them in a single spreadsheet automatically. Jadoun and Kim (2012) mentioned the use 

of macro recorder software and MATLAB to avoid repetitive manual running of MEPDG analysis. Guo 

(2013) implemented the concept of automation in local calibration, which utilized macros to populate the 

software with trial calibration coefficients and execute repetitive software running automatically. In this 
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study, an automation method was adopted to interact with the AASHTOWareTM Pavement ME Design 

software.  

 

In summary, this chapter reviewed literature. The Pavement ME Design software and the performance 

prediction model were explained. The seven common concerns (i.e., data source, input level, the number 

of calibration and validation sections, experimental factors, optimization approach, recommend results, 

and assessment of improved accuracy) were recognized as key topics for an M-E design calibration study. 

The automation concept was introduced and previous relevant studies were reviewed.  
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Chapter 3 Methodology 

Based on the literature review, the methodology for this study was devised. The seven key topics 

identified in Chapter 2 are firstly addressed for this study. Then, the dataset from NCAT is described 

regarding materials, traffic, climate, and measured data. The specific inputs to the AASHTOWareTM 

Pavement ME software are compiled in Appendix A. Next, the evaluation and calibration process is 

described. 

 

The seven key topics are addressed in Table 3.1 for this study, thereby illustrating the methodology. 31 

newly-constructed flexible pavements were investigated: 80% were used for both the evaluation and local 

calibration, and the remaining 20% for the validation. No experimental factors were considered due to the 

simplicity of the local scenario (i.e., single traffic and single environment condition). 

Table 3.1 Seven key topics addressed for this study 

Data 
Source 

Input Level Number of 
Calibration 

and 
Validation 
Sections 

Experimental 
Factors 

Optimization 
Approach 

Recommended 
Results 

Assessment of 
Improved 
Accuracy 

 

NCAT 
database 

(Test Track 
and 

laboratory) 

Material 
(AC: level 
1; unbound 
materials: 
level 3); 

traffic (level 
1); climate 

(locally 
determined) 

A total of 31 
sections. 
80% for 

calibration 
and 20% for 
validation 

N/A Varying 
coefficients, 
Excel Solver, 

and 
automation 

software 

Included in 
Chapter 4 

Graphic 
validation (i.e., 
predicted vs. 

measured plot), 
comparison of 
statistics (i.e., 
bias, standard 

error of the 
estimate (SEE) 
and SSE), and 

statistical 
analysis (i.e.,  

Student’s t-test) 
N/A means “not applicable or not included in the documentation.” 

 

3.1 NCAT database 

The NCAT database was obtained from testing performed at the Test Track and in the laboratory. The 

Test Track is a 1.7-mile full-scale pavement testing facility located in Opelika, Alabama. It is primarily 
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devoted to asphalt pavement research since 2000, generating ample data with reliability and consistency. 

Divided into 46 sections, the track is designed and built to observe and evaluate innovative pavement 

technologies. Sections are sponsored on three-year cycles. In each cycle, sections are subject to 

approximately 10 million equivalent single-axle loads (ESALs) of traffic loading in two years; meanwhile, 

the pavement performance and environmental conditions are monitored throughout the traffic loading. 

Some of these sections are referred to as “structural sections,” and are instrumented with strain sensors 

and pressure plates to capture dynamic pavement response under loads (Timm, 2009). The structural 

sections from four research cycles (i.e., 2003, 2006, 2009, and 2012) were used as the experimental 

sections. The NCAT laboratory is a pavement material testing facility located in Auburn, Alabama. It is 

equipped to perform all routine mix design, quality control, and advanced materials characterization tests 

for asphalt binders and mixtures. Data from the Test Track and the laboratory were available to prepare 

software inputs (i.e., as-built materials characterization, traffic loading characterization, climate 

characterization) and distress measurements. Each category of program inputs is described and discussed 

in the following sections. 

 

3.1.1 Material characterization 

The 31 investigated experimental sections (summarized in Table 3.2) feature real-world pavement cross-

sections with a range of advanced and conventional asphalt materials. Some sections contained unique 

base and subgrade materials.  
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Table 3.2 Investigated experimental sections 

 Number of 
Structural 
Sections 

Number of 
Experimental 

Sections  

Sections Sustaining More Than One Cycle 

2003 
Cycle 8 (Figure 3.1) 8 

Section 
N3 and 
N4 

Section 
N5, N6, 
and N7 

   

2006 
Cycle 11 (Figure 3.2) 6 Section 

N1 and 
N2 Section 

N8 and 
N9 

 

2009 
Cycle 16 (Figure 3.3) 10  Section 

N7, N10, 
N11, S8 
through 
S11 

2012 
Cycle 16 (Figure 3.4) 7 

   

 

Eight of the 31 experimental sections were from the 2003 cycle (Figure 3.1) which had the same subgrade 

soil and 6-inch crushed aggregate base. The subgrade soil, commonly termed the “Track Soil,” was 

classified as an AASHTO A-4(0) soil (silt material). Their AC configurations are described as follows: 

• N1 through N6 were built in a pairwise manner such that each pair had the same total AC 

thickness. However, one section within each pair was produced with a modified asphalt binder 

(i.e., Performance Grade (PG) 76-22) while the other was produced with an unmodified binder 

(i.e., PG 67-22).  

• N7 was surfaced with a wearing layer made with PG 76-22 stone matrix asphalt (SMA).  

• The N8 surface course was also a PG 76-22 SMA but had a PG 67-22 “rich bottom” layer with an 

additional 0.5% binder.  
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Figure 3.1 Cross-sections of 2003 structural sections (Timm and Priest, 2006) 

 

Six of the 31 experimental sections were from the 2006 cycle (Figure 3.2). Though there were eleven 

structural sections in the 2006 cycle, five of them (i.e., N3 through N7) were structurally healthy by the 

end of the last cycle, so these five were given minor maintenance (i.e., milling and overlay) or just left-in-

place for the next cycle (shown in Table 3.2). These five are not analyzed because of discontinuous traffic 

applications (i.e., two-year’s loading and one-year’s rest, followed by two-year’s loading) that cannot be 

directly simulated in the Pavement ME Design software. The six newly-built structural sections are 

described as follows: 

 

• N1 and N2 were pavement structures for the Florida DOT. N1 and N2 both used 10 inches of 

limerock, rather than crushed granite aggregate, as the base material. N1 had three lifts of AC 

with unmodified PG 67-22 binder, while the upper two lifts in N2 contained SBS-modified PG 

76-22 binder.  
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• N8 and N9 featured two structures for the Oklahoma DOT. N8 included a surface course of PG 

76-28 SMA, a lift of PG 76-28 AC, a lift of PG 64-22 AC, and a base lift of PG 64-22 AC. The 

base lift was designed at 2% air voids (“rich-bottom”) to improve resistance to bottom-up fatigue 

cracking. N9 had the same set of materials as N8 but included an extra lift of PG 64-22 

Superpave AC that increased the overall AC thickness.  

• N10 was a pavement structure for the Missouri DOT. It was built with Missouri Type 5 aggregate 

base, which is a dolomitic limerock base material. The upper AC layers were one lift of PG 64-22 

AC and two lifts of PG 70-22 AC.  

• S11 was a pavement structure for the Alabama DOT. It consisted of two upper lifts with modified 

AC (i.e., PG 76-22) and two lower lifts with unmodified AC (i.e., PG 67-22). 

 

 
Figure 3.2 Cross-sections of 2006 structural sections (Timm, 2009) 

 

Ten of the 31 experimental sections were from the 2009 cycle (Figure 3.3). Though there were sixteen 

structural sections in the 2009 cycle, two of them (i.e., N8 and N9) were from the 2006 cycle, and four of 
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them (i.e., N1 through N4) were from the 2003 cycle (shown in Table 3.2). They were given minor 

maintenance or just left-in-place. Due to discontinuous traffic application, they were not analyzed. The 

ten newly-built structural sections had the same “Track Soil” as subgrade and 6-inch crushed aggregate as 

a base. Their AC configurations are described as follows: 

• N5 and N6 both contained Thiopave® technology, a method of using sulfur as a binder 

replacement (Timm et al., 2012). N5 had 9 inches of AC, including a wearing course of PG 76-22 

HMA, two lifts of 40% Thiopave® AC, and a bottom lift of 30% Thiopave mixture. N6 had 7 

inches of AC layer that had the same set of materials as N5, but it had only one lift of 40% 

Thiopave® mixture.  

• N7 had 6-inch AC including three lifts of highly polymer modified asphalt mixture sponsored by 

Kraton.  

• The remaining sections were a comparative study between virgin AC and 50% reclaimed asphalt 

pavement (RAP) mixtures, Warm Mix Asphalt (WMA), and Open Graded Friction Course 

(OGFC). S9 was the virgin mixture control section. N10 and N11 used 50% RAP in all of the AC 

mixtures. However, N10 used HMA while N11 used WMA. S8 uniquely had a surface lift of 

OGFC, a base lift of PG 76-22 AC, and an intermediate lift of PG 67-22 AC. S10 and S11 both 

used WMA: S10 used a foam technique while S11 used chemical additives. S12 used 25% 

Trinidad Lake Asphalt (TLA) pellets in the AC layers. This section was sponsored by Lake 

Asphalt of Trinidad and Tobago Ltd. 
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Figure 3.3 Cross-sections of 2009 structural sections (courtesy of David Timm) 

Seven of the 31 structural sections were from the 2012 cycle (Figure 3.4). Though there were sixteen 

structural sections in the 2012 cycle, seven of them (i.e., N7, N10, N11, and S8 through S11) were from 

the 2009 cycle, and two of them (i.e., N8 and N9) were from the 2006 cycle (shown in Table 3.2). Due to 

discontinuous traffic application, they were not analyzed. The seven newly-built sections had the same 

“Track Soil” subgrade and crushed aggregate base. Their AC configurations are described as follows: 

• N3, N4, and S12 used the cold-central-place recycling (CCPR) technology for the bottom lift of 

the AC pavement. N3 had a 6-inch granular base and four lifts of AC layers: a surface lift of 

SMA, two intermediate lifts of Superpave AC, and a bottom lift of CCPR with foamed asphalt. 

N4 had three AC lifts: a top lift of SMA, an intermediate lift of Superpave AC, and a bottom lift 

of CCPR with foamed asphalt. S12 had full depth reclamation (FDR) base and three AC lifts: a 

top lift of SMA, an intermediate lift of Superpave AC, and a bottom lift of foamed asphalt.  
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• N5, S5, S6, and S13 were named the “Green Group” sections due to the use of sustainable 

materials technologies. N5 consisted of three AC lifts: a surface lift of PG 67-22 AC (20% RAP), 

an intermediate lift of PG 67-22 AC (35% RAP), and a bottom lift of PG 67-22 AC (35% RAP). 

S5 had the same granular base and the same top lift of AC as N5. However, S5 has a top lift of 

PG 88-22 AC (25% RAP), and a bottom lift of PG 88-22 AC (35% RAP). S6 had three AC lifts: 

a top lift of PG 76-22 AC (25% RAP), an intermediate lift of PG 67-22 AC (35% RAP+5% RAS), 

and a bottom lift of PG 76-22 AC (25% RAP). S13 had three AC lifts: a top lift of SMA with 

ARB-12 (i.e., Ground Tire Rubber (GTR) accounted for 12% of the weight of asphalt), an 

intermediate lift of AC containing 35% RAP and ARB-12, and a bottom lift of AC with ARB-20. 

 

Figure 3.4 Cross-sections of 2012 structural sections (courtesy of David Timm) 
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The AC dynamic modulus of these experimental sections was determined in the laboratory by reheating 

and compacting plant-produced mixtures at the time of construction. Testing of dynamic modulus (E*) 

for the 2003 mixtures was conducted at Purdue University (Timm and Priest, 2006) while the 2006, 2009, 

and 2012 mixtures were tested at NCAT under the guidance of AASHTO TP 62-07 (Robbins, 2013). In 

both cases, the binder properties, characterized by the dynamic shear modulus (G*) and phase angle (δ), 

were determined by dynamic shear rheometer according to AASHTO T315-06. Also, the as-built 

volumetric properties were provided by construction records. The unbound materials resilient moduli 

were determined by the falling weight deflectometer (FWD) test data and theoretical calculation. The 

resilient moduli were only characterized at input level 3 defined by the software. Level 1 was not used 

because it required material properties to execute finite element analysis not measured in this 

investigation. Level 2 was not used because it relied on correlations from tests other than direct 

measurement of the modulus. For the 2003 sections, the resilient moduli were backcalculated based on 

the falling weight deflectometer (FWD) test data (Guo, 2013). For the 2006, 2009, and 2012 sections, the 

base and subgrade moduli were derived by theoretical calculation, which is to use measured vertical 

pressures in the base and subgrade layers combined with laboratory triaxial testing to establish 

representative moduli for each material (Taylor and Timm, 2009). More details about the theoretical 

calculation of resilient moduli can be found in the author’s master’s thesis (Guo, 2013). The inputs for the 

Pavement ME Design software are compiled in detail in Appendix A. 

 

3.1.2 Traffic loading characterization 

For each experimental section, traffic loading was applied to accumulate 10 million ESALs in a 

two-year phase. The truck fleet was run at an average speed of 45 mph, and operated 16 hours a day, five 

days a week. There were fluctuations in hourly traffic volume due to work shift changes, truck refuels, 

driver breaks, and maintenance stops (Guo, 2013). There was no significant fluctuation in daily traffic 

volume. There was no monthly and yearly growth in traffic volume. In the 2003 cycle, five of the trucks, 
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termed “triple trailers”, consisted of a steering axle, a tandem axle, and five trailing single axles (Figure 

3.5). The sixth truck, termed “box trailer”, consisted of a steer axle and two tandems (Figure 3.6). In the 

2006, 2009, and 2012 cycle, only five triple trailers were used to apply traffic loads. The daily traffic 

volume was determined based on drivers’ logs. More details about traffic characterization can be found in 

the author’s master’s thesis (Guo, 2013). The inputs for the Pavement ME Design software are compiled 

in detail in Appendix A.  

 
Figure 3.5 Triple trailer truck (Guo, 2013) 

 

Figure 3.6 Box trailer truck (Guo, 2013) 

3.1.3 Climate characterization 

The Test Track is located in Opelika, Alabama, whose climate is classified as humid subtropical. This 

type of climate is marked by mild winters, early springs, long and hot summers, and warm autumns. The 

monthly average temperatures range from a high of 90°F to a low of 33°F in a year (“U.S. climate data,” 

2017). The average yearly precipitation is 55 inches. The climate of Test Track can be seen as a 
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representative of the climate of many Southeastern states. Table 3.3 provided general climate information 

of some Southeastern states.  

Table 3.3 Climate information of southeastern states (“Alabama geography from Netstate,” 2016) 

State Alabama Arkansas Mississippi Georgia South 
Carolina 

Climate Type humid 
subtropical  

humid 
subtropical  

humid 
subtropical  

humid 
subtropical  

humid 
subtropical  

Monthly 
Average 
Temperatures 
Range  

High: 91.5°F 
Low: 30.0°F 

High: 93.6°F 
Low: 26.6°F 

High: 92.5°F 
Low: 34.9°F 

High: 92.2°F 
Low: 32.6°F 

High: 91.9°F 
Low: 31.2°F 

Average 
Yearly 
Precipitation 
Range 

56 inches From 40 to 60 
inches 

From 50 to 
61 inches  

From 45 to 
75 inches  

From 40 to 
80 inches  

 

The climate of the Test Track was monitored hourly by a weather station (Figure 3.7) installed near the 

track. The information (including time, temperature, wind speed, solar energy, precipitation, and relative 

humidity) was compiled into climate input files needed by the AASHTOWare Pavement ME software. 

The procedure of compiling input files was introduced in the author’s master’s thesis (Guo, 2013). The 

general climate information is compiled in Appendix A. 

 

Figure 3.7 Test Track on-site weather stations (Guo, 2013) 
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3.1.4 Distress measurements 

The test sections at the Test Track gradually deteriorated in structural integrity and rideability. The 

pavement surface was inspected weekly. Once a distress (i.e., rutting and cracking) was found, it was 

quantified. Rut depths of both inside and outside wheelpaths were measured by an Automatic Road 

Analyzer (ARAN) van. Only the total rutting was measured in the field. Crack maps were generated for 

each test section. The percentage of the cracking area over the total lane was computed. Limited coring or 

trenching was used to identify whether cracking was bottom-up or top-down (only the bottom-up cracking 

is investigated in this study). IRI was also measured by the ARAN van. The measurement data are 

compiled in detail in Appendix A.  

 

3.2 Evaluation, calibration, and validation process 

With the material, traffic, and climate inputs, a design project was created in the AASHTOWareTM 

Pavement ME Design software v2.0 for each experimental test section. Based on these design projects, 

the evaluation, local calibration, and validation were performed on the software models. 

  

The initial evaluation compared software predictions using the nationally-calibrated models against in-

situ distress measurements. 80% of 31 experimental sections are randomly selected for this purpose (refer 

to Appendix B). The differences between model predictions and measurements were quantified by 

computing statistics (e.g., Sum of Squared Error (SSE)) and performing paired two-sample student’s t-test. 

The SSE was calculated using equation (9). Since evaluations were meant to examine predictions from 

the nationally-calibrated models, the calibration coefficients in these models were set as default.  

∑∑
= =

=
B

1n 1

2 value)measured- value(predicted 
A

m
SSE                                                                                           (9) 

where, 

m = the mth measurement (A is the total number of monthly measurements) 
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n = the nth experimental section (B is the total number of experimental sections) 

 

The local calibration was meant to reduce the SSE between model predictions and measurements by 

optimizing or adjusting local calibration coefficients. The coefficient optimization of the SSE can result in 

the optimization of bias and SEE simultaneously. The optimization attempted a range of trial calibration 

coefficients that covered many possible values for each coefficient. The ranges of trial coefficients are 

presented below for the rutting, bottom-up fatigue cracking, and IRI models. The same dataset as the 

evaluation was used for this purpose. 

 

3.2.1 Rutting model 

For the rutting model, the calibration coefficients were the βr1, βr2, and βr3 in the AC rutting model 

(Equation (1) in Chapter 2), βb in the base rutting model (Equation (2) in Chapter 2), and βs in the 

subgrade model (Equation (2) in Chapter 2). However, only coefficients βr2 and βr3 needed to be attempted 

for the Pavement ME Design software runs. The other coefficients, βr1, βb, and βs were regarded as 

constant multipliers, which assign weights to each component of pavement rutting: AC rutting, base 

rutting, and subgrade rutting. Thus, the calculation involving these coefficients is a known linear formula 

which does not require running the software. The optimization attempted a range of values for βr2 and βr3 

for the software runs and subsequently calculated βr1, βb, and βs using Microsoft Solver. The trial values of 

βr2 and βr3 are shown in Table 3.4. There was an 8*8 matrix for the software runs. The upper and lower 

limits were tentatively set to cover the range of local calibration coefficients mentioned or the values 

recommended by previous studies (i.e., ARA, 2004; Muthadi and Kim, 2008; Li et al., 2009; Banerjee et 

al., 2009; Glover and Mallela, 2009; Hall et al., 2011; Rahman et al., 2013; Darter et al., 2014) and 

meanwhile, they were selected based on a principle mentioned in the following paragraph. The intervals 

for these trial values were selected to produce as many trial values as feasible. The optimal calibration 
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coefficients were the set of coefficients that provided the highest SSE reduction. The SSE results from 

each set of coefficients are compiled in Appendix C. 

Table 3.4 Trial values of coefficients (rutting) 
βr2 βr3 

0.05 0.05 
0.1 0.1 
0.25 0.25 
0.5 0.5 
1 1 
2 2 
4 4 
8 8 

8 (βr2) * 8 (βr3) = 64 sets of trial values 
 

Since the searching of the optimal coefficients has no constraints theoretically, the selection of upper and 

lower limits of trial values can influence the effectiveness of coefficient optimization. According to the 

monotonic principle of rutting model (i.e., the prediction varies in a way that it either never increases or 

never decreases with the change of a calibration coefficient), it was assumed that the selected set of trial 

coefficients (βr2 = 0.05 and βr3 = 0.05) would produce the lowest rutting predictions if the remaining 

coefficients (i.e., βr1, βb, and βs) were set as the default (see the rutting model in Chapter 2), whereas the set 

(βr2 = 8 and βr3 = 8) would produce the highest predicted rutting. The prediction results from the software 

runs were shown in Figure 3.8, verifying the assumption based on the monotonic principle. The two sets 

of trial coefficients (hitting the upper and lower limits) defined the boundary of searching. Although the 

two extreme cases do not lead to the optimal calibration coefficients, the locations of data points 

(indicating the distress level and density of data points) for the two extreme cases were set to roughly 

“bound” or “encompass” the equality line (i.e., the 45° line). The remaining coefficients (i.e., βr1, βb, and βs) 

then had an easy chance to shift the locations of data points closer to the equality line due to their roles of 

“constant multipliers.” Since it was expected that some set of coefficients between the two cases would be 

the optimal set of trial coefficients. Obviously, the appropriate selection of upper and lower limits 

increased the probability of successful searching for the optimal coefficients. 
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3.2.2 Bottom-up fatigue cracking model 

For the bottom-up fatigue cracking model, the calibration coefficients include βf1, βf2, and βf3 in the 

fatigue accumulation model (Equation (3) in Chapter 2), and C1, C2, and C4 in the cracking conversion 

model (Equation (6) in Chapter 2). However, only coefficients βf1, βf2, and βf3 needed to be attempted for 

the software runs. The C1, C2, and C4, were regarded as constant multipliers, just like βr1, βb, and βs in the 

rutting model. Therefore, the optimization attempted a range of values for βf1, βf2, and βf3 (phase_1), and 

then calculated C1, C2, and C4 by Microsoft Solver (phase_2). The searching range could be very large for 

bottom-up fatigue cracking model considering that three coefficients needed to be attempted for the 

software runs, so the optimization should attempt a reasonable number of coefficient sets and adopt “pick 

the best from the attempted” strategy. Under this strategy, there were three rounds during optimization:  

 

The first round aimed to reach the “boundary” or extreme cases (significant over-prediction and under-

prediction). The optimal coefficients would be found within the “boundary.” In Figure 3.9, the left is an 

illustration of under-prediction (data points are dispersed near the line of “prediction = 0 %”), and the 

right is an illustration of over-prediction (data points are lined up on the line of “prediction = 100 %”). 
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The second round aimed to seek the “inflection point” within the boundary. The “inflection point” was a 

set of coefficients that produced the highest reduction of SSE. The upper and lower limit were tentatively 

selected to cover the range of local calibration coefficients recommended by many previous studies (i.e., 

ARA, 2004; Muthadi and Kim, 2008; Li et al., 2009; Hall et al., 2011; Rahman et al., 2013; Darter et al., 

2014). Li et al. (2009) suggested that the SSE was more sensitive to a change of coefficients βf1 and βf2 

than a change of βf3, so the intervals for coefficients βf1 and βf2 were set to be smaller than βf3. In this 

round, three matrices of trial coefficients (i.e., round 2 (a), (b), and (c)) were attempted for the software 

runs. 

 

The third round sought sets of coefficients near the “inflection point” that lead to the higher SSE 

reduction. The optimal calibration coefficients were the set of coefficients that enabled the highest SSE 

reduction through these rounds of optimization.  

Table 3.5 Trial values of coefficients – round 1 (bottom-up fatigue cracking) 
βf1 βf2 βf3 

0.25 0.25 0.25 
1 1 1 
4 4 4 

3 (βf1) * 3 (βf2) * 3 (βf3) = 27 sets of trial values 
 

Table 3.6 Trial values of coefficients – round 2 (bottom-up fatigue cracking) 
βf1 βf2 βf3 
0.5 0.5 0.5 
0.7 0.7 0.9 
0.9 0.9 1.3 
1.1 1.1 1.7 
1.3 1.3 2.1 
1.5 1.5 2.5 

Round 2 (a): 6 (βf1) * 6 (βf2) * 6 (βf3) = 216 sets of trial values 
 

βf1 βf2 βf3 
0.5 0.25 0.25 
2 1 1 

2.1 4 4 
3   

Round 2 (b): 4 (βf1) * 3 (βf2) * 3 (βf3) = 36 sets of trial values 
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βf1 βf2 βf3 
1.5 1 1 
1.8   
2.2   
2.5   

Round 2 (c): 4 (βf1) * 1 (βf2) * 1 (βf3) = 4 sets of trial values 
 

Table 3.7 Trial values of coefficients – round 3 (bottom-up fatigue cracking) 
βf1 βf2 βf3 
2.1 0.9 0.9 
2.2 1 1 
2.3 1.1 1.1 

3 (βf1) * 3 (βf2) * 3 (βf3) = 27 sets of trial values 

3.3.3 IRI model 

For the IRI model (Equation (7) in Chapter 2), the calibration coefficients included C1, C2, C3, and C4. 

These coefficients were regarded as constant multipliers. Each describes a linear correlation between 

pavement distress or site factor with the IRI prediction. Therefore, the optimization for these coefficients 

was obtained by through running Excel Solver. Since a positive linear correlation was widely seen in the 

IRI models for different material types (ARA, 2004), when running Excel Solver the lower limit for these 

coefficients was zero, and no upper limit was assigned.  

 

In the final validation, the remaining 20% of 31 experimental sections were used (refer to Appendix B). 

The validation was meant to compare predictions from the nationally-calibrated models (using default 

values) and locally-calibrated models (using local values). The differences between model predictions and 

measurements were quantified by computing statistics (e.g., SSE) and performing paired two-sample 

student’s t-test.  The results of local calibration and validation are summarized in Chapter 4.  
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Chapter 4 Results and Discussion 

The chapter shows results of the study for three objectives: evaluation, local calibration, and validation. 

The evaluation and local calibration results were paralleled to contrast both the nationally-calibrated and 

locally-calibrated model predicted values with field-measured distress (rutting, bottom-up fatigue 

cracking, and IRI). The validation was conducted based on a different dataset from that of the evaluation 

and calibration to compare the nationally-calibrated and locally-calibrated model predicted values. 

 

4.1 Rutting model (evaluation and local calibration) 

Based on 25 selected experimental sections (explained in Appendix B), the predictions were obtained by 

the simulation runs in the Pavement ME Design software. The results of the initial evaluation revealed 

inadequate predictions by the nationally-calibrated model, and this warranted local calibration. 

Figure 4.1 shows predictions versus measurements for the evaluation: the data points are scattered 

broadly, most of which are above the EL. It suggests that the nationally-calibrated rutting model tends to 

over-predict total rut depth from the start of traffic for most experimental sections. Exceptions include 

rutting growth of sections N10_2006, S11_2006, N5_2012, S6_2012, and S13_2012 which tend to level 

off, but still growing very slowly, around or higher than 6 mm of rut depth and pass through the EL. 

Discussion about this will be provided later. 
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Figure 4.1 Predicted vs. measured rut depth (evaluation) 

The local calibration process included attempting 64 sets of coefficients βr2 and βr3 with subsequent 

optimization of coefficients βr1, βb, and βs (explained in Chapter 3). Figure 4.2 presents the derived SSE 

versus trial number during the calibration process. The trial #30 (i.e., βr1 = 0.05; βr2 = 0.5; βr3= 2; βb = 0; βs 

= 0) is the optimal calibration coefficients. The SSE under the default (or national) calibration coefficients 

is 28371.89, and the SSE under the optimal calibration coefficients is 3139.15, which means an 89% 

reduction. The details of trial values of calibration coefficients versus SSE are tabulated in Appendix C. 
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Figure 4.2 Rutting model calibration 

 

Figure 4.3 shows predictions versus measurements for the local calibration: a majority of the data points 

are distributed near the EL. A small portion of the data points deviates from the EL and level off as rut 

depth increases. Compared with the spread of data points in Figure 4.1, most of the data points show a 

better convergence to the EL, which indicates an improvement in model accuracy. Curiously, the “level-

off” trend of some data points (sections N10_2006, S11_2006, N5_2012, S6_2012, and S13_2012), also a 

sign of under-prediction, were again noticed after reaching a “significant” level (i.e., around or higher 

than 6 mm) of rut depth. This trend implies that the rutting accumulation predicted by the locally-

calibrated model can no longer keep up with the pace of actual rutting accumulation after reaching a 

“significant” level. In other words, the actual rutting accumulation accelerates, which might not be 

accurately predicted by the model. Therefore, it was thought that the “level-off” trend reveals little on the 
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predictability of rutting model. The “level off” trend should be explained by some factors other than the 

rutting model’s predictability. That only 6 of 25 experimental sections had the trend of “level-off” also 

suggested limited implications of the “level-off” trend caused by the locally-calibrated model for future 

pavement design. 

 

Figure 4.3 Predicted vs. measured rut depth (local calibration) 

 

Table 4.1 exhibits statistical analysis for the evaluation and local calibration. A total of 526 data points 

(measurement data in Appendix A) was used as a basis to draw some inferences for the Test Track 

situation. The average rut depth decreased from 10.35 mm for predictions from the nationally-calibrated 

model to 3.79 mm for predictions from the locally-calibrated model, compared to an average of 3.70 mm 

for the measurements, which suggested a lower bias after the local calibration. The SSE and SEE 

decreased significantly after the local calibration was applied. These suggested that there was a significant 

increase in accuracy due to the local calibration. In light of the paired two-sample t-test, the model 
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predictions were no longer statistically different from the measurements after the local calibration, and the 

locally-calibrated model predictions were statistically satisfactory because the p-value (0.40) is greater 

than 0.05.  

 
Table 4.1 Statistical summary of evaluation and local calibration results (rutting) 

 Nationally-Calibrated Model 
Predictions vs. Measurements 

Locally-Calibrated Model 
Predictions vs. Measurements 

Number of Data Points  526 
Average Rut Depth 
(Predicted vs. Measured) 10.35 mm vs. 3.70 mm 3.79 mm vs. 3.70 mm 

Bias 6.65 mm 0.09 mm 
SSE 28371.89 3139.15 
SEE 2.65 mm  1.32 mm 
P-value* 7.6E-197 0.40 

*The p-value was derived from the two-tailed paired t-test (α=0.05) to compare nationally-calibrated/locally-calibrated model 
predictions with measurements. 
 
 
4.2 Rutting model (validation) 

Based on six selected experimental sections (explained in Appendix B), the validation was performed. 

Figure 4.4 shows nationally-calibrated predictions versus measurements: the data points of two sections 

(i.e., N1_2003 and N4_2003) are interspersed above the EL, and a portion of the data points emerge along 

the EL. It is suggested that the nationally-calibrated rutting model over-predicts total rut depth from the 

start of traffic for some sections (i.e., N1_2003 and N4_2003), which agrees with the findings from the 

initial evaluation. Meanwhile, the predictions for sections N6_2009, N3_2012, and S12_2012 were fairly 

accurate. The accuracy of the rutting model varies depending on which section the model is applied. As it 

is known, three factors (i.e., traffic loading, climate, and materials) are important determinants of distress 

prediction. In this investigation, the traffic loading and climate weathering condition were very similar for 

all experimental sections, but the materials were not. Thus, the reason for varied levels of model accuracy 

among the sections may largely rest on the factor materials: N1_2003 (5-in. of PG 76-22 with 6-in. 

granular base), N4_2003 (9-in. of PG 76-22 with 6-in. granular base), N6_2009 (7-in. of 30%-40% 

Thiopave® with 6-in. granular base), and S12_2012 (9-in. of SMA-foam-combined with 7.5-in. of FDR 
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base). However, the material-specific effect on the nationally-calibrated model accuracy is frequently 

seen in the evaluation and out of the scope of this study. Therefore, it is left for future investigation.  

 

Figure 4.4 Predicted vs. measured rut depth (validation: nationally-calibrated model) 

 

Figure 4.5 shows locally-calibrated predictions versus measurements: a majority of the data points are 

distributed near the EL with a small portion showing a tendency of deviation from the EL. Compared with 

the spread of data points in Figure 4.4, the data points of two sections (i.e., N1_2003 and N4_2003), 

which were recognized as over-predicted by the nationally-calibrated model, show a much better 

convergence to the EL. The other data points still converge to the EL, which indicates an overall 

improvement in model accuracy after the local calibration. The tendency of the “level-off” still exists for 

the locally-calibrated model around 6 mm of rut depth in the section N1_2003.  
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Figure 4.5 Predicted vs. measured rut depth (validation: locally-calibrated model) 

 

The “level-off” around 6 mm of rut depth occurs in many experimental sections for both nationally-

calibrated and locally-calibrated models. Therefore, the results for sections were reexamined. 

Interestingly, sections with actual cracks measured showed the “level-off” trend, however, sections 

without actual cracks measured did not show the “level-off” trend. Also, as shown in Table 4.2, the start 

time of the “level-off” coincides with the predicted initiation of bottom-up cracking. It is evident that the 

measured, rather than predicted, rutting accumulation is accelerated by the actual bottom-up cracking 

development. A hypothesis for this assumption is that surface cracking jeopardizes the integrity of 

pavement structures and allows water infiltration into the subgrade material. The water damage to the 

structure, especially in the rutted range (i.e., wheelpaths), would make the pavement more vulnerable to 

traffic loading and ultimately lead to an acceleration of rutting accumulation. Meanwhile, the surface 
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cracking may change the evenness of nearby pavement surface, thereby affecting rutting measurements. 

The rutting model may need to be modified to factor in water damage when fatigue damage occurs. 

Table 4.2 Start time of bottom-up cracking and “level-off” trend of rutting  

Investigation 
Purpose Section_Year 

Initiation Time 
of Bottom-up 
Cracking at 

Surface 

Start Time 
of "Level-off" 

Rut Depth (Predicted vs. 
Measured) at start time 

of “Level-off” 

Evaluation and 
Calibration N8_2006 July 2008 July 2008 4.75 mm vs. 6.8 mm 

Evaluation and 
Calibration N10_2006 July 2008 July 2008 5.86 mm vs. 10.4 mm 

Evaluation and 
Calibration S11_2006 July 2008 July 2008 5.44 mm vs. 9.97 mm 

Evaluation and 
Calibration S11_2009 No cracking Not evident - 

Evaluation and 
Calibration N5_2012 April 2013 July 2013 3.69 mm vs. 5.95 mm 

Evaluation and 
Calibration S6_2012 September, 2013 August, 2013 4.52 mm vs. 10 mm 

Evaluation and 
Calibration S13_2012 June 2013 July 2013 4.62 mm vs. 5.7 mm 

Validation N1_2003 July 2004 October 2004 5.07 mm vs. 6.18 mm 

Validation N6_2009 No cracking Not evident - 

 
 

Table 4.3 shows results of the statistical analysis for the validation. A total of 120 data points 

(measurement data in Appendix A) was used in the statistical analysis. The average rut depth decreased 

from 5.81 mm for the predictions from the nationally-calibrated model to 3.26 mm for the predictions 

from the locally-calibrated model, compared to an average of 3.15 mm for the measurements, indicating a 

lower bias after the local calibration. The SSE and SEE decreased significantly after the local calibration 

was applied. The statistics suggest that there was a significant increase in accuracy due to the local 

calibration. In light of the paired two-sample t-test, the model predictions were no longer statistically 

different from the measurements after the local calibration, and the locally-calibrated model predictions 

were statistically satisfactory because the p-value (0.36) is greater than 0.05.  
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Table 4.3 Statistical summary of validation results (rutting) 

 Nationally-Calibrated Model 
Predictions vs. Measurements 

Locally-Calibrated Model 
Predictions vs. Measurements 

Number of Data Points  120 
Average Rut Depth 
(Predicted vs. Measured) 5.81 mm vs. 3.15 mm 3.26 mm vs. 3.15 mm 

Bias 2.66 mm 0.11 mm 
SSE 2444.94 230.53 
SEE 3.54 mm  1.02 mm 
P-value* 1.14E-12 0.36 

*The p-value was derived from the two-tailed paired t-test (α=0.05) to compare nationally-calibrated/locally-calibrated model 
predictions with measurements. 
 
 
4.3 Bottom-up fatigue cracking model (evaluation and local calibration) 

The same 25 sections for the rutting model calibration were initially selected for bottom-up fatigue 

cracking model calibration. However, four of them were eliminated due to a few reasons, such as non-

matching type of distress (e.g., top-down cracking) and insufficient measurement data. Thus, only 21 of 

the test sections were used. 

 

Figure 4.6 shows predictions versus measurements for the initial evaluation: most of the data points were 

lined up on the Y-axis and very few on the X-axis, with some data points scattered around the equality 

line (EL). Data points on the X-axis mean that the actual surface cracking was found, but the model has 

not predicted its appearance, whereas data points on the Y-axis mean that no cracking was found, but the 

model predicted its appearance. The wide dispersion of data points suggests that the nationally-calibrated 

bottom-up fatigue cracking model does not predict fatigue cracking very well.  
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Figure 4.6 Predicted vs. measured bottom-up fatigue cracking (evaluation) 
 
 

The local calibration process included attempting 310 sets of coefficients βf1, βf2, and βf3 (phase_1) with 

subsequent optimization for coefficients C1, C2, and C4 (phase_2) (explained in Chapter 3). Figure 4.7 

presents the derived SSE versus trial number during the calibration process. The trial #282 (i.e., βf1 = 2.2; 

βf2 = 1; βf3 = 1; C1= 2.03; C2= 2.62; C4= 5729.28) is the optimal calibration coefficients. The SSE under 

the default calibration coefficients is 15782.68, and the SSE under the optimal calibration coefficients is 

8317.852, which means a 47.3% reduction. The details of trial values of calibration coefficients versus 

SSE are tabulated in Appendix C. 
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Figure 4.7 Bottom-up fatigue cracking model calibration 

 

Figure 4.8 shows locally-calibrated predictions versus measurements: most of the data points are 

distributed near the origin of coordinates with a few scattered around the equality line (EL). Compared 

with the spread of data points in Figure 4.6, the majority of the data points, originally staying on the Y-

axis, are shifted toward the origin of coordinates while a few are shifted to the X-axis. This shift toward 

the origin of coordinates indicates an overall improvement in prediction accuracy. Although there are still 

a few data points falling along on the x-axis, that only 6 of 21 experimental sections had this phenomenon 

suggested limited implications of the “data points on the x-axis” phenomenon caused by the locally-

calibrated model for future pavement design.  
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Figure 4.8 Predicted vs. measured bottom-up fatigue cracking (local calibration) 
 
 

Table 4.4 exhibits statistical analysis for the evaluation and local calibration. A total of 394 data points 

(measurement data in Appendix A) was used for the analysis. The average of bottom-up cracking 

decreased from 3.80 % for the predictions from the nationally-calibrated model to 1.71 % for the 

predictions from the locally-calibrated model, compared to 1.20 % for the measurements, thus a lower 

bias was achieved with the local calibration. The SSE and SEE were also reduced by about half after the 

local calibration. These statistics suggest that there was an increase in accuracy due to the local 

calibration. In light of the paired two-sample t-test, the model predictions were no longer statistically 

different from the measurements after the local calibration, and the locally-calibrated model predictions 

were statistically satisfactory because the p-value (0.0503) is greater than 0.05.  
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Table 4.4 Statistical summary of evaluation and local calibration results (bottom-up fatigue 
cracking) 

 
Nationally-Calibrated Model 

Predictions vs. 
Measurements 

Locally-Calibrated Model 
Predictions vs. Measurements 

Number of Data Points  394 
Average Bottom-up 
Cracking 
(Predicted vs. Measured) 

3.80 % vs. 1.20 % 1.71 % vs. 1.20 % 

Bias 2.60 % 0.51 % 
SSE 15782.68 8317.85 
SEE 4.74 %  2.27 % 
P-value* 1.91E-17 0.0503 

*The p-value was derived from the two-tailed paired t-test (α=0.05) to compare nationally-calibrated/locally-calibrated model 
predictions with measurements. 
 
 
4.4 Bottom-up Fatigue cracking model (validation) 

There were originally six selected sections for bottom-up fatigue cracking model validation, but two of 

them were eliminated due to non-matching types of distress and insufficient measurement data. Thus, 

only four sections were used. 

 

Based on the four experimental sections, the validation was performed. Figure 4.9 shows nationally-

calibrated predictions versus measurements: most of the data points are lined up on the Y-axis, with a few 

scattered near the equality line (EL). This suggests that the nationally-calibrated bottom-up fatigue 

cracking model does not accurately predict the cracking for the experimental sections, which is consistent 

with the findings of the initial evaluation.  
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Figure 4.9 Predicted vs. measured bottom-up fatigue cracking (validation: nationally-calibrated 
model) 
 
 
Figure 4.10 shows locally-calibrated bottom-up fatigue cracking predictions versus measurements: a 

majority of the data points are distributed near the origin, yet a small portion converge near the EL. 

Compared with Figure 4.9, the data points that are lying on the Y-axis shift towards the origin of 

coordinates, and the data points of the section N2_2003 converge toward the EL. The shift of data points 

towards the EL indicates there was an improvement in model accuracy. 
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Figure 4.10 Predicted vs. measured bottom-up fatigue cracking (validation: locally-calibrated 
model) 
 

 
Table 4.5 shows results of the statistical analysis for the validation. A total of 85 data points 

(measurement data in Appendix A) was used as a basis to make some inferences for the Test Track 

situation. The average bottom-up cracking decreased from 3.56 % for the predictions from the nationally-

calibrated model to 1.71 % for the predictions from the locally-calibrated model, compared to an average 

of 1.20 % for the measurements, indicating a lower bias after the local calibration. The SSE and SEE 

decreased significantly after the local calibration. The statistics suggested that there was an increase in 

accuracy due to the local calibration. In light of the paired two-sample t-test, the model predictions were 

still statistically different from the measurements after the local calibration, but the locally-calibrated 

model predictions were almost statistically satisfactory because the p-value (0.048) is very close to 0.05.  
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Table 4.5 Statistical summary of validation results (bottom-up fatigue cracking) 

 
Nationally-Calibrated Model 

Predictions vs. 
Measurements 

Locally-Calibrated Model 
Predictions vs. Measurements 

Number of Data Points  85 
Average Bottom-up 
Cracking 
(Predicted vs. Measured) 

3.56 % vs. 1.20 % 1.71 % vs. 1.20 % 

Bias 2.36 % 0.51 % 
SSE 2123.45 601.28 
SEE 3.93 %  1.80 % 
P-value* 4.39E-06 0.048 

*The p-value was derived from the two-tailed paired t-test (α=0.05) to compare nationally-calibrated/locally-calibrated model 
predictions with measurements. 
 
 
4.5 IRI model (evaluation and local calibration) 

As noted earlier, 25 sections were used in the rutting model calibration, and 21 were later used in the 

bottom-up fatigue cracking model calibration. Considering that IRI predictions are impacted by rutting 

and cracking prediction, the sections for the IRI model calibration were the 21 sections used by both 

rutting and bottom-up fatigue cracking model calibrations.  

 

Figure 4.11 shows predictions versus measurements for the evaluation: data points in the range of 35 

in./mile to 65 in./mile were scattered along the EL but data points in the range of IRI (higher than 65 

in./mile) were widely dispersed along the EL. The IRI data points of some sections (i.e., N10_2006, 

S11_2006, N5_2012, S6_2012, and S13_2012) tend to level off with the increase of IRI. These sections 

were found to have the same “level-off” trend as the rutting data. The IRI data points of section N8_2006 

tend to level off as well. The reason for these inaccurate predictions might be related to rutting predictions. 

Moreover, some data points (sections S8_2009, S9_2009, S11_2009, S12_2009, and S5_2012) were 

over-predictions. No specific reason can be proposed since too many potential causes (rutting, cracking, 

site factors, or a combination of these). The accuracy of IRI prediction appears to be dependent on the 

level of IRI. It was believed that the nationally-calibrated model could predict the IRI performance 
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between 35 in./mile to 65 in./mile. However, the model could not predict the IRI performance above 65 

in./mile. In this regards, the locally-calibrated model could be of little value for future pavement design.   

 
Figure 4.11 Predicted vs. measured IRI (evaluation) 

 
 

The local calibration process includes the optimization for coefficients C1, C2, C3, and C4. The SSE under 

the default calibration coefficients is 347113.2. The SSE under the optimal calibration coefficients (i.e., 

C1 = 0, C2 = 0, C3 = 9730.12, and C4 = 0) is 296890.6, which means a 14.5% reduction. 

 

Figure 4.12 shows locally-calibrated predictions versus measurements: the data points “form” many 

horizontal lines. Compared with Figure 4.11, the general locations of the data points are not changed, but 

the predicted values are essentially unchanged with time or traffic, which seems irrational. In this sense, 

the shift of data points does not cause a significant improvement in prediction accuracy.  
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Figure 4.12 Predicted vs. measured IRI (local calibration) 
 

Table 4.6 exhibits results of statistical analysis for the evaluation and local calibration. A total of 445 data 

points (measurement data in Appendix A) was used in this analysis. The average IRI decreased from 

86.69 in./mile for the predictions from the nationally-calibrated model to 78.54 in./mile for the predictions 

from the locally-calibrated model, compared to an average of 76.20 in./mile for the measurements, 

indicating a slightly lower bias after the local calibration. The SSE and SEE were reduced slightly by the 

local calibration. The statistics suggested a slight increase in accuracy due to the local calibration. In light 

of the paired two-sample t-test, the model predictions were no longer statistically different from the 

measurements after the local calibration, and the locally-calibrated model predictions were statistically 

satisfactory because the p-value (0.056) is greater than 0.05. 
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Table 4.6 Statistical summary of evaluation and local calibration results (IRI) 

 Nationally-Calibrated Model 
Predictions vs. Measurements 

Locally-Calibrated Model 
Predictions vs. Measurements 

Number of Data Points  445 
Average IRI 
(Predicted vs. Measured) 86.69 in./mile vs. 76.20 in./mile 78.54 in./mile vs. 76.20 in./mile 

Bias 10.49 in./mile 2.34 in./mile 
SSE 347113.2 296890.6 
SEE 30.67 in./mile   29.62 in./mile 
P-value* 2.17E-16 0.056 

*The p-value was derived from the two-tailed paired t-test (α=0.05) to compare nationally-calibrated/locally-calibrated model 
predictions with measurements. 
 
 
4.6 IRI model (validation) 

In the previous discussion, six sections were used in the rutting model validation, and four of them were 

used in the bottom-up fatigue cracking model validation. Therefore, the sections for the IRI model 

validation were only the four sections used by both model validations.  

 

Based on the four sections, the validation was performed. Figure 4.13 shows nationally-calibrated 

predictions versus measurements: data points in the range of IRI from 35 in./mile to 65 in./mile lay 

mostly along the EL but the predicted IRI for N1_2003 changed little even though the measured IRI 

change dramatically over time. The reason for inaccurate prediction by the nationally-calibrated model 

might be inaccurate rutting and fatigue cracking prediction or inadequate site factors.  
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Figure 4.13 Predicted vs. measured IRI (validation: nationally-calibrated model) 

 
 

Figure 4.14 shows locally-calibrated predictions versus measurements: the data points “form” four 

horizontal lines. Compared with Figure 4.13, the general positions of data points are not changed, but the 

predicted values for any section are essentially unchanged with time or traffic, which seems irrational. 

The finding agrees with the evaluation and local calibration. The IRI model locally-calibrated by Excel 

Solver (explained in Chapter 3) did remove the impact of rutting, fatigue cracking, and site factor (since 

the corresponding coefficients C1, C2, and C4 all equal to 0). The calibrated model is only dependent on 

the effect of thermal cracking. However, the implication of this model is not consistent with our common 

knowledge that the IRI is affected by the development of rutting and cracking. Moreover, the change due 

to calibration does not cause a significant improvement in prediction accuracy.  
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Figure 4.14 Predicted vs. measured IRI (validation: locally-calibrated model) 
 
 

Table 4.7 shows results of the statistical analysis for the validation. A total of 83 data points 

(measurement data in Appendix A) is used as a basis to make some inferences for the Test Track situation. 

The average IRI decreased from 52.18 in./mile for the nationally-calibrated model to 49.66 in./mile for 

the locally-calibrated model, compared to an average of 67.61 in./mile for the measurements, indicating a 

higher bias after the local calibration. The SSE and SEE also increased after the local calibration, 

indicating that there was a lower accuracy due to the local calibration. In light of the paired two-sample t-

test, the model predictions were statistically different from the measurements both before (p-value = 0.03 

< 0.05) and after the local calibration (p-value = 0.009 < 0.05). In this regard, the locally-calibrated model 
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prediction was not statistically satisfactory. The improvement in prediction accuracy was not verified in 

the validation. 

Table 4.7 Statistical summary of validation results (IRI) 

 Nationally-Calibrated Model 
Predictions vs. Measurements 

Locally-Calibrated Model 
Predictions vs. Measurements 

Number of Data Points  83 
Average IRI 
(Predicted vs. Measured) 53.18 in./mile vs. 67.61 in./mile 49.66 in./mile vs. 67.61 in./mile 

Bias -14.43 in./mile -17.95 in./mile 
SSE 202229.5 233228.3 
SEE 45.82 in./mile 45.93 in./mile 
P-value* 0.03 0.009 

*The p-value was derived from the two-tailed paired t-test (α=0.05) to compare nationally-calibrated/locally-calibrated model 
predictions with measurements. 
 
 
In summary, the prediction results of nationally-calibrated and locally-calibrated models on rutting, 

bottom-up fatigue cracking, and IRI were compared with the measured data gained from the Test Track. 

The results showed that: firstly, the nationally-calibrated rutting model over-predicted the performance of 

most experimental sections throughout their service life. However, the local calibration coefficients 

(shown in Table 4.8) reduced the rutting model bias by 98.6% and the SEE by 50.2%. The rutting model 

improvement was validated with 95.9% decrease in bias and 71.2% decrease in SEE using an independent 

local dataset. The local calibration was only limited to reach an agreement between the total rutting 

predictions with the total rutting measurements. It was found that rutting calibration coefficients for the 

Test Track impacts predictions in a similar way as coefficients from some studies (i.e., Mallela et al., 

2009; Li et al., 2009; Darter et al., 2014; Haider et al., 2016). These coefficients eliminated the over-

prediction of the unbound layer rutting to reach an agreement between total rutting predictions and the 

total rutting measurements.  

 

Similarly, the nationally-calibrated fatigue bottom-up cracking model over-predicted bottom-up cracking 

for the majority of sections. The local calibration coefficients (shown in Table 4.8) reduced the bottom-up 

cracking model bias by 80.4% and the SEE by 52.1%. The bottom-up cracking model improvement was 

validated with 78.4% decrease in bias and 54.2% decrease in SEE. The fatigue cracking calibration 
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coefficients for the Test Track were found different to reviewed studies (Muthadi and Kim, 2008; Li et al., 

2009; Hall et al., 2011; Darter et al., 2014; Haider et al., 2016). This difference could only be roughly 

attributed to the difference in calibration databases used by different studies. The diversity of calibration 

databases by different studies lies in input parameters regarding traffic, climate, and materials.   

 

This study also found that the nationally-calibrated IRI model only accurately predicted the IRI between 

35 in./mile to 65 in./mile. Although the IRI prediction was improved through the local calibration (77.7% 

reduction in bias and 3.4% reduction in SEE), the improvement was not adequately validated (24.4% 

increase in bias and 2.4% increase in SEE).  

Table 4.8 Local calibration coefficients for the NCAT Test Track 
Prediction Models Recommended Values 

Rutting 

βr1 = 0.05, 
βr2 =0.5, 
βr3 = 2; 
βb = 0; 
βs = 0 

Bottom-up Fatigue 
Cracking 

βf1 = 2.2, 
βf2 = 1, 
βf3 = 1; 

C1 = 2.03, 
C2 = 2.62, 

C4 = 5729.28 

IRI 

C1 = 40 (default), 
C2 = 0.4 (default), 

C3 = 0.008 (default), 
C4 = 0.015 (default) 
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Chapter 5 Automation 

This chapter covers the concept of automation for the purpose of Pavement ME model calibration. The 

automation scheme was only integrated into the local calibration process due to repetitive work involved. 

The automation scheme was evaluated against human maneuver in time savings. Also, the time 

investment for developing automation macros is discussed.  

 

5.1 Scheme of automation 

The automation in this study was adopted in the rutting and bottom-up fatigue cracking model 

calibrations. The goal of automation was to reduce the labor and time for data entry, software runs, and 

data compilation. With the created pavement design projects, the automation can facilitate the coefficient 

optimization involving the Pavement ME Design software by using macro-based computer methods. 

 

To explain the automation scheme, a flow chart of the bottom-up fatigue cracking model calibration is 

shown in Figure 5.1.  
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Figure 5.1 Flowchart of automation 
 
 

The automation begins with creating or defining the control variables. For example, the parameter 

variables BF1, BF2, and BF3 were assigned with values of trial calibration coefficients βf1, βf2, and βf3. 
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The variable InputRow was used for navigating the “Input Summary” spreadsheet (Figure 5.2). The 

variable TrialNum (or Trial #) was used for counting the loops. The “Input Summary” spreadsheet was 

used to store values of trial calibration coefficients (i.e., BF1, BF2, and BF3) and other identifiers (e.g., 

trial #, project, and project file path) for the purpose of executing loops. 

 

 
Figure 5.2 “Input Summary” spreadsheet 

 

After creating and defining the control variables, a loop containing repetitive actions was executed a 

number of times until all experimental sections (21 experimental sections for bottom-up fatigue cracking 

model calibration) have been run for simulations. In each loop, the control variables were assigned based 

on input information, which was stored in a formatted “Input Summary” spreadsheet. Then, the created 

pavement design project was opened up in the pavement ME design software followed by entering the 

calibration coefficients. Next, the software analysis was launched, and the automation suspends 

temporarily while the software simulation was running. When the Pavement ME Design software 

completed simulation runs, the automation continued to extract and transfer the output data to a formatted 

“Output Summary” spreadsheet (Figure 5.3). The “Output Summary” spreadsheet was used to compare 

the output data with the measurement data.  
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Figure 5.3 “Output Summary” spreadsheet 

 
Once every 21 times of loop executions (because of 21 experimental sections used), Excel Solver was 

launched in the “Output Summary” spreadsheet to derive the calibration coefficients C1, C2, and C4 and 

calculate the derived SSE. The software output files and “Output Summary” spreadsheets were saved 

after the calculation. The total number of loops required was equal to a product of the number of sets of 

trial calibration coefficients (i.e., 310) and the number of pavement design projects (i.e., 21).  

 

The program selected for executing the automation was Automation Anywhere®. Several automation 

programs were reviewed and compared regarding advantages of implementing conceptual logic in Figure 

5.1, such as AutoIt, AutoHotKey, Automation Anywhere®, Keyboard Maestro, Livrot Mic Command©, 

Macro Express®, Workspace Macro Pro, UBot Studio©, and GNU Xnee. Three criteria were used to 

select a suitable program based on the interaction needs of the Pavement ME Design software. First, the 

automation software must be capable of recording mouse movements and keyboard operations as these 

are integral to operating the Pavement ME Design software. All the programs listed above except 

AutoHotKey and UBot Studio have this capacity. Second, the capability of compilation to output/execute 

EXE files is a necessary function since the developed macro can be turned into an Executable program for 

other users. This function can be used to further develop self-contained programs. Only three programs, 
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AutoIt, AutoHotKey, and Automation Anywhere® can compile the developed macro to EXE files, which 

satisfies the first criterion. Third, “smart” mouse recording (record the absolute and relative coordinate) is 

a required function for this study since the mouse macro can crash if the absolute coordinate is only used 

to locate the mouse pointer. Automation Anywhere was the software that has the function of smart mouse 

recording and the other features. Owing to stable and powerful functionality, Automation Anywhere® 

was selected for use (Guo and Timm, 2016). 

 

5.2 Benefits of automation 

One benefit of automation was labor savings, which refers to the amount of time commitment that was 

diminished by the automation. The unit of time (minutes or hours) was used to quantify the labor savings. 

Another benefit of automation was time savings, which referred to an amount of time required by a 

project that was shortened by the automation. By the same metric of time, the labor savings and time 

savings were evaluated and presented as follows. The labor savings were calculated as the time required 

for the optimization by human maneuver, and the time savings were calculated as the difference between 

the optimization time by human maneuver and the optimization time by automation. 

 
5.2.1 Rutting model calibration 

During the optimization, there were 65 sets of trial calibration coefficients (presented in Chapter 3), and 

thus, the loop was iterated 65 times. In each loop, the simulations of 25 experimental sections were run 

one by one. In total, 1,625 (65x25) times of simulation runs were required. Table 5.1 lists the time 

required for each step of optimization by both manual maneuver and automation. The labor savings was 

87.21 hours. The time savings was 30.06 hours, which was a 34.4% reduction for the coefficient 

optimization. This calculation includes software running time. If only actions requiring human interaction 

are considered, a 64.5% time reduction was realized. 
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Table 5.1 Time required for rutting model optimization 

Stepwise 
Work 

Manual 
Maneuver 
Time per 
Run, mins  

Automation 
Time per 
Run, mins  

Time 
Savings 

per Run, 
 mins  

Number of 
Simulation 

Runs 

Manual 
Maneuver 

Time for All 
Runs, hrs 

Automation 
Time for All 

Runs, hrs 

Time 
Savings 
for All 

Runs, hrs 
Initialize 
Software 0.1 0.1 0 65*25 2.71 2.71 0 

Enter Trial 
Values of 
Coefficients 

0.5 0.25 0.25 65*25 13.54 6.77 6.77 

Execute 
Software 
Simulation 

1.5 1.5 0 65*25 40.63 40.63 0 

Extract 
Output 1 0.25 0.75 65*25 27.08 6.77 20.31 

SSE 
Calculation 3 0.25 2.75 65 3.25 0.27 2.98 

Total 6.1 2.35 3.75 - 87.21 57.15 30.06 

 
 
5.2.2 Bottom-up fatigue cracking model calibration  

During the optimization, there were 310 sets of trial calibration coefficients (presented in Chapter 3), and 

thus, the loop was iterated 310 times. In each loop, the simulation of 21 experimental sections was run 

one by one. In total, 6,510 (310x21) times of simulation runs were required. Table 5.2 lists the time 

required for each step of optimization by both manual maneuver and automation. The labor savings was 

351.85 hours, and the time savings was 122.708 hours, which was a 34.9% reduction for the coefficient 

optimization. This calculation includes Pavement ME Design software running time. If only actions 

requiring human interaction are considered, a 68.8% time reduction for the coefficient optimization was 

realized.  
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Table 5.2 Time required for bottom-up fatigue cracking model optimization 

Stepwise 
Work 

Manual 
Maneuver 
Time per 

Run, mins 

Automation 
Time per 

Run, mins 

Time 
Savings 

per Run, 
 mins 

Number of 
Simulation 

Runs 

Manual 
Maneuver 

Time for All 
Runs, hrs 

Automation 
Time for All 

Runs, hrs 

Time 
Savings 
for All 

Runs, hrs 
Initialize 
Software 0.1 0.1 0 310*21 10.85 10.85 0 

Enter Trial 
Values of 
Coefficients 

0.5 0.25 0.25 310*21 54.25 27.125 27.125 

Execute 
Software 
Simulation 

1.5 1.5 0 310*21 162.75 162.75 0 

Extract 
Output 1 0.25 0.75 310*21 108.5 27.125 81.375 

SSE 
Calculation 3 0.25 2.75 310 15.5 1.292 14.208 

Total 6.1 2.35 3.75 - 351.85 229.142 122.708 

 
In addition to time and labor savings, the benefits of automation include an extension of working hours 

and accuracy. On the one hand, the automation can be conducted within 24 hours of a day and 7 days of a 

week. The working hours are greatly extended. On the other hand, the automation generates accurate 

outcomes. The results from the automation were checked against the one from the manual maneuver. 

There was no error met during a total of 286.29 hours’ automation.  

 
5.3 Investment for automation 

Though automation was very beneficial, basic programming knowledge and skills are required for its 

successful use. There was an initial commitment to developing the automation macros. As described 

below, three phases are needed to accomplish automation: learning the computer language, familiarization 

with automation software, and macro recording/programming (Guo and Timm, 2016). 

• Phase I – Learning computer language: 

Basic concepts of computer languages are required to undertake any programming task. Sequences of 

commands, conditional structures, and looping structures underpin the logic of codes, and these might 

take a beginner a few weeks to learn (e.g., by through self-study or by training courses). Many 

computer users may have already possessed this knowledge (Guo and Timm, 2016). 
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• Phase II – Familiarization with automation software: 

Central to this investigation was to utilize Automation Anywhere® for running the Pavement ME 

Design software. Automation Anywhere® is an object-oriented programming tool, which can equip 

users with user-friendly capabilities of organizing objects (i.e., interactive features) instead of actions 

(i.e., codes of commands). Thus, the familiarization of this software relies on the user guide and 

technical support videos associated with the software. Phase II may take developers several weeks, or 

even months, depending on what functionalities developers would adopt in their macros (Guo and 

Timm, 2016). 

• Phase III – Macro recording/programming: 

Once the language and automation software basics are learned, the actual recording/programming of 

macros, as well as debugging and macro testing, may only take users days or weeks (Guo and Timm, 

2016).  

 

In summary, the method of automation is an easy-to-use technique that can facilitate studies requiring 

repetitive human maneuvering on software runs and data compiling. The automation software, like 

Automation Anywhere®, can very well satisfy the need of users. Though there may be a time investment 

(e.g., a few months for beginners) in learning, the tremendous time savings (e.g., 34.4% or 34.9% 

reduction in the optimization time) and labor savings (i.e., 100% reduction in optimization labor) brought 

by automation can justify its adoption. The working hours can be greatly extended, and the accuracy of 

work is reliable. Based on these, the method of automation is recommended in future M-E design 

calibration studies.  
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Chapter 6 Comparison between Master’s thesis and Ph.D. dissertation 

This chapter summarizes the comparison between the author’s Master’s thesis and Ph.D. dissertation 

research. There were differences in design software versions, the calibration dataset size, and calibration 

results. The following are the discussion for the rutting, bottom-up fatigue cracking, and IRI model 

calibration. 

 

6.1 Rutting model 

Table 6.1 includes a comparison for the rutting model calibration. The number of sections for the 

evaluation and local calibration increased from 8 to 25, and the number of sections used by the 

dissertation meets the AASHTO guidance (i.e., more than 20) for the rutting model calibration (AASHTO, 

2010). Although the number of trial sets decreased from 106 to 64, the ranges of trial values expanded 

from (0.05, 1.2) to (0.05, 8). More importantly, the ranges of trial values were able to reach the “boundary” 

condition, which increased the probability of successful searching for optimal coefficients. In addition, 

the searching for βr1, βb, and βs was conducted through an optimization process by Excel Solver after 

attempting each trial set of βr2 and βr3 in the software runs for the dissertation, rather than attempting a 

very limited number of trial values as done for the thesis. For the achieved SSE reduction, the two studies 

had very similar outcomes (i.e., about 90% SSE reduction), which means both studies significantly 

improved the prediction accuracy of the rutting model.  
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Table 6.1 Differences of rutting model calibration between thesis and dissertation 

 Design Software Number of 
Calibration 

and 
Validation 

Sections 

Number of 
Trial Sets 
and Range 

of Trial 
Values 

Achieved SSE 
Reduction 

Local 
Calibration 
Coefficients 

Investigation in 
Thesis 

MEPDG v1.1 8 sections for 
calibration 
(157 data 

points) and 6 
sections for 
validation 
(136 data 
points) 

106 sets of 
five-

coefficient 
combination 
(coefficients 
range from 
0.05 to 1.2) 

98% (from 
6644.36 

to 114.05) 

βr1 = 1, 
βr2 = 1, 
βr3 = 1; 

βb = 0.05; 
βs = 0.05 

Investigation in 
Dissertation 

AASHTOWareTM 
Pavement ME 
Design v2.0 

(build 2.0.19) 

25 sections for 
calibration 
(526 data 

points) and 6 
sections for 
validation 
(120 data 
points) 

64 sets for βr2 
and βr3 

combination 
(range from 
0.05 to 8) 

coupled with 
Excel Solver 
solving for 
βr1, βb, and βs 

89% (from 
28371.89 

to 3139.15) 

βr1 = 0.05, 
βr2 = 0.5, 
βr3 = 2; 
βb = 0; 
βs = 0 

 

The findings are listed as follows: 

• The thesis was based on the MEPDG v1.1. The design software MEPDG was commercialized by 

developers late 2013 after completion of the thesis. The dissertation was based on a newer 

AASHTOWareTM Pavement ME Design v2.0. Though it is widely believed that the simulation 

algorithms of the software are not altered between versions, Kim et al. (2014) found that the two 

versions (i.e., MEPDG v1.1 vs. Pavement ME Design v1.1) provided different performance 

predictions based on the same design inputs. In this study, the configuration of pavement 

structures was different from that of the thesis for some sections (e.g., N3_2003 and N4_2003) 

since the newer version only allows three lifts of AC at most. To account for this change, the 

original four-layer or five-layer AC structure was converted into a three-lift AC structure by 

combining adjacent AC lifts. This conversion required the input changes for these sections. For 

this reason, the direct comparison between the prediction results of two software versions was not 

feasible to achieve. 

105 
 



 
 

• The dissertation had a larger dataset than the thesis. The number of pavement sections for the 

local calibration was substantially increased, so the software models were examined within a 

larger range of materials. Meanwhile, the information contained in each experimental section 

accounted for a less portion of the entire dataset, and therefore, one single section exerted a 

smaller impact in the process of the evaluation and local calibration. As a result, the local 

calibration became less dictated by any single section. Thus, the calibration results of the 

dissertation represented the Test Track condition more comprehensively and generally. 

• The coefficient optimization in the dissertation was better than that in the thesis regarding the 

exhaustiveness and effectiveness of the searching. The number of trial sets βr2 and βr3 for the 

software runs was reduced. However, the computational power of Excel Solver was taken 

advantage to optimize the coefficients βr1, βb, and βs after attempting each trial set of βr2 and βr3 in 

the software run. The range of trial coefficients was expanded, which increased the probability of 

successful searching for optimal coefficients. Therefore, the optimization in the dissertation can 

be considered as an advanced strategy compared to that in the thesis.  

• The local calibration coefficients for the dissertation were not the same as that of the thesis, but it 

can be found that their coefficients, βb and βs, were both close to zero. This similarity indicated 

that the local calibration could improve the rutting prediction by reducing the rutting proportion 

of base and subgrade, which has been corroborated by many other studies (i.e., Mallela et al., 

2009; Li et al., 2009; Darter et al., 2014; Haider et al., 2016). The calibration coefficients derived 

from the dissertation should be given priority when considering adoption. Since trenching has not 

been extensively performed to investigate the rutting proportion of base and subgrade for the Test 

Track sections, the assumption of layer rutting was not validated, and the calibration was only 

limited to reach an agreement between the total rutting predictions with the total rutting 

measurements. 
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6.2 Bottom-up fatigue cracking model 

Table 6.2 includes a comparison for the bottom-up fatigue cracking model calibration. The number of 

sections for the evaluation and calibration increased from 7 to 21, and the number of sections used by the 

dissertation became much closer to the AASHTO guidance (i.e., more than 30) for the load-related 

cracking model calibration (AASHTO, 2010). The number of trial sets for βf1, βf2, and βf3 increased from 

66 to 310, and the ranges of these trial values expanded from (0.7, 1.5) to (0.25, 4). The searching for C1, 

C2, and C4 was conducted through an optimization process by Excel Solver after attempting each trial set 

of βf1, βf2, and βf3 in the software runs for the Ph.D. dissertation, rather than through an optimization just 

for once after reaching the optimal values of  βf1, βf2, and βf3 as done for the thesis. As for the achieved 

SSE reduction, the two studies did not have quite similar results (i.e., 75% versus 47%) but this could be 

due to the difference in the calibration dataset size and the coefficient optimization.  

Table 6.2 Differences of bottom-up fatigue cracking model calibration between thesis and 
dissertation 

 Design 
Software  

Number of 
Calibration 
and 
Validation 
Sections 

Number of 
Trial Sets and 
Range of 
Trial Values 

Achieved SSE 
Reduction 

Local 
Calibration 
Coefficients 

Investigation in 
Thesis 

MEPDG v1.1 7 sections for 
calibration (28 
data points) 
and 4 sections 
for validation 
(10 data 
points) 

66 sets for βf1, 
βf2, and βf3 
combination 
(coefficients 
ranged from 
0.7 to 1.5) 
coupled with 
Excel Solver 
solving for C1, 
C2, and C4 

75% (from 
452.02 
originally 
to 111.99)  

βf1 = 1,  
βf2 = 1,  
βf3 = 1;  
C1 = 2.06;  
C2 = 2.09; 
C4 = 10000; 

Investigation in 
Dissertation 

AASHTOWare 
Pavement ME 
Design v2.0 
(build 2.0.19) 

21 sections for 
calibration 
(394 data 
points) and 4 
sections for 
validation (85 
data points) 

310 sets for 
βf1, βf2, and βf3 
combination 
(ranged from 
0.25 to 4) 
coupled with 
Excel Solver 
solving for C1, 
C2, and C4 

47% (from 
15782.68 
originally 
to 8317.852) 

βf1 = 2.2,  
βf2 = 1,  
βf3 = 1;  
C1 = 2.03;  
C2 = 2.62; 
C4 = 
5729.28; 
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The findings are listed as follows: 

• Regarding the measurement data, there was a difference between the two studies. The thesis 

included measurement data since the cracking appeared at the road surface, but the dissertation 

included measurement data of the entire testing phase, including the data of “zero” cracking. The 

latter was appropriate to evaluate the software model at a wider range of cracking development 

(i.e., AC fatigue and cracking occurrence).  

• The calibration data was expanded in the dissertation as compared to the thesis. The number of 

pavement sections for calibration was significantly increased from 7 to 21. Thus, the evaluation 

and local calibration became more inclusive and comprehensive. 

• The coefficient optimization in the dissertation was better than that in the thesis regarding the 

exhaustiveness and effectiveness of the searching. The searching range for calibration coefficients 

was expanded, which increased the probability of successful searching for optimal coefficients. 

The computational power of Excel Solver was taken advantage to optimize the coefficients C1, C2, 

and C4 after attempting each trial set of βf1, βf2, and βf3 in the software run. Besides, it was found 

that the SSE reduction from just optimizing the βf1, βf2, and βf3 was more significant than the SSE 

reduction from just optimizing the C1, C2, and C4 (See more explanation in Appendix C). The 

optimization in the dissertation can be considered as an advanced strategy compared to that in the 

thesis.  

• The local calibration coefficients for the dissertation were not the same as that for the thesis, but 

this can be explained by the difference in the calibration dataset size and the coefficient 

optimization. The calibration coefficients derived from the dissertation should be given priority 

when considering adoption. 
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6.3 IRI model 

Table 6.3 includes a comparison for the IRI model calibration. The number of sections for the evaluation 

and calibration increased from 7 to 21. The searching for C1, C2, C3, and C4 was performed by the Excel 

Solver. For both studies, there was no validated SSE reduction brought by the local calibration. For this 

reason, the local calibration coefficients were the default values for the two studies. 

 

Table 6.3 Differences of bottom-up fatigue cracking model calibration between thesis and 
dissertation 

 Design Software  Number of 
Calibration 
and 
Validation 
Sections 

Number of 
Trial Sets and 
Range of 
Trial Values 

Achieved SSE 
Reduction 

Local 
Calibration 
Coefficients 

Investigation in 
Thesis 

MEPDG v1.1 7 sections for 
calibration 
(143 data 
points) and 4 
sections for 
validation 
(88 data 
points) 

Excel Solver 
solving for 
coefficients 

No SSE 
reduction 
through IRI 
model 
calibration 

C1 = 40;  
C2 = 0.4; 
C3 = 0.08;  
C4 = 0.015; 

Investigation in 
Dissertation 

AASHTOWareTM 
Pavement ME 
Design v2.0 build 
2.0.19 

21 sections 
for 
calibration 
(445 data 
points) and 4 
sections for 
validation 
(83 data 
points) 

Excel Solver 
solving for 
coefficients 

The SSE 
reduction is not 
seen in the 
validation. 

C1 = 40;  
C2 = 0.4; 
C3 = 0.08;  
C4 = 0.015; 

 

The findings are listed as follows: 

• The local calibration was not able to improve the IRI predictions in both studies. However, it 

could be expected that the improvement in rutting and bottom-up fatigue cracking prediction 

could increase the accuracy of IRI prediction. 

 

 

109 
 



 
 

Chapter 7 Conclusion and Recommendation 

Each of earlier chapters details a component of this study. To summarize them, the study was conceived 

when state agencies were putting efforts in the implementation of the M-E design approaches. A problem 

for the implementation was a lack of confidence in the adequacy of the performance prediction models for 

local design conditions, though these models have been nationally-calibrated. Faced with this problem, 

state agencies had conducted model evaluation and local calibration studies, but the data availability and 

accuracy for their studies were not necessarily ideal. As a result, the values and full potential of 

evaluation and calibration studies were not much ascertained. Motivated by realizing this uncertainty and 

following up an earlier relevant study (Guo, 2013), this study was organized to evaluate and calibrate the 

performance predictions models (i.e., rutting, bottom-up fatigue cracking, and IRI) in the 

AASHTOWareTM Pavement ME Design v2.0 under the NCAT Test Track condition. The design input 

information, regarding materials, traffic, and climate, was formulated based on the Test Track research-

grade database, which was relied on by the software to simulate the configuration and response (or 

performance) of pavement sections. Predictions from the nationally-calibrated models in the software 

were compared with the measured field data at the Test Track, and the local calibration was conducted by 

using the automation method. The conclusions of this study were as follows: 

• Over-prediction of rutting was seen in most of 25 sections using the nationally-calibrated model. 

Local calibration significantly improved the rutting model as evident by a 98.6% reduction in bias 

and a 50.2% reduction in the SEE (standard error of the estimate). The local calibration 

coefficients are: βr1 = 0.05, βr2 = 0.5, βr3= 2, βb = 0, and βs = 0. Six independent sections were used 

to validate the local-calibrated rutting model. It showed that the improved model reduced bias by 

95.9% and reduced the SEE by 71.2%. 

• Over-prediction of bottom-up fatigue cracking was seen in most of 21 sections. After calibration, 

the prediction of bottom-up fatigue cracking was improved (80.4% reduction in bias and 52.1% 

reduction in SEE). The local calibration coefficients are: βf1 = 2.2, βf2 = 1, βf3 = 1, C1= 2.03, C2= 
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2.62, and C4= 5729.28. Four independent sections were used to validate the local-calibrated 

model, which suggested a fair effectiveness of local calibration (78.4% reduction in bias and 54.2% 

reduction in SEE).  

• The nationally-calibrated model accurately predicted the IRI between 35 in./mile to 65 in./mile. 

However, the model could not predict the IRI above 65 in./mile. In this regards, the nationally-

calibrated model could be of little value for future implementation. The local calibration 

improved the IRI model accuracy (77.7% reduction in bias and 3.4% reduction in SEE). Four 

sections were used to validate the local-calibrated model, which suggested no effectiveness of 

local calibration (24.4% increase in bias and 2.4% increase in SEE). 

• Automation is an easy-to-use technique that can facilitate studies requiring repetitive human 

maneuvering during software runs and data compiling. Considerable labor savings (100% 

reduction in optimization labor) and time savings (nearly 35% reduction in optimization time) 

were gained. The working hours can be greatly extended, and the accuracy of work is reliable.  

 

From the findings of this study, it can be seen that the nationally-calibrated rutting, bottom-up fatigue 

cracking, and IRI models were not ready for Test Track use. Local calibration can be considered to be a 

necessary measure for improving the prediction accuracy for the rutting and bottom-up fatigue cracking 

models. The nationally-calibrated IRI model was not recommended for use. The local calibration 

coefficients for rutting and bottom-up fatigue cracking were ready for Test Track use. However, if they 

are adopted for non-Test Track design conditions, the coefficients should be evaluated based on a local 

and reliable database to ensure its suitability. Automation is recommended for future evaluation and 

calibration studies because of its benefits for coefficient optimization.  
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Appendix A 

The content of Appendix A is a summary of design inputs for the AASHTOWareTM Pavement ME 

Design software and the measured performance data. For the design inputs, the highest level of detail was 

provided where possible (Table A.1).   

Table A.1 Detail level of design inputs 
Input Category Level Achieved 

Traffic 

Traffic Volume 
Adjustment Factors 

Monthly Adjustment Level 1 
Vehicle Class Distribution Level 1 
Hourly Truck Distribution No level classifications 

Traffic Growth Factor No level classifications 
Axle Load Distribution Factors Level 1 

General Traffic Inputs No level classifications 

Climate 
Geographic Information No level classifications 

Hourly Environmental Condition History Self-collected 

Material 

HMA Design Properties No level classifications 

Layer Properties 

Asphalt Material 
Properties 

Asphalt Mix Level 1 
Asphalt Binder Level 1 
Asphalt General No level classifications 

Crushed Stone Level 3 
Subgrade Level 3 

Thermal Cracking Properties Level 3 (Default) 
 

The following are the traffic and climate inputs for sections of the four cycles (i.e., 2003, 2006, 2009, and 

2012 cycle). 
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2003 Cycle  

Traffic volume and axle configuration of the 2003 cycle 

Two-way AADTT 2118 
Number of Lanes 1 
Percent Trucks in Design Direction, % 100 
Percent Trucks in Design Lane, % 100 
Operational Speed, mph 45 
Average Axle Width, ft 8.5 
Dual Tire Spacing, in. 13.5 
Tire Pressure, psi 100 
Tandem Axle Spacing, in. 51.6 
Tridem Axle Spacing, in. 49.2 
Quad Axle Spacing, in. 49.2 
Mean Wheel Location, in. 18 
Traffic Wander Standard Deviation, in. 10 
Design Lane Width, ft 12 
Average Spacing of Short Axle, ft 12 
Average Spacing of Medium Axle, ft 15 
Average Spacing of Long Axle, ft 18 
Percent Trucks with Short Axles 33 
Percent Trucks with Medium Axles 33 
Percent Trucks with Long Axles 34 

Vehicle class distribution and growth of the 2003 cycle 

Vehicle Class Distribution, % Growth Rate, % 
Class 4 0 0 
Class 5 0 0 
Class 6 0 0 
Class 7 0 0 
Class 8 0 0 
Class 9 9 0 
Class 10 0 0 
Class 11 0 0 
Class 12 45.5 0 
Class 13 45.5 0 
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Monthly adjustment of the 2003 cycle 

Month Class 
4 

Class 
5 

Class 
6 

Class 
7 

Class 
8 

Class 
9 

Class 
10 

Class 
11 

Class 
12 

Class 
13 

January 1 1 1 1 1 1 1 1 1 1 
February 1 1 1 1 1 1 1 1 1 1 
March 1 1 1 1 1 1 1 1 1 1 
April 1 1 1 1 1 1 1 1 1 1 
May 1 1 1 1 1 1 1 1 1 1 
June 1 1 1 1 1 1 1 1 1 1 
July 1 1 1 1 1 1 1 1 1 1 
August 1 1 1 1 1 1 1 1 1 1 
September 1 1 1 1 1 1 1 1 1 1 
October 1 1 1 1 1 1 1 1 1 1 
November 1 1 1 1 1 1 1 1 1 1 
December 1 1 1 1 1 1 1 1 1 1 

 

Axles per truck of the 2003 cycle 

Vehicle Class Single Tandem Tridem Quad 
Class 4 0 0 0 0 
Class 5 0 0 0 0 
Class 6 0 0 0 0 
Class 7 0 0 0 0 
Class 8 0 0 0 0 
Class 9 1 2 0 0 
Class 10 0 0 0 0 
Class 11 0 0 0 0 
Class 12 1 0 0 0 
Class 13 5 1 0 0 

Single axle weight distribution of the 2003 cycle 

Month Class Total … 12000 lbs … 21000 lbs … 
… … 0 0 0 0 0 0 
January 9 100 0 100 0 0 0 
… … 0 0 0 0 0 0 
January 12 100 0 100 0 0 0 
January 13 100 0 0 0 100 0 
… … 0 0 0 0 0 0 
December 9 100 0 100 0 0 0 
… … 0 0 0 0 0 0 
December 12 100 0 100 0 0 0 
December 13 100 0 0 0 100 0 
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Tandem axle weight distribution of the 2003 cycle 

Month Class Total … 34000 lbs … 42000 lbs … 
… … 0 0 0 0 0 0 
January 9 100 0 100 0 0 0 
… … 0 0 0 0 0 0 
January 13 100 0 0 0 100 0 
… … 0 0 0 0 0 0 
December 9 100 0 100 0 0 0 
… … 0 0 0 0 0 0 
December 13 100 0 0 0 100 0 

General climate information of the 2003 cycle 

Longitude -85.3 
Latitude 32.6 
Elevation 600 
Depth of Water Table Annual (60) 
Climate Station Opelika (Self-generated) 
Start Time 2003100100 
End Time 2009013123 
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2006 Cycle  

Traffic volume and axle configuration of the 2006 cycle 

Two-way AADTT 3082 
Number of Lanes 1 
Percent Trucks in Design Direction, % 100 
Percent Trucks in Design Lane, % 100 
Operational Speed, mph 45 
Average Axle Width, ft 8.5 
Dual Tire Spacing, in. 13.5 
Tire Pressure, psi 100 
Tandem Axle Spacing, in. 51.6 
Tridem Axle Spacing, in. 49.2 
Quad Axle Spacing, in. 49.2 
Mean Wheel Location, in. 18 
Traffic Wander Standard Deviation, in. 10 
Design Lane Width, ft 12 
Average Spacing of Short Axle, ft 12 
Average Spacing of Medium Axle, ft 15 
Average Spacing of Long Axle, ft 18 
Percent Trucks with Short Axles 33 
Percent Trucks with Medium Axles 33 
Percent Trucks with Long Axles 34 

Vehicle class distribution and growth of the 2006 cycle 

Vehicle Class Distribution, % Growth Rate, % 
Class 4 0 0 
Class 5 0 0 
Class 6 0 0 
Class 7 0 0 
Class 8 0 0 
Class 9 0 0 
Class 10 0 0 
Class 11 0 0 
Class 12 50 0 
Class 13 50 0 
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Monthly adjustment of the 2006 cycle 

Month Class 
4 

Class 
5 

Class 
6 

Class 
7 

Class 
8 

Class 
9 

Class 
10 

Class 
11 

Class 
12 

Class 
13 

January 1 1 1 1 1 1 1 1 1 1 
February 1 1 1 1 1 1 1 1 1 1 
March 1 1 1 1 1 1 1 1 1 1 
April 1 1 1 1 1 1 1 1 1 1 
May 1 1 1 1 1 1 1 1 1 1 
June 1 1 1 1 1 1 1 1 1 1 
July 1 1 1 1 1 1 1 1 1 1 
August 1 1 1 1 1 1 1 1 1 1 
September 1 1 1 1 1 1 1 1 1 1 
October 1 1 1 1 1 1 1 1 1 1 
November 1 1 1 1 1 1 1 1 1 1 
December 1 1 1 1 1 1 1 1 1 1 

 

Axles per truck of the 2006 cycle 

Vehicle Class Single Tandem Tridem Quad 
Class 4 0 0 0 0 
Class 5 0 0 0 0 
Class 6 0 0 0 0 
Class 7 0 0 0 0 
Class 8 0 0 0 0 
Class 9 0 0 0 0 
Class 10 0 0 0 0 
Class 11 0 0 0 0 
Class 12 1 0 0 0 
Class 13 5 1 0 0 

Single axle weight distribution of the 2006 cycle 

Month Class Total … 10000 
lbs 

12000 
lbs 

… 21000 
lbs 

… 

… … 0 0 0 0 0 0 0 
January 12 100 0 20 80 0 0 0 
January 13 100 0 0 0 0 100 0 
… … 0 0 0 0 0 0 0 
December 12 100 0 20 80 0 0 0 
December 13 100 0 0 0 0 100 0 
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Tandem axle weight distribution of the 2006 cycle 

Month Class Total … 42000 lbs … 
… … 0 0 0 0 
January 13 100 0 100 0 
… … 0 0 0 0 
December 13 100 0 100 0 

General climate information of the 2006 cycle 

Longitude -85.3 
Latitude 32.6 
Elevation 600 
Depth of Water Table Annual (60) 
Climate Station Opelika (Self-generated) 
Start Time 2003100100 
End Time 2009013123 
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2009 Cycle  

Traffic volume and axle configuration of the 2009 cycle 

Two-way AADTT 3082 
Number of Lanes 1 
Percent Trucks in Design Direction, % 100 
Percent Trucks in Design Lane, % 100 
Operational Speed, mph 45 
Average Axle Width, ft 8.5 
Dual Tire Spacing, in. 13.5 
Tire Pressure, psi 100 
Tandem Axle Spacing, in. 51.6 
Tridem Axle Spacing, in. 49.2 
Quad Axle Spacing, in. 49.2 
Mean Wheel Location, in. 18 
Traffic Wander Standard Deviation, in. 10 
Design Lane Width, ft 12 
Average Spacing of Short Axle, ft 12 
Average Spacing of Medium Axle, ft 15 
Average Spacing of Long Axle, ft 18 
Percent Trucks with Short Axles 33 
Percent Trucks with Medium Axles 33 
Percent Trucks with Long Axles 34 

Vehicle class distribution and growth of the 2009 cycle 

Vehicle Class Distribution, % Growth Rate, % 
Class 4 0 0 
Class 5 0 0 
Class 6 0 0 
Class 7 0 0 
Class 8 0 0 
Class 9 0 0 
Class 10 0 0 
Class 11 0 0 
Class 12 50 0 
Class 13 50 0 
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Monthly adjustment of the 2009 cycle 

Month Class 
4 

Class 
5 

Class 
6 

Class 
7 

Class 
8 

Class 
9 

Class 
10 

Class 
11 

Class 
12 

Class 
13 

January 1 1 1 1 1 1 1 1 1 1 
February 1 1 1 1 1 1 1 1 1 1 
March 1 1 1 1 1 1 1 1 1 1 
April 1 1 1 1 1 1 1 1 1 1 
May 1 1 1 1 1 1 1 1 1 1 
June 1 1 1 1 1 1 1 1 1 1 
July 1 1 1 1 1 1 1 1 1 1 
August 1 1 1 1 1 1 1 1 1 1 
September 1 1 1 1 1 1 1 1 1 1 
October 1 1 1 1 1 1 1 1 1 1 
November 1 1 1 1 1 1 1 1 1 1 
December 1 1 1 1 1 1 1 1 1 1 

 

Axles per truck of the 2009 cycle 

Vehicle Class Single Tandem Tridem Quad 
Class 4 0 0 0 0 
Class 5 0 0 0 0 
Class 6 0 0 0 0 
Class 7 0 0 0 0 
Class 8 0 0 0 0 
Class 9 0 0 0 0 
Class 10 0 0 0 0 
Class 11 0 0 0 0 
Class 12 1 0 0 0 
Class 13 5 1 0 0 

Single axle weight distribution of the 2009 cycle 

Month Class Total … 10000 
lbs 

12000 
lbs 

… 21000 
lbs 

… 

… … 0 0 0 0 0 0 0 
January 12 100 0 20 80 0 0 0 
January 13 100 0 0 0 0 100 0 
… … 0 0 0 0 0 0 0 
December 12 100 0 20 80 0 0 0 
December 13 100 0 0 0 0 100 0 
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Tandem axle weight distribution of the 2009 cycle 

Month Class Total … 42000 lbs … 
… … 0 0 0 0 
January 13 100 0 100 0 
… … 0 0 0 0 
December 13 100 0 100 0 

General climate information of the 2009 cycle 

Longitude -85.3 
Latitude 32.6 
Elevation 600 
Depth of Water Table Annual (60) 
Climate Station Opelika (Self-generated) 
Start Time 2009011501 
End Time 2011100315 
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2012 Cycle  

Traffic volume and axle configuration of the 2012 cycle 

Two-way AADTT 3082 
Number of Lanes 1 
Percent Trucks in Design Direction, % 100 
Percent Trucks in Design Lane, % 100 
Operational Speed, mph 45 
Average Axle Width, ft 8.5 
Dual Tire Spacing, in. 13.5 
Tire Pressure, psi 100 
Tandem Axle Spacing, in. 51.6 
Tridem Axle Spacing, in. 49.2 
Quad Axle Spacing, in. 49.2 
Mean Wheel Location, in. 18 
Traffic Wander Standard Deviation, in. 10 
Design Lane Width, ft 12 
Average Spacing of Short Axle, ft 12 
Average Spacing of Medium Axle, ft 15 
Average Spacing of Long Axle, ft 18 
Percent Trucks with Short Axles 33 
Percent Trucks with Medium Axles 33 
Percent Trucks with Long Axles 34 

Vehicle class distribution and growth of the 2012 cycle 

Vehicle Class Distribution, % Growth Rate, % 
Class 4 0 0 
Class 5 0 0 
Class 6 0 0 
Class 7 0 0 
Class 8 0 0 
Class 9 0 0 
Class 10 0 0 
Class 11 0 0 
Class 12 50 0 
Class 13 50 0 
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Monthly adjustment of the 2012 cycle 

Month Class 
4 

Class 
5 

Class 
6 

Class 
7 

Class 
8 

Class 
9 

Class 
10 

Class 
11 

Class 
12 

Class 
13 

January 1 1 1 1 1 1 1 1 1 1 
February 1 1 1 1 1 1 1 1 1 1 
March 1 1 1 1 1 1 1 1 1 1 
April 1 1 1 1 1 1 1 1 1 1 
May 1 1 1 1 1 1 1 1 1 1 
June 1 1 1 1 1 1 1 1 1 1 
July 1 1 1 1 1 1 1 1 1 1 
August 1 1 1 1 1 1 1 1 1 1 
September 1 1 1 1 1 1 1 1 1 1 
October 1 1 1 1 1 1 1 1 1 1 
November 1 1 1 1 1 1 1 1 1 1 
December 1 1 1 1 1 1 1 1 1 1 

 

Axles per truck of the 2012 cycle 

Vehicle Class Single Tandem Tridem Quad 
Class 4 0 0 0 0 
Class 5 0 0 0 0 
Class 6 0 0 0 0 
Class 7 0 0 0 0 
Class 8 0 0 0 0 
Class 9 0 0 0 0 
Class 10 0 0 0 0 
Class 11 0 0 0 0 
Class 12 1 0 0 0 
Class 13 5 1 0 0 

Single axle weight distribution of the 2012 cycle 

Month Class Total … 10000 
lbs 

12000 
lbs 

… 21000 
lbs 

… 

… … 0 0 0 0 0 0 0 
January 12 100 0 20 80 0 0 0 
January 13 100 0 0 0 0 100 0 
… … 0 0 0 0 0 0 0 
December 12 100 0 20 80 0 0 0 
December 13 100 0 0 0 0 100 0 
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Tandem axle weight distribution of the 2012 cycle 

Month Class Total … 42000 lbs … 
… … 0 0 0 0 
January 13 100 0 100 0 
… … 0 0 0 0 
December 13 100 0 100 0 

General climate information of the 2012 cycle 

Longitude -85.3 
Latitude 32.6 
Elevation 600 
Depth of Water Table Annual (60) 
Climate Station Opelika (Self-generated) 
Start Time 2012100100 
End Time 2014110416 

 

A summary of material inputs for 31 experimental sections is provided hereinafter. The design inputs, if 

not listed, were set as default values. The material inputs are compiled in the following order:  

1. N1 through N8 of the 2003 cycle 

2. N1, N2, N8 through N10, and S11 of the 2006 cycle 

3. N5 through N7, N10, N11, and S8 through S12 of the 2009 cycle 

4. N3 through N5, S5, S6, S12, and S13 of the 2012 cycle 
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N1_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 57 in./mile 

AC general information of N1_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 143.73 13.37 7.2 0.35 70 
2 1.7 149.11 9.73 7.2 0.35 70 
3 2.2 150.07 9.22 7 0.35 70 

 

E* data for lift No. 1 of N1_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2083358 2468142 2629424 2985601 3162982 3344061 
40 974980 1241885 1362085 1656076 1793318 2000360 
70 298959 436418 511874 732658 867760 1029622 
100 85463 124986 147902 245658 310272 380289 
130 41408 55332 63164 99387 124043 152833 

G* data for lift No. 1 of N1_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N1_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 2 of N1_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N1_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 3 of N1_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N1_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 8219 0.357 0.4 
Subbase 19 8219 0.357 0.4 
Subgrade ∞ 26958 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N1_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N2_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 56 in./mile 

AC general information of N2_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.1 144.23 13.11 7.1 0.35 70 
2 2 151.76 9.17 6.1 0.35 70 
3 1.8 150.07 9.22 7 0.35 70 

 

E* data for lift No. 1 of N2_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2029222 2417379 2581816 2944301 3101703 3271941 
40 791507 1031399 1139742 1432827 1564304 1723628 
70 288879 430798 508140 737843 859820 1031689 
100 87639 123391 146234 235505 295514 382066 
130 31256 39958 45397 64941 77414 97647 

G* data for lift No. 1 of N2_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of N2_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 2 of N2_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N2_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 3 of N2_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N2_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 10061 0.357 0.4 
Subbase 19 10061 0.357 0.4 
Subgrade ∞ 27482 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N2_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N3_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 35 in./mile 

AC general information of N3_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.2 144.07 13.09 7.2 0.35 70 
2 1.8 150.79 9.12 6.7 0.35 70 
3 6.1 150.12 9.97 6.35 0.35 70 

 

E* data for lift No. 1 of N3_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2029222 2417379 2581816 2944301 3101703 3271941 
40 791507 1031399 1139742 1432827 1564304 1723628 
70 288879 430798 508140 737843 859820 1031689 
100 87639 123391 146234 235505 295514 382066 
130 31256 39958 45397 64941 77414 97647 

G* data for lift No. 1 of N3_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of N3_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 2 of N3_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N3_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 3 of N3_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N3_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 13083 0.357 0.4 
Subbase 15 13083 0.357 0.4 
Subgrade ∞ 32516 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N3_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N4_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 48 in./mile 

AC general information of N4_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 145.35 12.98 6.6 0.35 70 
2 4 149.22 9.82 6.9 0.35 70 
3 3.8 148.41 10.1 7.25 0.35 70 

 

E* data for lift No. 1 of N4_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2083358 2468142 2629424 2985601 3162982 3344061 
40 974980 1241885 1362085 1656076 1793318 2000360 
70 298959 436418 511874 732658 867760 1029622 
100 85463 124986 147902 245658 310272 380289 
130 41408 55332 63164 99387 124043 152833 

G* data for lift No. 1 of N4_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N4_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 2 of N4_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N4_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 3 of N4_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N4_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 11717 0.357 0.4 
Subbase 15 11717 0.357 0.4 
Subgrade ∞ 33889 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N4_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N5_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 59 in./mile 

AC general information of N5_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 145.2 12.97 6.7 0.35 70 
2 3.9 148.89 9.77 7.15 0.35 70 
3 2 148.71 10.52 6.8 0.35 70 

 

E* data for lift No. 1 of N5_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2083358 2468142 2629424 2985601 3162982 3344061 
40 974980 1241885 1362085 1656076 1793318 2000360 
70 298959 436418 511874 732658 867760 1029622 
100 85463 124986 147902 245658 310272 380289 
130 41408 55332 63164 99387 124043 152833 

G* data for lift No. 1 of N5_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N5_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 2 of N5_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N5_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2277563 2725367 2907715 3304176 3502587 3689759 
40 1153195 1474779 1623189 1988503 2148479 2404942 
70 394829 565357 653141 913955 1061821 1243734 
100 151383 214801 254106 404945 507342 614706 
130 65267 83832 95036 142898 174009 218137 

G* data for lift No. 3 of N5_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N5_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 7852 0.357 0.4 
Subbase 17 7852 0.357 0.4 
Subgrade ∞ 30564 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N5_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N6_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 52 in./mile 

AC general information of N6_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.1 145 13.56 6.3 0.35 70 
2 4.1 150.41 10.04 6.21 0.35 70 
3 2 153.23 11.07 4 0.35 70 

 

E* data for lift No. 1 of N6_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2029222 2417379 2581816 2944301 3101703 3271941 
40 791507 1031399 1139742 1432827 1564304 1723628 
70 288879 430798 508140 737843 859820 1031689 
100 87639 123391 146234 235505 295514 382066 
130 31256 39958 45397 64941 77414 97647 

G* data for lift No. 1 of N6_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of N6_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 2 of N6_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N6_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 3 of N6_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N6_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 11153 0.357 0.4 
Subbase 17 11153 0.357 0.4 
Subgrade ∞ 34682 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N6_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N7_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 44 in./mile 

AC general information of N7_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 141.63 13.72 6.9 0.35 70 
2 4.1 150.52 10.05 6.14 0.35 70 
3 2 151.64 10.96 5 0.35 70 

 

E* data for lift No. 1 of N7_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 1 of N7_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of N7_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 2 of N7_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N7_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 3 of N7_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N7_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 12243 0.357 0.4 
Subbase 17 12243 0.357 0.4 
Subgrade ∞ 33817 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N7_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 

 

 

 

146 
 



 
 

N8_2003 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2003 Jul, 2003 Oct, 2003 42 in./mile 

AC general information of N8_2003 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.1 141.58 13.75 6.9 0.35 70 
2 3.9 149.12 9.97 7 0.35 70 
3 2 148.92 10.94 6.7 0.35 70 

 

E* data for lift No. 1 of N8_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2501030 3002969 3219256 3670070 3851331 4038067 
40 1271183 1639905 1818265 2239708 2427604 2700312 
70 378222 526886 602668 840348 962434 1150910 
100 136843 192356 227383 354291 434497 536096 
130 54679 71504 82128 132746 166975 203415 

G* data for lift No. 1 of N8_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N8_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2298485 2724243 2897164 3289201 3421801 3617276 
40 1072481 1395625 1543418 1920335 2087564 2327093 
70 378875 547046 643423 930961 1064722 1310597 
100 139490 197650 233293 359657 445592 574095 
130 63055 79553 89815 135103 167845 215345 

G* data for lift No. 2 of N8_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N8_2003 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2761276 3333933 3219220 3974323 4214904 4448777 
40 1157219 1588235 1796618 2290544 2514047 2828271 
70 366474 537292 639000 954565 1119401 1364623 
100 127959 177671 209543 324123 403205 533630 
130 52540 66536 75637 116139 142935 180318 

G* data for lift No. 3 of N8_2003 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N8_2003 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6 10258 0.357 0.4 
Subbase 17 10258 0.357 0.4 
Subgrade ∞ 30859 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N8_2003 

Sieve Size Base Subbase Subgrade 
#200 10 48 48 
#100 15 56 56 
#50 23 61 61 
#30 32 64 64 
#16 40 66 66 
#8 49 68 68 
#4 59 71 71 
3/8-in. 76 75 75 
1/2-in. 80 78 78 
3/4-in. 90 81 81 
1-in. 96 83 83 
112-in. 100 100 100 
Liquid Limit 6 21 21 
Plastic Index 1 5 5 
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N1_2006 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Aug, 2006 Sep, 2006 Nov, 2006 115.01 in./mile 

AC general information of N1_2006 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 2.2 147.52 10.38 5.4 0.35 70 
2 1.9 143.14 10.55 7.8 0.35 70 
3 3.3 147.53 9.7 7.9 0.35 70 

 

E* data for lift No. 1 of N1_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2157627 2410856 2693804 3119436 3485547 3894627 
40 1046350 1173742 1313558 1501575 1649804 1805284 
70 331943 399192 477657 597217 701644 821300 
100 101212 123625 157849 214849 268658 334312 
130 69097 77207 86268 99899 111624 124724 

G* data for lift No. 1 of N1_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2053000 55.59 
100 225900 62.21 
130 28460 69.96 

 

E* data for lift No. 2 of N1_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2157627 2410856 2693804 3119436 3485547 3894627 
40 1046350 1173742 1313558 1501575 1649804 1805284 
70 331943 399192 477657 597217 701644 821300 
100 101212 123625 157849 214849 268658 334312 
130 69097 77207 86268 99899 111624 124724 

G* data for lift No. 2 of N1_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2053000 55.59 
100 225900 62.21 
130 28460 69.96 
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E* data for lift No. 3 of N1_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2458627 2750572 3077182 3569202 3993019 4467161 
40 1157594 1304856 1459611 1676636 1848167 2021584 
70 362401 438207 526632 662194 779674 910982 
100 101227 123137 155480 210643 263824 330154 
130 70623 79009 88391 102524 114698 128318 

G* data for lift No. 3 of N1_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N1_2006 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 10 23597 0.357 0.4 
Subgrade ∞ 29701 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N1_2006 

Sieve Size Base Subgrade 
#200 18.8 48 
#100 21 56 
#50 23 61 
#30 26 64 
#16 32 66 
#8 44 68 
#4 61 71 
3/8-in. 81 75 
1/2-in. 88 78 
3/4-in. 100 81 
1-in. 100 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N2_2006 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Aug, 2006 Sep, 2006 Nov, 2006 105.8 in./mile 

AC general information of N2_2006 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 2 148.14 10.33 5 0.35 70 
2 2 145.48 11.3 5.8 0.35 70 
3 3.1 152.01 10.08 5.1 0.35 70 

 

E* data for lift No. 1 of N2_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2164720 2404672 2671222 3069457 3409696 3787650 
40 1055004 1178044 1307756 1483590 1622101 1763900 
70 349879 417370 494772 613171 715519 829761 
100 99167 118974 149824 201119 249852 309317 
130 71687 79633 88460 101648 112916 125432 

G* data for lift No. 1 of N2_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2177000 55.88 
100 267400 59.63 
130 37560 65.3 

 

E* data for lift No. 2 of N2_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2164720 2404672 2671222 3069457 3409696 3787650 
40 1055004 1178044 1307756 1483590 1622101 1763900 
70 349879 417370 494772 613171 715519 829761 
100 99167 118974 149824 201119 249852 309317 
130 71687 79633 88460 101648 112916 125432 

G* data for lift No. 2 of N2_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2177000 55.88 
100 267400 59.63 
130 37560 65.3 
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E* data for lift No. 3 of N2_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2458627 2750572 3077182 3569202 3993019 4467161 
40 1157594 1304856 1459611 1676636 1848167 2021584 
70 362401 438207 526632 662194 779674 910982 
100 101227 123137 155480 210643 263824 330154 
130 70623 79009 88391 102524 114698 128318 

G* data for lift No. 3 of N2_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N2_2006 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 10 25605 0.357 0.4 
Subgrade ∞ 29638 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N2_2006 

Sieve Size Base Subgrade 
#200 18.8 48 
#100 21 56 
#50 23 61 
#30 26 64 
#16 32 66 
#8 44 68 
#4 61 71 
3/8-in. 81 75 
1/2-in. 88 78 
3/4-in. 100 81 
1-in. 100 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N8_2006 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Aug, 2006 Oct, 2006 Nov, 2006 94.56 in./mile 

AC general information of N8_2006 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 2.3 137.31 10.91 8.2 0.35 70 
2 5.75 145.45 7.52 6.74 0.35 70 
3 2 147.02 11.16 2.8 0.35 70 

 

E* data for lift No. 1 of N8_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2703490 2994983 3317905 3798828 4208421 4662178 
40 1184842 1321351 1464910 1663524 1818250 1972919 
70 321868 385365 460930 575335 675179 785611 
100 97097 119862 152214 205185 256073 317038 
130 55862 61885 68558 78495 86959 96335 

G* data for lift No. 1 of N8_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2672000 54.25 
100 344800 57.77 
130 34410 59.23 

 

E* data for lift No. 2 of N8_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2748833.3 3026427 3332146 3784343 4166888 4588228 
40 1415287.6 1563867 1715773 1917402 2072983 2227840 
70 492710.7 585286.8 688849.4 843313.6 974041.2 1115902 
100 144072.9 177377.8 224644 300840.9 372337.5 459446.4 
130 114671.4 126141.5 138762.7 157412 173172.7 190516.4 

G* data for lift No. 2 of N8_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2397819 55.21 
100 288259 60.03 
130 31814 66.10 
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E* data for lift No. 3 of N8_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 1852345 2088949 2355775 2761508 3114241 3512029 
40 862249 983597 1112197 1289095 1427703 1565150 
70 249030 311686 385075 499075 599924 712618 
100 61936 79263 102812 146749 190434 245404 
130 50456 56901 64169 75221 84829 95664 

G* data for lift No. 3 of N8_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 768800 57.77 
100 183600 62.92 
130 25920 68.94 

 

Unbound materials general information of N8_2006 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.4 26020 0.357 0.4 
Subgrade ∞ 9801 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N8_2006 

Sieve Size Base Subgrade 
#200 48 57.7 
#100 56 82 
#50 61 92 
#30 64 98 
#16 66 99 
#8 68 100 
#4 71 100 
3/8-in. 75 100 
1/2-in. 78 100 
3/4-in. 81 100 
1-in. 83 100 
112-in. 100 100 
Liquid Limit 21 51 
Plastic Index 5 30 
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N9_2006 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Aug, 2006 Oct, 2006 Nov, 2006 104.9 in./mile 

AC general information of N9_2006 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 2 139.1 11.14 7 0.35 70 
2 9.2 146.61 7.38 6.08 0.35 70 
3 3.2 142.79 10.74 5.6 0.35 70 

 

E* data for lift No. 1 of N9_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2703490 2994983 3317905 3798828 4208421 4662178 
40 1184842 1321351 1464910 1663524 1818250 1972919 
70 321868 385365 460930 575335 675179 785611 
100 97097 119862 152214 205185 256073 317038 
130 55862 61885 68558 78495 86959 96335 

G* data for lift No. 1 of N9_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2672000 54.25 
100 344800 57.77 
130 34410 59.23 

 

E* data for lift No. 2 of N9_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2748833.3 3026427 3332146 3784343 4166888 4588228 
40 1415287.6 1563867 1715773 1917402 2072983 2227840 
70 492710.7 585286.8 688849.4 843313.6 974041.2 1115902 
100 144072.9 177377.8 224644 300840.9 372337.5 459446.4 
130 114671.4 126141.5 138762.7 157412 173172.7 190516.4 

G* data for lift No. 2 of N9_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2397819 55.21 
100 288259 60.03 
130 31814 66.10 
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E* data for lift No. 3 of N9_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 1852345 2088949 2355775 2761508 3114241 3512029 
40 862249 983597 1112197 1289095 1427703 1565150 
70 249030 311686 385075 499075 599924 712618 
100 61936 79263 102812 146749 190434 245404 
130 50456 56901 64169 75221 84829 95664 

G* data for lift No. 3 of N9_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 768800 57.77 
100 183600 62.92 
130 25920 68.94 

 

Unbound materials general information of N9_2006 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 8.4 24155 0.357 0.4 
Subgrade ∞ 14804 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N9_2006 

Sieve Size Base Subgrade 
#200 48 57.7 
#100 56 82 
#50 61 92 
#30 64 98 
#16 66 99 
#8 68 100 
#4 71 100 
3/8-in. 75 100 
1/2-in. 78 100 
3/4-in. 81 100 
1-in. 83 100 
112-in. 100 100 
Liquid Limit 21 51 
Plastic Index 5 30 
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N10_2006 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Aug, 2006 Oct, 2006 Nov, 2006 65.33 in./mile 

AC general information of N10_2006 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 139.92 10.79 8.7 0.35 70 
2 3.4 143.9 8.83 7.5 0.35 70 
3 2.2 144.73 9.58 6.7 0.35 70 

 

E* data for lift No. 1 of N10_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2533492 2807917 3112066 3565268 3951453 4379469 
40 1158174 1292866 1432586 1622391 1768444 1914739 
70 318793 386332 466538 588273 691588 809649 
100 92713 117891 153005 212238 268803 337889 
130 61988 68702 76144 87233 96682 107154 

G* data for lift No. 1 of N10_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2413000 60.11 
100 223600 65.73 
130 21580 70.63 

 

E* data for lift No. 2 of N10_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.01 0.1 0.5 1 5 

15 1872962 2673802 3429180 3817066 4895428 
40 868486 1325886 1703564 1872146 2268873 
70 171773 385317 615540 732199 1066414 
115 20494 42032 75492 98775 192078 
130 58961 84171 107950 120161 154108 

G* data for lift No. 2 of N10_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2413000 60.11 
100 223600 65.73 
130 21580 70.63 
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E* data for lift No. 3 of N10_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2399518 2670238 2971501 3422533 3808672 4238377 
40 1181658 1322744 1468724 1669420 1824538 1982448 
70 371840 449218 539721 675912 792885 923382 
100 110254 139298 179593 246419 307842 382392 
130 81342 90519 100732 116022 129112 143678 

G* data for lift No. 3 of N10_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2066000 56.25 
100 220100 62.21 
130 24310 70.56 

 

Unbound materials general information of N10_2006 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5 16752 0.357 0.4 
Subgrade ∞ 28174 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N10_2006 

Sieve Size Base Subgrade 
#200 25.1 48 
#100 36 56 
#50 49 61 
#30 58 64 
#16 64 66 
#8 71 68 
#4 79 71 
3/8-in. 88 75 
1/2-in. 92 78 
3/4-in. 97 81 
1-in. 99 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S11_2006 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Aug, 2006 Oct, 2006 Nov, 2006 67.38 in./mile 

AC general information of S11_2006 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 143.3 14.18 6.8 0.35 70 
2 2.1 150.36 10.92 5.8 0.35 70 
3 4.5 147.3 8.38 8.22 0.35 70 

 

E* data for lift No. 1 of S11_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 1756400 1968603 2206444 2565513 2875471 3222877 
40 835804 944340 1058002 1218220 1344113 1472277 
70 259521 313185 377436 476981 563375 660985 
100 77489 94120 119100 163573 205132 259472 
130 52461 58799 65903 76628 85886 96262 

G* data for lift No. 1 of S11_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S11_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.01 0.1 0.5 1 5 

15 1458885 2126002 2766145 3098177 4031043 
40 726107 1094986 1438870 1595850 1977347 
70 171483 385317 595186 701402 990559 
130 59497 86704 112811 126352 164397 

G* data for lift No. 2 of S11_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of S11_2006 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.5 1 2 5 10 20 

15 2458627 2750572 3077182 3569202 3993019 4467161 
40 1157594 1304856 1459611 1676636 1848167 2021584 
70 362401 438207 526632 662194 779674 910982 
100 101227 123137 155480 210643 263824 330154 
130 70623 79009 88391 102524 114698 128318 

G* data for lift No. 3 of S11_2006 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S11_2006 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.1 12530 0.357 0.4 
Subgrade ∞ 28873 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S11_2006 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N5_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 69.8 in./mile 

AC general information of N5_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.3 145.15 12.39 5.9 0.35 70 
2 4.8 148.12 11.30 7.04 0.35 70 
3 2.9 147.07 12.99 6.4 0.35 70 

 

E* data for lift No. 1 of N5_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1709153 1996679 2108132 2334691 2418300 2516474 
40 789039.2 1091271 1229417 1551924 1686462 1856134 
70 202318 333991.7 409128.3 629085.9 742301.4 906129.1 
100 50873.3 83264.98 103989.8 175512.9 219340.7 292233.9 
130 19428.17 27555.57 32705.36 50906.75 62626.51 83324.41 

G* data for lift No. 1 of N5_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N5_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2419001 2613685 2681676 2808171 2851051 2898839 
40 1565154 1908913 2044251 2319713 2420595 2537808 
70 592054.5 880655.1 1023551 1379228 1535074 1736273 
100 173808.4 279703 343507.8 543254.5 652756.8 818029.3 
130 66410.55 95833.07 114506.7 179482.5 220068.2 289065.6 

G* data for lift No. 2 of N5_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N5_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2063399 2312172 2403525 2580770 2643324 2714777 
40 1136149 1476950 1621597 1936371 2059169 2207527 
70 349866 553775.8 662983.4 959139.3 1100251 1293224 
100 92897.48 152598.7 190027.4 314348.3 387078.5 502972.1 
130 34882.7 50349.05 60223.18 95159.77 117514.3 156526.9 

G* data for lift No. 3 of N5_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N5_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.67 11376 0.357 0.4 
Subgrade ∞ 25516 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N5_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N6_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 58.1 in./mile 

AC general information of N6_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.1 144.34 12.55 6.2 0.35 70 
2 2.8 148.05 11.32 7.1 0.35 70 
3 3.1 147.4 12.83 6.3 0.35 70 

 

E* data for lift No. 1 of N6_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1709153 1996679 2108132 2334691 2418300 2516474 
40 789039.2 1091271 1229417 1551924 1686462 1856134 
70 202318 333991.7 409128.3 629085.9 742301.4 906129.1 
100 50873.3 83264.98 103989.8 175512.9 219340.7 292233.9 
130 19428.17 27555.57 32705.36 50906.75 62626.51 83324.41 

G* data for lift No. 1 of N6_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N6_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2419001 2613685 2681676 2808171 2851051 2898839 
40 1565154 1908913 2044251 2319713 2420595 2537808 
70 592054.5 880655.1 1023551 1379228 1535074 1736273 
100 173808.4 279703 343507.8 543254.5 652756.8 818029.3 
130 66410.55 95833.07 114506.7 179482.5 220068.2 289065.6 

G* data for lift No. 2 of N6_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N6_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2063399 2312172 2403525 2580770 2643324 2714777 
40 1136149 1476950 1621597 1936371 2059169 2207527 
70 349866 553775.8 662983.4 959139.3 1100251 1293224 
100 92897.48 152598.7 190027.4 314348.3 387078.5 502972.1 
130 34882.7 50349.05 60223.18 95159.77 117514.3 156526.9 

G* data for lift No. 3 of N6_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N6_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 4.8 14222 0.357 0.4 
Subgrade ∞ 26405 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N6_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N7_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 125.2 in./mile 

AC general information of N7_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.1 144.3 12.64 6.3 0.35 70 
2 2.1 147.45 10.51 7.3 0.35 70 
3 2.5 147.37 10.65 7.2 0.35 70 

 

E* data for lift No. 1 of N7_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2038637 2246074 2325276 2486024 2545748 2616562 
40 1222522 1498604 1615079 1871824 1974537 2101727 
70 453831 651473.8 749735.3 1001884 1117814 1274482 
100 129166 204147.5 247302.8 377709.6 447945 554079.4 
130 40583 62218.99 75456.84 119405.2 145685.3 189052.7 

G* data for lift No. 1 of N7_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N7_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2116670 2372648 2467291 2652261 2718066 2793657 
40 1147699 1493310 1640788 1963957 2091047 2245519 
70 340639.7 541494.4 649456.1 943973.5 1085331 1279858 
100 85474.34 141790.1 177204.3 295380.8 364902.5 476278.1 
130 30389.43 44353.99 53284.78 84967.02 105302.5 140904.6 

G* data for lift No. 2 of N7_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N7_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2116670 2372648 2467291 2652261 2718066 2793657 
40 1147699 1493310 1640788 1963957 2091047 2245519 
70 340639.7 541494.4 649456.1 943973.5 1085331 1279858 
100 85474.34 141790.1 177204.3 295380.8 364902.5 476278.1 
130 30389.43 44353.99 53284.78 84967.02 105302.5 140904.6 

G* data for lift No. 3 of N7_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N7_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.52 16336 0.357 0.4 
Subgrade ∞ 26483 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N7_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N10_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 61.7 in./mile 

AC general information of N10_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.4 141.57 11.58 7.4 0.35 70 
2 2.7 147.94 8.79 7.1 0.35 70 
3 3 150.39 9.77 5 0.35 70 

 

E* data for lift No. 1 of N10_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2132430 2357911 2441843 2607728 2667617 2737217 
40 1257813 1575901 1708423 1994988 2106966 2243099 
70 424244.5 649312.2 763632.6 1059329 1195045 1377092 
100 101353.8 176691.7 222665 368741.7 450286.2 575653.4 
130 27007.48 45255.43 57229.12 100116.9 127475.3 174602.5 

G* data for lift No. 1 of N10_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N10_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2613570 2782722 2841441 2950476 2987449 3028722 
40 1835301 2157906 2281088 2526570 2615033 2717067 
70 799582.8 1133045 1288328 1653858 1806429 1997919 
100 244374.8 395987.8 483220 740061.4 872402.8 1063248 
130 82195.05 127107.8 155557.8 252767.1 311763.7 409027.7 

G* data for lift No. 2 of N10_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N10_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2613570 2782722 2841441 2950476 2987449 3028722 
40 1835301 2157906 2281088 2526570 2615033 2717067 
70 799582.8 1133045 1288328 1653858 1806429 1997919 
100 244374.8 395987.8 483220 740061.4 872402.8 1063248 
130 82195.05 127107.8 155557.8 252767.1 311763.7 409027.7 

G* data for lift No. 3 of N10_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N10_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 3.98 9960 0.357 0.4 
Subgrade ∞ 24987 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N10_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N11_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 34.4 in./mile 

AC general information of N11_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.2 140.75 11.64 7.9 0.35 70 
2 3 147.62 9.44 6.9 0.35 70 
3 2.9 149.54 9.36 5.8 0.35 70 

 

E* data for lift No. 1 of N11_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2063790 2312228 2404803 2587405 2653069 2729089 
40 1160471 1494410 1635561 1943405 2064291 2211400 
70 363754.2 579076.6 691807.6 990904.2 1130938 1320747 
100 83784.5 149912.7 191509.6 328162.6 406704.3 529797.3 
130 22997.82 38543.06 48918.86 86988.99 111866.1 155550.4 

G* data for lift No. 1 of N11_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N11_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2452784 2650328 2720597 2853871 2900025 2952236 
40 1605805 1942347 2075272 2348278 2449580 2568596 
70 621588 918565.3 1062524 1415353 1568497 1765787 
100 167001 283414.8 352755.6 565348.4 679340.6 848674.3 
130 49857.39 80749.84 100820.9 171618.7 215960.3 290955.7 

G* data for lift No. 2 of N11_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of N11_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2452784 2650328 2720597 2853871 2900025 2952236 
40 1605805 1942347 2075272 2348278 2449580 2568596 
70 621588 918565.3 1062524 1415353 1568497 1765787 
100 167001 283414.8 352755.6 565348.4 679340.6 848674.3 
130 49857.39 80749.84 100820.9 171618.7 215960.3 290955.7 

G* data for lift No. 3 of N11_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of N11_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 4.22 12089 0.357 0.4 
Subgrade ∞ 26194 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N11_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 

 

 

 

170 
 



 
 

S8_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 125.9  in./mile 

AC general information of S8_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.3 116.16 7.42 25 0.35 70 
2 3 149.45 10.39 6.3 0.35 70 
3 2.6 144.88 11.19 8.3 0.35 70 

 

E* data for lift No. 1 of S8_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2186687 2419474 2505967 2676407 2737703 2808718 
40 1295743 1621364 1757461 2052191 2167382 2307312 
70 458621.6 686248.7 802014.4 1102416 1240772 1426770 
100 128558.5 208746.6 256675.4 406879.1 490096.9 617735.6 
130 43892.89 66274.05 80328.95 128592.3 158406.9 208801.7 

G* data for lift No. 1 of S8_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S8_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2186687 2419474 2505967 2676407 2737703 2808718 
40 1295743 1621364 1757461 2052191 2167382 2307312 
70 458621.6 686248.7 802014.4 1102416 1240772 1426770 
100 128558.5 208746.6 256675.4 406879.1 490096.9 617735.6 
130 43892.89 66274.05 80328.95 128592.3 158406.9 208801.7 

G* data for lift No. 2 of S8_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of S8_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1946534 2242233 2353081 2571382 2649390 2739073 
40 1020629 1378295 1534272 1881067 2018821 2186903 
70 307798.9 508777 618962.7 923734.1 1071232 1274704 
100 80092.84 139868.1 178316.1 308755.4 386130.1 510178.9 
130 27979.87 43636.44 53995.91 91999.48 116994.4 161298.4 

G* data for lift No. 3 of S8_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S8_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.51 14440 0.357 0.4 
Subgrade ∞ 26335 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S8_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S9_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 65.2  in./mile 

AC general information of S9_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.2 143.61 12.26 6.9 0.35 70 
2 2.8 147.72 10.28 7.2 0.35 70 
3 3 146.77 10.87 7.4 0.35 70 

 

E* data for lift No. 1 of S9_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1709153 1996679 2108132 2334691 2418300 2516474 
40 789039.2 1091271 1229417 1551924 1686462 1856134 
70 202318 333991.7 409128.3 629085.9 742301.4 906129.1 
100 50873.3 83264.98 103989.8 175512.9 219340.7 292233.9 
130 19428.17 27555.57 32705.36 50906.75 62626.51 83324.41 

G* data for lift No. 1 of S9_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S9_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2186687 2419474 2505967 2676407 2737703 2808718 
40 1295743 1621364 1757461 2052191 2167382 2307312 
70 458621.6 686248.7 802014.4 1102416 1240772 1426770 
100 128558.5 208746.6 256675.4 406879.1 490096.9 617735.6 
130 43892.89 66274.05 80328.95 128592.3 158406.9 208801.7 

G* data for lift No. 2 of S9_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

173 
 



 
 

E* data for lift No. 3 of S9_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1946534 2242233 2353081 2571382 2649390 2739073 
40 1020629 1378295 1534272 1881067 2018821 2186903 
70 307798.9 508777 618962.7 923734.1 1071232 1274704 
100 80092.84 139868.1 178316.1 308755.4 386130.1 510178.9 
130 27979.87 43636.44 53995.91 91999.48 116994.4 161298.4 

G* data for lift No. 3 of S9_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S9_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.8 13404 0.357 0.4 
Subgrade ∞ 26070 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S9_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S10_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 58.6  in./mile 

AC general information of S10_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.3 142.32 12.18 7.7 0.35 70 
2 2.7 147.82 10.58 7.1 0.35 70 
3 3 147.04 10.42 7.7 0.35 70 

 

E* data for lift No. 1 of S10_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1784082 2086064 2201212 2431033 2514137 2610318 
40 808239.6 1134534 1283744 1629873 1772718 1951047 
70 198794 334090.9 412912.3 647699.1 769941.7 947547.6 
100 51343.58 82795.59 103218.4 175177.9 220177.2 296150.8 
130 21519.44 29384.74 34377.29 52128.6 63659.5 84216.79 

G* data for lift No. 1 of S10_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S10_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2049583 2326361 2429592 2632549 2705092 2788606 
40 1069001 1419975 1572226 1910225 2044598 2208882 
70 305788 496338.2 600719.9 890797 1032298 1228996 
100 76323.44 128158.1 161182 273114.2 339925.2 448092.1 
130 27347.44 40208.16 48500.34 78229.62 97509.74 131543.3 

G* data for lift No. 2 of S10_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of S10_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1917037 2244845 2367209 2605996 2690259 2786153 
40 956146 1338208 1507435 1885869 2036111 2218651 
70 269416.7 465921.4 577659.1 896102.7 1053477 1272534 
100 69512.99 123738.3 159814.4 287094.3 365188.6 493160.7 
130 25677.6 39636.44 49048 84535.77 108537.2 152060.3 

G* data for lift No. 3 of S10_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S10_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.35 10571 0.357 0.4 
Subgrade ∞ 26158 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S10_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S11_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 84.4 in./mile 

AC general information of S11_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.5 144.07 12.86 6.3 0.35 70 
2 2.8 148.11 10.34 7.1 0.35 70 
3 2.6 147.77 11.87 6.1 0.35 70 

 

E* data for lift No. 1 of S11_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1704030 2025299 2148012 2392218 2480007 2581046 
40 697627.3 1020738 1172992 1533879 1685089 1875027 
70 150574.9 261113.7 328547.4 539843 654919.7 827067.1 
100 39274.71 61745.39 76611.13 130730.7 165848.5 227097.9 
130 18200.79 23693.4 27170.06 39555.91 47659.71 62265.57 

G* data for lift No. 1 of S11_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S11_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1842698 2177770 2304012 2552029 2640037 2740478 
40 842821.7 1208841 1375809 1758897 1914452 2105921 
70 211545.3 368846.9 461764.9 739332.5 882960.4 1089424 
100 55176.16 92894.14 118099.2 209167.1 266977.3 364960.9 
130 23006.67 32528.19 38773.93 61834.14 77304.94 105482.6 

G* data for lift No. 2 of S11_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of S11_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2061333 2339974 2443102 2644237 2715508 2797065 
40 1041943 1400302 1556241 1902364 2039652 2207025 
70 273618.2 454769.5 556128 843292.5 985546.9 1184971 
100 64323.58 108445.7 137100.8 236752.4 297749.1 398405 
130 23381.57 33670.77 40333.26 64462.16 80320.85 108698.3 

G* data for lift No. 3 of S11_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S11_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.17 13033 0.357 0.4 
Subgrade ∞ 25794 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S11_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S12_2009 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jun, 2009 Jul, 2009 Aug, 2009 127.3 in./mile 

AC general information of S12_2009 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.4 145.83 12.34 5.5 0.35 70 
2 2.9 150.53 11.68 4.8 0.35 70 
3 2.6 148.42 11.43 6.1 0.35 70 

 

E* data for lift No. 1 of S12_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1940483 2238283 2347691 2558599 2632223 2715506 
40 947418.7 1318937 1482008 1843598 1986019 2158213 
70 236017.4 415139.9 518486.8 817283.1 966784.2 1176477 
100 53304.02 95037.5 123293.2 225692.4 290314.9 398685.1 
130 18987.36 28428.31 34783.69 58901.4 75424.77 105878 

G* data for lift No. 1 of S12_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S12_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2293718 2531552 2615887 2774427 2828622 2889272 
40 1325949 1700707 1854167 2176035 2296935 2439324 
70 407162.6 655116.8 786464.8 1134780 1296123 1511586 
100 100209.3 170899.6 216164.2 368634.9 458233.2 600472 
130 35606.16 52509.17 63596.62 104056.1 130632.9 177811.4 

G* data for lift No. 2 of S12_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of S12_2009 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2293718 2531552 2615887 2774427 2828622 2889272 
40 1325949 1700707 1854167 2176035 2296935 2439324 
70 407162.6 655116.8 786464.8 1134780 1296123 1511586 
100 100209.3 170899.6 216164.2 368634.9 458233.2 600472 
130 35606.16 52509.17 63596.62 104056.1 130632.9 177811.4 

G* data for lift No. 3 of S12_2009 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S12_2009 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.27 12685 0.357 0.4 
Subgrade ∞ 25910 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S12_2009 

Sieve Size Base Subgrade 
#200 10.2 48 
#100 15 56 
#50 23 61 
#30 31 64 
#16 39 66 
#8 47 68 
#4 57 71 
3/8-in. 78 75 
1/2-in. 83 78 
3/4-in. 88 81 
1-in. 95 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N3_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 70 in./mile 

AC general information of N3_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 2.1 160.49 13.36 4.3 0.35 70 
2 4 152.03 8.33 6.76 0.35 70 
3 3.65 152.03 8.33 6.76 0.35 70 

 

E* data for lift No. 1 of N3_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1831321 2092077 2191372 2390654 2463441 2548470 
40 926534 1235531 1371736 1680003 1805198 1960672 
70 257178 416778 504449 750212 871608 1042376 
100 61344 103759 130669 221635 275942 364118 
130 20467 30727 37328 60910 76150 102992 

G* data for lift No. 1 of N3_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N3_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2562216 2726344 2783439 2889774 2925969 2966490 
40 1729021 2054198 2179136 2429635 2520487 2625737 
70 638087 951194 1101376 1464155 1619104 1816364 
100 141770 252093 319514 530717 645684 817689 
130 34881 58463 74305 132521 170386 236246 

G* data for lift No. 2 of N3_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N3_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2562216 2726344 2783439 2889774 2925969 2966490 
40 1729021 2054198 2179136 2429635 2520487 2625737 
70 638087 951194 1101376 1464155 1619104 1816364 
100 141770 252093 319514 530717 645684 817689 
130 34881 58463 74305 132521 170386 236246 

G* data for lift No. 3 of N3_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N3_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.22 10876 0.357 0.4 
Subgrade ∞ 24491 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N3_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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N4_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 71.8 in./mile 

AC general information of N4_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.97 161.12 12.8 4.7 0.35 70 
2 1.94 154.75 7.28 7.4 0.35 70 
3 4.23 154.75 7.28 7.4 0.35 70 

 

E* data for lift No. 1 of N4_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1831321 2092077 2191372 2390654 2463441 2548470 
40 926534 1235531 1371736 1680003 1805198 1960672 
70 257178 416778 504449 750212 871608 1042376 
100 61344 103759 130669 221635 275942 364118 
130 20467 30727 37328 60910 76150 102992 

G* data for lift No. 1 of N4_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of N4_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2562216 2726344 2783439 2889774 2925969 2966490 
40 1729021 2054198 2179136 2429635 2520487 2625737 
70 638087 951194 1101376 1464155 1619104 1816364 
100 141770 252093 319514 530717 645684 817689 
130 34881 58463 74305 132521 170386 236246 

G* data for lift No. 2 of N4_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N4_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2562216 2726344 2783439 2889774 2925969 2966490 
40 1729021 2054198 2179136 2429635 2520487 2625737 
70 638087 951194 1101376 1464155 1619104 1816364 
100 141770 252093 319514 530717 645684 817689 
130 34881 58463 74305 132521 170386 236246 

G* data for lift No. 3 of N4_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N4_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.08 11087 0.357 0.4 
Subgrade ∞ 25328 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N4_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 

 

 

 

184 
 



 
 

N5_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 56.8 in./mile 

AC general information of N5_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.42 150.63 5.86 8.4 0.35 70 
2 1.67 152.76 6.19 6.9 0.35 70 
3 3.02 152.69 7.83 6.5 0.35 70 

 

E* data for lift No. 1 of N5_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2200766 2448923 2538906 2711722 2772144 2840784 
40 1245093 1608096 1759020 2081307 2204832 2352462 
70 373478 608165 732467 1063241 1217507 1425071 
100 83121 149728 192655 337424 422394 557123 
130 24354 39287 49334 86832 111826 156485 

G* data for lift No. 1 of N5_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of N5_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2574207 2764159 2829078 2947630 2987079 3030537 
40 1692351 2060685 2201762 2481554 2581416 2695558 
70 596426 931835 1096489 1498227 1669913 1887261 
100 132075 244527 315816 546355 674511 867774 
130 34921 59142 75894 139657 182385 258147 

G* data for lift No. 2 of N5_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of N5_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2574207 2764159 2829078 2947630 2987079 3030537 
40 1692351 2060685 2201762 2481554 2581416 2695558 
70 596426 931835 1096489 1498227 1669913 1887261 
100 132075 244527 315816 546355 674511 867774 
130 34921 59142 75894 139657 182385 258147 

G* data for lift No. 3 of N5_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of N5_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.6 19286 0.357 0.4 
Subgrade ∞ 26505 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of N5_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S5_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 105.2 in./mile 

AC general information of S5_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1 145.39 11.08 6.5 0.35 70 
2 2.56 152.19 9.02 4.2 0.35 70 
3 2.69 152.01 6.24 7.2 0.35 70 

 

E* data for lift No. 1 of S5_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2175580 2408234 2493447 2659030 2717712 2785032 
40 1213242 1553929 1696434 2003842 2123185 2267275 
70 345323 556954 669221 970408 1112600 1306106 
100 70861 126234 161756 281733 352642 466155 
130 19470 30975 38619 66841 85542 118950 

G* data for lift No. 1 of S5_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of S5_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2460684 2659786 2730457 2864237 2910478 2962724 
40 1562784 1908469 2045526 2327692 2432569 2555866 
70 543219 830079 972262 1327405 1484019 1687629 
100 123457 219150 278291 466976 571820 731378 
130 32495 53915 68232 120698 154835 214379 

G* data for lift No. 2 of S5_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of S5_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2424119 2635937 2711515 2855057 2904794 2961044 
40 1498465 1850311 1991795 2286281 2396751 2527262 
70 512586 783043 919515 1266994 1423034 1628272 
100 127054 215286 269583 443698 541447 691804 
130 40031 61463 75369 125016 156781 211806 

G* data for lift No. 3 of S5_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S5_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.09 13050 0.357 0.4 
Subgrade ∞ 25658 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S5_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S6_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 61.5 in./mile 

AC general information of S6_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.32 148.7 7.66 7.9 0.35 70 
2 2.38 153.94 7.49 6 0.35 70 
3 2.32 155.19 9.72 3.5 0.35 70 

 

E* data for lift No. 1 of S6_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2262436 2478537 2557256 2709681 2763558 2825298 
40 1384390 1715010 1850030 2135929 2245202 2376015 
70 488704 738737 864342 1184442 1328892 1520053 
100 125699 212893 265711 432177 524297 664822 
130 38112 60466 74912 125951 158174 213313 

G* data for lift No. 1 of S6_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

E* data for lift No. 2 of S6_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2545262 2703800 2760951 2871220 2910209 2955006 
40 1771675 2057385 2169277 2399512 2485657 2587828 
70 768456 1055826 1189133 1506401 1641634 1814942 
100 224718 355551 428803 640722 749259 906459 
130 66078 103649 126862 204018 249822 324452 

G* data for lift No. 2 of S6_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of S6_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2379161 2588771 2662644 2801211 2848577 2901652 
40 1396683 1758472 1904661 2208797 2322461 2456148 
70 403612 648082 776865 1117142 1274532 1484834 
100 85988 148283 188425 324930 406009 535958 
130 27556 40565 49099 80355 101026 138033 

G* data for lift No. 3 of S6_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S6_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 6.04 15690 0.357 0.4 
Subgrade ∞ 26931 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S6_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S12_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 150.7 in./mile 

AC general information of S12_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 2.04 160.56 13.4 4.2 0.35 70 
2 1.88 152.07 8.07 6.7 0.35 70 
3 5.14 155.2 9.72 3.5 0.35 70 

 

E* data for lift No. 1 of S12_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1831321 2092077 2191372 2390654 2463441 2548470 
40 926534 1235531 1371736 1680003 1805198 1960672 
70 257178 416778 504449 750212 871608 1042376 
100 61344 103759 130669 221635 275942 364118 
130 20467 30727 37328 60910 76150 102992 

G* data for lift No. 1 of S12_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S12_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2562216 2726344 2783439 2889774 2925969 2966490 
40 1729021 2054198 2179136 2429635 2520487 2625737 
70 638087 951194 1101376 1464155 1619104 1816364 
100 141770 252093 319514 530717 645684 817689 
130 34881 58463 74305 132521 170386 236246 

G* data for lift No. 2 of S12_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 
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E* data for lift No. 3 of S12_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2562216 2726344 2783439 2889774 2925969 2966490 
40 1729021 2054198 2179136 2429635 2520487 2625737 
70 638087 951194 1101376 1464155 1619104 1816364 
100 141770 252093 319514 530717 645684 817689 
130 34881 58463 74305 132521 170386 236246 

G* data for lift No. 3 of S12_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 2156000 55.8 
100 241800 61.59 
130 26710 70.67 

 

Unbound materials general information of S12_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.87 12685 0.357 0.4 
Subgrade ∞ 25910 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S12_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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S13_2012 

Design Life Base Construction Pavement Construction Traffic Opening Initial IRI 
2 yrs Jul, 2012 Aug, 2012 Oct, 2012 81 in./mile 

AC general information of S13_2012 

Lift 
No. 

Thickness, 
in. 

Unit 
Weight, pcf 

Binder 
Content, % 
by volume 

Air Void, % Poisson’s 
Ratio 

Reference 
Temperature, 
°F 

1 1.21 148.2 8.23 7.1 0.35 70 
2 3.2 152.57 8.19 5.6 0.35 70 
3 2.02 149.07 11.68 7.7 0.35 70 

 

E* data for lift No. 1 of S13_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1708803 1967069 2069480 2283723 2365488 2463939 
40 851301 1121736 1243609 1528177 1648065 1801240 
70 250773 387998 461953 668103 770475 916137 
100 64180 104198 128533 207443 253082 325953 
130 21102 31627 38171 60568 74464 98201 

G* data for lift No. 1 of S13_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

E* data for lift No. 2 of S13_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 2257586 2477697 2559198 2719546 2777182 2843977 
40 1376142 1696419 1828878 2113579 2224218 2358265 
70 503862 741064 859740 1163159 1301161 1485332 
100 141863 228777 280063 438396 524893 656264 
130 47167 71518 86726 138517 170225 223417 

G* data for lift No. 2 of S13_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 
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E* data for lift No. 3 of S13_2012 

Frequency, Hz → 
Dynamic Modulus, psi ↘ 
Temperature, °F ↓ 

0.1 0.5 1 5 10 25 

14 1494374 1749036 1852322 2072668 2158304 2262570 
40 712789 950935 1061228 1325862 1440306 1589061 
70 217161 328100 388534 560122 647175 773213 
100 65540 99260 119333 183556 220513 279624 
130 26651 36784 42845 62786 74772 94853 

G* data for lift No. 3 of S13_2012 

Temperature, °F Shear Modulus, Pa Phase Angle, ° 
70 1881000 57.98 
100 134200 60.55 
130 22420 58.39 

 

Unbound materials general information of S13_2012 

 Thickness, 
in. 

Resilient 
Modulus, 
psi 

Coefficient 
of lateral 
pressure 

Poisson’s 
Ratio 

Base 5.81 14149 0.357 0.4 
Subgrade ∞ 26134 0.357 0.45 

 

Unbound materials gradation and Atterberg limits of S13_2012 

Sieve Size Base Subgrade 
#200 10 48 
#100 15 56 
#50 23 61 
#30 32 64 
#16 40 66 
#8 49 68 
#4 59 71 
3/8-in. 76 75 
1/2-in. 80 78 
3/4-in. 90 81 
1-in. 96 83 
112-in. 100 100 
Liquid Limit 6 21 
Plastic Index 1 5 
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The measurement data was summarized regarding rutting, bottom-up fatigue cracking, and IRI as below. 
Outliers were removed. 

Measurement data for evaluation and local calibration 

N2_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.84 0.00 54.6 
Nov-03 1.04 0.00 52.5 
Dec-03 1.11 0.00 52.3 
Jan-04 1.26 0.00 53.4 
Feb-04 1.54 0.00 54.3 
Mar-04 1.78 0.00 51.6 
Apr-04 2.20 0.00 93.5 
May-04 3.62 0.00 80 
Jun-04 4.37 0.00 73.5 
Jul-04 5.44 19.52 74.9 
Aug-04 6.00 27.39 84.3 
Sep-04 6.87   93.8 
Oct-04 7.19 37.53 102.7 
Nov-04 9.02 42.43   
Dec-04     156.7 
Jan-05       
Feb-05 4.41     
Mar-05 4.55 43.85   
Apr-05 4.31     
May-05 4.20     
Jun-05 3.98     
Jul-05 3.79     
Aug-05 3.92     
Sep-05 3.67     
    
N3_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.51 0.00 34.2 
Nov-03 0.67 0.00 33.7 
Dec-03 0.58 0.00 33 
Jan-04 0.70 0.00 33 
Feb-04 0.83 0.00 33.7 
Mar-04 0.91 0.00 34.3 
Apr-04 1.36 0.00 34.5 
May-04 2.42 0.00 33.2 
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Jun-04 3.03 0.00 32.4 
Jul-04 3.88 0.00 33.1 
Aug-04 4.32 0.00 33.4 
Sep-04 4.34 0.00 32.1 
Oct-04 4.48 0.00 31.8 
Nov-04 4.41 0.00 34 
Dec-04   0.00 32.4 
Jan-05   0.00 34.3 
Feb-05 4.41 0.00 35.2 
Mar-05 4.55 0.00 33.9 
Apr-05 4.31   41.2 
May-05 4.20   35.2 
Jun-05 3.98   37.1 
Jul-05 3.79   36.6 
Aug-05 3.92   36.9 
Sep-05 3.67   37.5 
    
N5_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.19 0.00 59.7 
Nov-03 0.31 0.00 59.3 
Dec-03 0.27 0.00 60 
Jan-04 0.34 0.00 59.8 
Feb-04 0.44 0.00 59.8 
Mar-04 0.57 0.00 63.1 
Apr-04 0.85 0.00 60.4 
May-04 1.42 0.00 60.6 
Jun-04 1.82 0.00 59.2 
Jul-04 2.46 0.00 59.3 
Aug-04 2.56 0.00 59.7 
Sep-04 2.74 0.00 60.3 
Oct-04 2.98 0.00 58.7 
Nov-04 2.90 0.00 59.1 
Dec-04   0.00 60.1 
Jan-05   0.00 62.4 
Feb-05 2.93 0.00 62.5 
Mar-05 2.92 0.00 64.4 
Apr-05 2.90 0.00 66.3 
May-05 2.93 0.00 64.9 
Jun-05 3.01   65.3 
Jul-05 3.16 0.14 65.1 
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Aug-05 3.49   67.7 
Sep-05 3.34 0.38 70.9 
    
N6_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.15 0.00 50.7 
Nov-03 0.30 0.00 46.6 
Dec-03 0.26 0.00 49.3 
Jan-04 0.34 0.00 50.5 
Feb-04 0.42 0.00 43 
Mar-04 0.43 0.00 41.4 
Apr-04 1.06 0.00 42.8 
May-04 2.28 0.00 44.9 
Jun-04 3.03 0.00 47.8 
Jul-04 4.04 0.00 50.3 
Aug-04 4.65 0.00 49.2 
Sep-04 4.85 0.00 49.8 
Oct-04 4.77 0.00 52 
Nov-04 4.79 0.96 50.1 
Dec-04     49.7 
Jan-05     50.2 
Feb-05 4.83   51.3 
Mar-05 4.82 1.04 50 
Apr-05 4.80   52 
May-05 4.95 1.06 48.3 
Jun-05 5.09   49.9 
Jul-05 5.05 2.03 46.9 
Aug-05 5.22   49.6 
Sep-05 5.22 2.73 52.4 
    
N7_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.26 0.00 43.1 
Nov-03 0.40 0.00 40.1 
Dec-03 0.39 0.00 41.5 
Jan-04 0.47 0.00 41 
Feb-04 0.50 0.00 42.7 
Mar-04 0.61 0.00 43.4 
Apr-04 1.06 0.00 41.9 
May-04 2.13 0.00 41.6 
Jun-04 2.77 0.00 40.7 
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Jul-04 3.69 0.00 41.2 
Aug-04 4.17 0.00 41.5 
Sep-04 4.33 0.00 40.2 
Oct-04 4.36 0.00 42.3 
Nov-04 4.28 0.00 40.8 
Dec-04     41.7 
Jan-05     40.4 
Feb-05 4.31   42.7 
Mar-05 4.34 0.16 42 
Apr-05 4.34   42.2 
May-05 4.39   40.6 
Jun-05 4.26   42.2 
Jul-05 3.98 0.41 44 
Aug-05 4.28   44.3 
Sep-05 4.11 1.98 46.9 
    
N8_2003    
Month Rutting Bottom-up cracking IRI 
Nov-06 0.42  

 
 
 
 
 
 
 
 
 
 
 
 
 
Layer slippage 

 
 
 
 
 
 
 
 
 
 
 
 
Section N8_2003 was 
not in the calibration 
dataset for Bottom-up 
cracking model 
calibration 

Dec-06 0.57 
Jan-07 0.59 
Feb-07 0.66 
Mar-07 0.78 
Apr-07 1.02 
May-07 1.28 
Jun-07 2.24 
Jul-07 2.96 
Aug-07 3.83 
Sep-07 4.36 
Oct-07 4.56 
Nov-07 4.99 
Dec-07 4.51 
Jan-08   
Feb-08   
Mar-08 3.90 
Apr-08 4.23 
May-08 4.16 
Jun-08 3.60 
Jul-08 2.93 
Aug-08 2.40 
Sep-08 2.15 
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Oct-08 2.46 
    
N1_2006    
Month Rutting Bottom-up cracking IRI 
Nov-06 0.50  

 
 
 
 
 
 
 
 
 
 
 
 
 
Top-down cracking 

 
 
 
 
 
 
 
 
 
 
 
 
Section N1_2006 was 
not in the calibration 
dataset for Bottom-up 
cracking model 
calibration 

Dec-06 0.40 
Jan-07 0.50 
Feb-07 0.50 
Mar-07 0.30 
Apr-07 0.50 
May-07 0.50 
Jun-07 0.50 
Jul-07 1.20 
Aug-07 1.90 
Sep-07 0.70 
Oct-07 1.30 
Nov-07 1.30 
Dec-07 1.40 
Jan-08 2.50 
Feb-08 0.90 
Mar-08   
Apr-08 2.10 
May-08 1.40 
Jun-08 3.10 
Jul-08 3.20 
Aug-08 3.40 
Sep-08 3.60 
Oct-08 3.30 
    
N2_2006    
Month Rutting Bottom-up cracking IRI 
Nov-06 0.40  

 
 
 
 
 
Top-down cracking 
 
 
 
 
 

 
 
 
 
Section N2_2006 was 
not in the calibration 
dataset for Bottom-up 
cracking model 
calibration 
 
 
 

Dec-06 0.30 
Jan-07 0.60 
Feb-07 0.60 
Mar-07 0.30 
Apr-07 0.80 
May-07 0.70 
Jun-07 0.00 
Jul-07 0.80 
Aug-07 1.60 
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Sep-07 0.80  
 
 
 
 
 
 
 
Top-down cracking 

 
 
 
 
 
 
Section N2_2006 was 
not in the calibration 
dataset for Bottom-up 
cracking model 
calibration 

Oct-07 1.90 
Nov-07 1.20 
Dec-07 1.50 
Jan-08 1.50 
Feb-08 0.20 
Mar-08   
Apr-08 1.40 
May-08 1.50 
Jun-08 2.20 
Jul-08 2.90 
Aug-08 2.50 
Sep-08 3.50 
Oct-08 3.00 
    
N8_2006    
Month Rutting Bottom-up cracking IRI 
Nov-06 1.20 0.00 94.5 
Dec-06 1.20 0.00 88.8 
Jan-07 1.10 0.00 91.0 
Feb-07 2.30 0.00 93.1 
Mar-07 1.20 0.00 93.6 
Apr-07 1.50 0.00 96.1 
May-07 1.40 0.00 100.5 
Jun-07 1.60 0.00 101.7 
Jul-07 2.80 0.00 105.3 
Aug-07 4.40 0.00 109.2 
Sep-07 4.30 0.00 113.7 
Oct-07 4.60 0.00 113.4 
Nov-07 4.80 0.00 114.6 
Dec-07 4.40 0.00 115.6 
Jan-08 4.70 0.00 119.0 
Feb-08 4.50 0.00 120.9 
Mar-08   0.00 115.4 
Apr-08 5.90 0.00 123.4 
May-08 5.30 0.00 131.3 
Jun-08 5.60 0.00 130.1 
Jul-08 6.80 4.00 142.5 
Aug-08 7.50 6.54 148.3 
Sep-08 7.10   157.2 
Oct-08 8.20 14.69   
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N9_2006    
Month Rutting Bottom-up cracking IRI 
Sep-09 0.70 0.00 110.7 
Oct-09 1.00 0.00 107.3 
Nov-09 1.10 0.00 106.5 
Dec-09 1.80 0.00 102.2 
Jan-10 0.90 0.00 106.4 
Feb-10 0.90 0.00 110.2 
Mar-10 0.50 0.00 111.1 
Apr-10 0.20 0.00 113.5 
May-10 0.60 0.00 114.4 
Jun-10 1.60 0.00 116.1 
Jul-10 0.70 0.00 114.1 
Aug-10 2.00 0.00 120.3 
Sep-10 1.70   118.5 
Oct-10 2.00   118.5 
Nov-10 1.30   114.2 
Dec-10 1.70   114.7 
Jan-11     116.4 
Feb-11 3.20   111.8 
Mar-11 1.70   120.8 
Apr-11 2.80   124.1 
May-11 2.00   125.3 
Jun-11 1.90   122.1 
Jul-11 2.00   123.8 
Aug-11 2.00   119 
    
N10_2006    
Month Rutting Bottom-up cracking IRI 
Nov-06 0.40 0.00 66.9 
Dec-06 0.50 0.00 64.6 
Jan-07 0.60 0.00 63.2 
Feb-07 0.70 0.00 61 
Mar-07 0.00 0.00 60 
Apr-07 0.00 0.00 68.6 
May-07 0.50 0.00 80.9 
Jun-07 1.40 0.00 77.6 
Jul-07 4.70 0.00 89.4 
Aug-07 6.50 0.00 103.6 
Sep-07 7.20 0.00 127 
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Oct-07 7.70 0.00 106.7 
Nov-07 7.50 0.00 106.1 
Dec-07 8.30 0.00 106.9 
Jan-08 7.80 0.00 125.6 
Feb-08 7.90 0.00 105.8 
Mar-08   0.00 118.8 
Apr-08 9.20 0.00 118.7 
May-08 8.30 0.00 113.9 
Jun-08 8.00 0.00 122.1 
Jul-08 10.40 2.26 139 
Aug-08 11.90   157.3 
Sep-08 11.30     
Oct-08 11.40 10.48   
    
S11_2006    
Month Rutting Bottom-up cracking IRI 
Sep-09 0.00 0.00 67.7 
Oct-09 0.00 0.00 66.1 
Nov-09 0.00 0.00 67.3 
Dec-09 0.52 0.00 65.4 
Jan-10 0.16 0.00 67.9 
Feb-10 0.41 0.00 68.9 
Mar-10 1.05 0.00 71.6 
Apr-10 1.84 0.00 73.3 
May-10 3.90 0.00 75.1 
Jun-10 5.84 0.00 74.5 
Jul-10 6.10 0.00 73.8 
Aug-10 6.72 0.00 74.3 
Sep-10 7.08 0.00 74.6 
Oct-10 6.81 0.00 75.6 
Nov-10 6.59 0.00 76.2 
Dec-10 7.04   74.2 
Jan-11     73.9 
Feb-11 8.70   75.7 
Mar-11 6.99   78.6 
Apr-11 8.85   80.8 
May-11 9.97 9.72 80.8 
Jun-11 10.71   84.0 
Jul-11 10.77   85.5 
Aug-11 10.67 10.48 87.3 
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N5_2009    
Month Rutting Bottom-up cracking IRI 
Aug-09 0.00 0.00 69.8 
Sep-09 1.30 0.00 63.6 
Oct-09 1.90 0.00 64.6 
Nov-09 2.50 0.00 67.1 
Dec-09   0.00 67.2 
Jan-10 3.00 0.00   
Feb-10   0.00 68.8 
Mar-10 3.10 0.00 66.9 
Apr-10 3.50 0.00 64.5 
May-10 3.90 0.00 65.2 
Jun-10 5.40 0.00 65.3 
Jul-10 6.90 0.00 67.4 
Aug-10   0.00 72.0 
Sep-10 7.00 0.00 68.4 
Oct-10   0.00 71.2 
Nov-10 6.30 0.00 71.2 
Dec-10   0.00 72.7 
Jan-11   0.00   
Feb-11 6.30 0.00 72.6 
Mar-11 5.90 0.00 73.0 
Apr-11 7.00 0.00 74.3 
May-11 6.70 0.00 74.2 
Jun-11 7.20 0.00 74.5 
Jul-11 7.30 0.00 75.9 
    
N7_2009    
Month Rutting Bottom-up cracking IRI 
Aug-09 0.00 0.00 125.2 
Sep-09 0.10 0.00 121.1 
Oct-09 1.40 0.00 111.8 
Nov-09 1.80 0.00 117.4 
Dec-09   0.00 117.8 
Jan-10 2.10 0.00   
Feb-10   0.00 120.8 
Mar-10 2.30 0.00 115.1 
Apr-10 2.50 0.00 118.4 
May-10 2.40 0.00 114.3 
Jun-10 2.50 0.00 111.7 
Jul-10 2.30 0.00 113.6 
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Aug-10   0.00 117.4 
Sep-10 1.30 0.00 115.3 
Oct-10   0.00 115.2 
Nov-10 1.10 0.00 113.2 
Dec-10   0.00 107.4 
Jan-10   0.00   
Feb-11 1.10 0.00 108.9 
Mar-11 1.70 0.00 109.5 
Apr-11 1.20 0.00 110.2 
May-11 1.70 0.00 112.5 
Jun-11 1.20 0.00 110.2 
Jul-11 1.40 0.00 105.3 
    
N11_2009    
Month Rutting Bottom-up cracking IRI 
Sep-09 0.00 0.00 34.4 
Oct-09 0.00 0.00 34.9 
Nov-09 0.90 0.00 35.9 
Dec-09 1.50 0.00 35.7 
Jan-10   0.00 35.7 
Feb-10 1.90 0.00   
Mar-10   0.00 35.9 
Apr-10 2.10 0.00 35.6 
May-10 2.20 0.00 36.1 
Jun-10 1.90 0.00 36.8 
Jul-10 2.90 0.00 38.7 
Aug-10 3.70 0.00 38.6 
Sep-10   0.00 42.2 
Oct-10 2.80 0.00 39.1 
Nov-10   0.00 38.4 
Dec-10 1.90 0.00 39.1 
Jan-11   0.00 39.1 
Feb-11   0.00   
Mar-11 2.60 0.00 39.8 
Apr-11 2.50 0.00 37.9 
May-11 3.30 0.00 38.2 
Jun-11 3.50 0.00 38.8 
Jul-11 2.80 0.00 40.2 
Aug-11 2.70 0.00 39.5 
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S8_2009     
Month Rutting Bottom-up cracking IRI 
Aug-09 0.30 0.00 125.9 
Sep-09 1.30 0.00 108.0 
Oct-09 1.70 0.00 104.6 
Nov-09 2.60 0.00 106.3 
Dec-09   0.00 105.0 
Jan-10 3.50 0.00   
Feb-10   0.00 111.1 
Mar-10 3.70 0.00 100.3 
Apr-10 3.80 0.00 98.2 
May-10 3.10 0.00 96.8 
Jun-10 4.10 0.00 98.1 
Jul-10 4.50 0.00 101.9 
Aug-10   0.00 104.3 
Sep-10 4.30 0.00 105.7 
Oct-10   0.00 109.8 
Nov-10 4.20 0.00 112.1 
Dec-10   0.00 105.4 
Jan-11   0.00   
Feb-11 3.50 0.00 103.6 
Mar-11 4.60 0.00 104.8 
Apr-11 4.80 0.00 102.1 
May-11 5.20 0.00 105.2 
Jun-11 4.00 0.00 106.1 
Jul-11 4.40 0.00 105.4 
    
S9_2009    
Month Rutting Bottom-up cracking IRI 
Sep-09 0.00 0.00 65.2 
Oct-09 0.50 0.00 59.7 
Nov-09 1.50 0.00 59.2 
Dec-09 2.10 0.00 58.6 
Jan-10   0.00 59.3 
Feb-10 2.50 0.00   
Mar-10   0.00 60.2 
Apr-10 2.60 0.00 58.7 
May-10 2.50 0.00 58.7 
Jun-10 3.00 0.00 56.6 
Jul-10 4.30 0.00 54.4 
Aug-10 5.40 0.00 58.8 
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Sep-10   0.00 60.4 
Oct-10 4.90 0.00 59.1 
Nov-10   0.00 59.9 
Dec-10 4.60 0.00 58.4 
Jan-11   0.00 59.0 
Feb-11   0.00   
Mar-11 4.40 0.00 59.0 
Apr-11 5.00 0.00 59.5 
May-11 5.40 0.00 57.9 
Jun-11 6.10 0.00 58.3 
Jul-11 4.70 0.00 58.7 
Aug-11 5.40 0.00 59.5 
    
S10_2009    
Month Rutting Bottom-up cracking IRI 
Sep-09 0.00 0.00 58.6 
Oct-09 0.60 0.00 64.8 
Nov-09 1.60 0.00 63.7 
Dec-09 2.20 0.00 65.2 
Jan-10   0.00 66.5 
Feb-10 2.50 0.00   
Mar-10   0.00 62.7 
Apr-10 2.60 0.00 64.3 
May-10 3.00 0.00 64.3 
Jun-10 4.10 0.00 65.5 
Jul-10 5.30 0.00 66.1 
Aug-10 6.60 0.00 68.1 
Sep-10   0.00 70.3 
Oct-10 5.60 0.00 68.2 
Nov-10   0.00 67.4 
Dec-10 6.30 0.00 67.6 
Jan-11   0.00 67.6 
Feb-11   0.00   
Mar-11 5.80 0.00 67.8 
Apr-11 6.40 0.00 67.4 
May-11 7.20 0.00 68.6 
Jun-11 7.20 0.00 68.1 
Jul-11 6.40 0.00 68.9 
Aug-11 7.00 0.00 69.7 
    
S11_2009    
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Month Rutting Bottom-up cracking IRI 
Sep-09 0.00 0.00 84.4 
Oct-09 0.90 0.00 63.6 
Nov-09 1.90 0.00 58.8 
Dec-09 2.30 0.00 60.4 
Jan-09   0.00 60.9 
Feb-10 2.60 0.00   
Mar-10   0.00 61.9 
Apr-10 2.70 0.00 57.6 
May-10 3.10 0.00 60.1 
Jun-10 4.40 0.00 64.7 
Jul-10 5.50 0.00 69.9 
Aug-10 7.00 0.00 73.7 
Sep-10   0.00 79.8 
Oct-10 6.90 0.00 78.8 
Nov-10   0.00 80.2 
Dec-10 6.40 0.00 78.5 
Jan-11   0.00 78.7 
Feb-11   0.00   
Mar-11 6.30 0.00 78.5 
Apr-11 6.80 0.00 73.0 
May-11 8.00 0.00 76.2 
Jun-11 8.20 0.00 79.3 
Jul-11 7.00 0.00 81.0 
Aug-11 7.70 0.00 82.1 
    
S12_2009    
Month Rutting Bottom-up cracking IRI 
Sep-09 0.00 0.00 127.3 
Oct-09 0.20 0.00 103.2 
Nov-09 1.20 0.00 98.5 
Dec-09 1.80 0.00 100.2 
Jan-10   0.00 98.4 
Feb-10 2.30 0.00   
Mar-10   0.00 100.8 
Apr-10 2.30 0.00 95.7 
May-10 2.10 0.00 94.4 
Jun-10 2.40 0.00 91.4 
Jul-10 3.00 0.00 93.1 
Aug-10 4.20 0.00 96.2 
Sep-10   0.00 98.5 
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Oct-10 3.70 0.00 95.8 
Nov-10   0.00 96.3 
Dec-10 3.40 0.00 95.3 
Jan-11   0.00 91.8 
Feb-11   0.00   
Mar-11 3.20 0.00 91.8 
Apr-11 3.90 0.00 95.1 
May-11 4.50 0.00 94.4 
Jun-11 4.50 0.00 94.0 
Jul-11 3.50 0.00 91.2 
Aug-11 3.70 0.00 90.1 
    
N4_2012    
Month Rutting Bottom-up cracking IRI 
Oct-12 2.15  

 
 
 
 
 
 
 
 
 
 
 
 
 
Lack of data 

 
 
 
 
 
 
 
 
 
 
 
 
Section N4_2012 was 
not in the calibration 
dataset for Bottom-up 
cracking model 
calibration 

 crNov-12 2.77 
Dec-12 2.35 
Jan-13 2.46 
Feb-13 2.52 
Mar-13 2.39 
Apr-13 2.00 
May-13 2.39 
Jun-13 2.06 
Jul-13 3.86 
Aug-13 4.54 
Sep-13 3.70 
Oct-13 4.50 
Nov-13 4.62 
Dec-13 3.91 
Jan-14 4.25 
Feb-14 4.26 
Mar-14 3.76 
Apr-14 3.77 
May-14 5.48 
Jun-14 6.39 
Jul-14 6.99 
Aug-14 6.21 
Sep-14 6.20 
    
N5_2012    
Month Rutting Bottom-up cracking IRI 
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Oct-12 1.55 0.00 55.5 
Nov-12 1.83 0.00 55.2 
Dec-12 1.79 0.00 54.9 
Jan-13 2.03 0.00 52.5 
Feb-13 1.89 0.00 53.3 
Mar-13 1.85 0.00 54.0 
Apr-13 1.81 2.00 58.0 
May-13 2.55   71.1 
Jun-13 2.70   80.0 
Jul-13 5.95 6.00 91.6 
Aug-13 9.03 32.00 115.2 
Sep-13 5.46   137.9 
Oct-13 5.95   125.3 
Nov-13 5.32   117.3 
Dec-13 4.63     
Jan-14 4.34     
Feb-14 5.46 39.00   
Mar-14 5.73     
Apr-14 0.42     
May-14 4.17     
Jun-14 11.53     
Jul-14 18.16     
Aug-14 19.09     
Sep-14 19.84     
    
S5_2012    
Month Rutting Bottom-up cracking IRI 
Oct-12 1.38 0.00 105.5 
Nov-12 1.99 0.00 98.7 
Dec-12 1.92 0.00 103.4 
Jan-13 1.93 0.00 103.7 
Feb-13 1.79 0.00 99.1 
Mar-13 1.98 33.00 98.0 
Apr-13 3.19   98.5 
May-13 4.59   97.8 
Jun-13 3.02   59.7 
Jul-13 4.79   61.8 
Aug-13 5.62   61.7 
Sep-13 4.47   62.7 
Oct-13 5.68   60.9 
Nov-13 5.60   61.5 
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Dec-13 4.77   64.3 
Jan-14 5.15   61.2 
Feb-14 4.97   60.6 
Mar-14 4.30   62.0 
Apr-14 4.45   68.9 
May-14 6.64     
Jun-14 7.82   60.5 
Jul-14 7.87   61.3 
Aug-14 7.17   69.8 
Sep-14 6.99   61.5 
    
S6_2012    
Month Rutting Bottom-up cracking IRI 
Oct-12 1.30 0.00 58.1 
Nov-12 1.90 0.00 56.3 
Dec-12 1.80 0.00 53.5 
Jan-13 1.90 0.00 55.6 
Feb-13 1.80 0.00 56.5 
Mar-13 1.80 0.00 65.5 
Apr-13 2.10 0.00 62.8 
May-13 2.30 1.00 69.3 
Jun-13 2.70   69.1 
Jul-13 6.30 1.00 89.5 
Aug-13 9.30   112.3 
Sep-13 10.00 14.00 128.5 
Oct-13 10.50   122.2 
Nov-13 8.80   123.0 
Dec-13 8.00     
Jan-14 9.40     
Feb-14 10.20 39.00   
Mar-14 10.30     
Apr-14 0.70     
May-14 3.20     
Jun-14 7.40     
Jul-14 13.70     
Aug-14 13.90     
Sep-14 15.30     
    
S13_2012    
Month Rutting Bottom-up cracking IRI 
Oct-12 2.00 0.00 75.0 
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Nov-12 1.80 0.00 70.3 
Dec-12 1.90 0.00 70.2 
Jan-13 2.00 0.00 66.8 
Feb-13 1.90 0.00 67.2 
Mar-13 2.00 0.00 70.1 
Apr-13 2.10 0.00 69.4 
May-13 2.50 0.00 74.1 
Jun-13 3.30 1.00 71.8 
Jul-13 5.70 2.00 83.7 
Aug-13 6.70   92.3 
Sep-13 6.40 22.00 107.4 
Oct-13 7.70   114.0 
Nov-13 7.20   143.9 
Dec-13 6.80   145.9 
Jan-14 7.20     
Feb-14 7.40 42.00   
Mar-14 7.40     
Apr-14 0.40     
May-14 6.30     
Jun-14 12.30     
Jul-14 14.50     
Aug-14 15.70     
Sep-14 17.50     
Number of 
data points 

526 394 445 

 

Measurement data for validation 

N1_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.66 0 55.7 
Nov-03 0.82 0 53 
Dec-03 0.82 0 52.1 
Jan-04 1.04 0 53.7 
Feb-04 1.20 0 46.5 
Mar-04 1.31 0 44.4 
Apr-04 1.86 0 65.3 
May-04 2.62 0 91.7 
Jun-04 3.47 0 112.7 
Jul-04 4.35 19.20 158.4 
Aug-04 4.80 22.18 129.4 
Sep-04 5.57   161.8 
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Oct-04 6.18 28.83 181.2 
Nov-04 8.19   381.7 
Dec-04   31.54 482 
Jan-05       
Feb-05       
Mar-05       
Apr-05       
May-05       
Jun-05       
Jul-05       
Aug-05       
Sep-05       
    
N4_2003    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.54 0 46.8 
Nov-03 0.60 0 44.9 
Dec-03 0.56 0 46.8 
Jan-04 0.71 0 50.2 
Feb-04 0.83 0 43.2 
Mar-04 0.67 0 43.1 
Apr-04 1.15 0 44.3 
May-04 1.72 0 44.3 
Jun-04 2.19 0 48.8 
Jul-04 2.73 0 48.7 
Aug-04 3.18 0 48.1 
Sep-04 3.32 0 52 
Oct-04 3.25 0 47.1 
Nov-04 3.22 0 49.8 
Dec-04   0 46.2 
Jan-05   0 48.3 
Feb-05 3.15 0 48.8 
Mar-05 3.18 0 48.9 
Apr-05 3.09 0 49 
May-05 3.12 0 48.1 
Jun-05 3.21 0 48.5 
Jul-05 3.01 0 46.6 
Aug-05 3.14 0 46.8 
Sep-05 3.11 0 49.9 
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N6_2009    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.00 0 58.1 
Nov-03 1.14 0 58.7 
Dec-03 2.12 0 57.2 
Jan-04 2.46 0 58.4 
Feb-04   0 59.1 
Mar-04 3.09 0   
Apr-04   0 58.7 
May-04 3.05 0 57.4 
Jun-04 3.39 0 57.1 
Jul-04 3.73 0 56 
Aug-04 5.12 0 55.9 
Sep-04 6.48 0 58.2 
Oct-04   0 62.2 
Nov-04 6.22 0 59.3 
Dec-04   0 60.2 
Jan-05 5.93 0 60.4 
Feb-05   0 59.9 
Mar-05   0   
Apr-05 5.97 0 59.2 
May-05 5.59 0 59.5 
Jun-05 6.63 0 59.4 
Jul-05 6.78 0 58.9 
Aug-05 7.03 0 60.4 
Sep-05 7.58 0 60.7 
    
N10_2009    
Month Rutting Bottom-up cracking IRI 
Oct-03 0.00 0 61.7 
Nov-03 0.00 0 53.6 
Dec-03 0.34 0 48.3 
Jan-04 1.12 0 50.2 
Feb-04   0 51.1 
Mar-04 1.40 0   
Apr-04   0 53.8 
May-04 1.61 0 49.5 
Jun-04 1.61 0 49.8 
Jul-04 1.06 0 47 
Aug-04 1.69 0 46.1 
Sep-04 2.26 0 49.4 
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Oct-04   0 52.6 
Nov-04 1.10 0 51 
Dec-04   0 51.5 
Jan-05 0.85 0 51.8 
Feb-05   0 48.5 
Mar-05   0   
Apr-05 1.10 0 48.9 
May-05 0.93 0 48.7 
Jun-05 1.21 0 49.3 
Jul-05 2.00 0 49.1 
Aug-05 1.16 0 48.6 
Sep-05 1.37 0 47.1 
    
N3_2012    
Month Rutting Bottom-up cracking IRI 
Oct-12 1.66  

 
 
 
 
 
 
 
 
 
 
 
Lack of data 

 
 
 
 
 
 
 
 
 
 
 
Section N3_2012 was 
not in the validation 
dataset for Bottom-up 
cracking model 
validation 

Nov-12 2.43 
Dec-12 2.66 
Jan-13 2.72 
Feb-13 2.60 
Mar-13 2.74 
Apr-13 1.70 
May-13 1.78 
Jun-13 1.71 
Jul-13 3.37 
Aug-13 4.15 
Sep-13 3.39 
Oct-13 4.12 
Nov-13 4.15 
Dec-13 3.42 
Jan-14 4.01 
Feb-14 3.81 
Mar-14 3.43 
Apr-14 3.37 
May-14 4.63 
Jun-14 5.58 
Jul-14 6.24 
Aug-14 5.39 
Sep-14 5.63 
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S12_2012    
Month Rutting Bottom-up cracking IRI 
Nov-06 2.76  

 
 
 
 
 
 
 
Lack of data 

 
 
 
 
 
 
 
Section S12_2012 was 
not in the validation 
dataset for Bottom-up 
cracking model 
validation 

Dec-06 2.83 
Jan-07 2.89 
Feb-07 2.79 
Mar-07 2.51 
Apr-07 2.56 
May-07 2.81 
Jun-07 2.97 
Jul-07 2.49 
Aug-07 4.57 
Sep-07 5.17 
Oct-07 4.68 
Nov-07 5.42 
Dec-07 5.12 
Jan-08 4.54 
Feb-08 4.76 
Mar-08 4.88 
Apr-08 4.28 
May-08 4.14 
Jun-08 3.99 
Jul-08 4.68 
Aug-08 5.57 
Sep-08 5.46 
Oct-08 5.53 
Number of 
data points 

120 85 83 
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Appendix B 

The random selection was conducted for determining how to use experimental sections. Each of 31 

experimental sections was assigned a random number between 0 and 1. The six sections with the lowest 

random number were selected for validation group, while the other 25 sections were for the evaluation 

and calibration group. The two groups of sections were summarized in Table B.1.  

Table B.1 Two groups of sections  
 Evaluation and Calibration Validation 
Group Percent 80% 20% 
Number of 
Sections 25 (rounded) 6 (rounded) 

Section_Year 

N2_2003, N3_2003, N5_2003, 
N6_2003, N7_2003, N8_2003, 
N1_2006, N2_2006, N8_2006, 

N9_2006, N10_2006, S11_2006, 
N5_2009, N7_2009, N11_2009, 
S8_2009, S9_2009, S10_2009, 

S11_2009, S12_2009, N4_2012, 
N5_2012, S5_2012, S6_2012, 

S13_2012. 

N1_2003, N4_2003, 
N6_2009, N10_2009, 
N3_2012, S12_2012. 

 

For the rutting model calibration, the 25 experimental sections (80%) shown in Table B.5 were used 

for the evaluation and calibration, and the remaining six (20%) sections were used for the validation. 

For the bottom-up fatigue cracking model calibration, due to premature failure or lack of 

measurement data for the four sections (i.e., N8_2003, N1_2006, N2_2006, and N4_2012), 21 of the 

25 sections were used for evaluation and calibration. For the same reason, N3_2012 and S12_2012 

were not available for use, so four of the six remaining sections (20%) shown in Table B.1 were used 

for the validation.  
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Section Use: Rutting model calibration
SN Cycle Sectio Use Project

1 2003 N2 Evaluation & Calibration N2_2003.dgpx
2 2003 N3 Evaluation & Calibration N3_2003.dgpx
3 2003 N5 Evaluation & Calibration N5_2003.dgpx
4 2003 N6 Evaluation & Calibration N6_2003.dgpx
5 2003 N7 Evaluation & Calibration N7_2003.dgpx
6 2003 N8 Evaluation & Calibration N8_2003.dgpx
7 2006 N1 Evaluation & Calibration N1_2006.dgpx
8 2006 N2 Evaluation & Calibration N2_2006.dgpx
9 2006 N8 Evaluation & Calibration N8_2006.dgpx

10 2006 N9 Evaluation & Calibration N9_2006.dgpx
11 2006 N10 Evaluation & Calibration N10_2006.dgpx
12 2006 S11 Evaluation & Calibration S11_2006.dgpx
13 2009 N5 Evaluation & Calibration N5_2009.dgpx
14 2009 N7 Evaluation & Calibration N7_2009.dgpx
15 2009 N11 Evaluation & Calibration N11_2009.dgpx
16 2009 S8 Evaluation & Calibration S8_2009.dgpx
17 2009 S9 Evaluation & Calibration S9_2009.dgpx
18 2009 S10 Evaluation & Calibration S10_2009.dgpx
19 2009 S11 Evaluation & Calibration S11_2009.dgpx
20 2009 S12 Evaluation & Calibration S12_2009.dgpx
21 2012 N4 Evaluation & Calibration N4_2012.dgpx
22 2012 N5 Evaluation & Calibration N5_2012.dgpx
23 2012 S5 Evaluation & Calibration S5_2012.dgpx
24 2012 S6 Evaluation & Calibration S6_2012.dgpx
25 2012 S13 Evaluation & Calibration S13_2012.dgpx

1 2003 N1 Validation N1_2003.dgpx
2 2003 N4 Validation N4_2003.dgpx
3 2009 N6 Validation N6_2009.dgpx
4 2009 N10 Validation N10_2009.dgpx
5 2012 N3 Validation N3_2012.dgpx
6 2012 S12 Validation S12_2012.dgpx
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Section Use: Fatigue cracking and IRI model calibration
SN Cycle Sectio Use Project Reason to Cancel

1 2003 N2 Evaluation & Calibration N2_2003.dgpx
2 2003 N3 Evaluation & Calibration N3_2003.dgpx
3 2003 N5 Evaluation & Calibration N5_2003.dgpx
4 2003 N6 Evaluation & Calibration N6_2003.dgpx
5 2003 N7 Evaluation & Calibration N7_2003.dgpx
6 2003 N8 Evaluation & Calibration N8_2003.dgpx Layer slippage
7 2006 N1 Evaluation & Calibration N1_2006.dgpx Top-down cracking
8 2006 N2 Evaluation & Calibration N2_2006.dgpx Top-down cracking
9 2006 N8 Evaluation & Calibration N8_2006.dgpx

10 2006 N9 Evaluation & Calibration N9_2006.dgpx
11 2006 N10 Evaluation & Calibration N10_2006.dgpx
12 2006 S11 Evaluation & Calibration S11_2006.dgpx
13 2009 N5 Evaluation & Calibration N5_2009.dgpx
14 2009 N7 Evaluation & Calibration N7_2009.dgpx
15 2009 N11 Evaluation & Calibration N11_2009.dgpx
16 2009 S8 Evaluation & Calibration S8_2009.dgpx
17 2009 S9 Evaluation & Calibration S9_2009.dgpx
18 2009 S10 Evaluation & Calibration S10_2009.dgpx
19 2009 S11 Evaluation & Calibration S11_2009.dgpx
20 2009 S12 Evaluation & Calibration S12_2009.dgpx
21 2012 N4 Evaluation & Calibration N4_2012.dgpx lack of data
22 2012 N5 Evaluation & Calibration N5_2012.dgpx
23 2012 S5 Evaluation & Calibration S5_2012.dgpx
24 2012 S6 Evaluation & Calibration S6_2012.dgpx
25 2012 S13 Evaluation & Calibration S13_2012.dgpx

1 2003 N1 Validation N1_2003.dgpx
2 2003 N4 Validation N4_2003.dgpx
3 2009 N6 Validation N6_2009.dgpx
4 2009 N10 Validation N10_2009.dgpx
5 2012 N3 Validation N3_2012.dgpx lack of data
6 2012 S12 Validation S12_2012.dgpx lack of data
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Appendix C 

As mentioned earlier, the trial values of calibration coefficients and the derived SSE were tabulated herein 

(for rutting and bottom-up fatigue cracking calibration). For the rutting model calibration, the SSE under 

the default coefficients was 28371.89. The SSE under the optimal calibration coefficients (i.e., βr1= 0.05; 

βr2= 0.5; βr3= 2; βb= 0; βs= 0;) was 3139.15, meaning an 89% improvement. 
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Table C.1 Trial values of coefficients (rutting) and SSE (1) 

Trial # Number of Sections βr2 βr3 𝛃𝛃r1 𝛃𝛃b 𝛃𝛃s SSE 
Default 25 1 1 1 1 1 28371.89 

1 25 0.05 0.05 1 0.50 0.67 4437.73 
2 25 0.05 0.1 1 0.50 0.67 4437.73 
3 25 0.05 0.25 1 0.50 0.67 4437.73 
4 25 0.05 0.5 1 0.50 0.67 4437.73 
5 25 0.05 1 420.34 0 0.31 3772.46 
6 25 0.05 2 0.40 0 0.31 3293.37 
7 25 0.05 4 0 0.50 0.67 4437.73 
8 25 0.05 8 0 0.50 0.67 4437.73 
9 25 0.1 0.05 0 0.50 0.67 4437.73 

10 25 0.1 0.1 0 0.50 0.67 4437.73 
11 25 0.1 0.25 0 0.50 0.67 4437.73 
12 25 0.1 0.5 0 0.50 0.67 4437.73 
13 25 0.1 1 340.33 0 0.24 3679.65 
14 25 0.1 2 0.28 0 0.31 3298.72 
15 25 0.1 4 0 0.50 0.67 4437.73 
16 25 0.1 8 0 0.50 0.67 4437.73 
17 25 0.25 0.05 0 0.50 0.67 4437.73 
18 25 0.25 0.1 0 0.50 0.67 4437.73 
19 25 0.25 0.25 0 0.50 0.67 4437.73 
20 25 0.25 0.5 0 0.50 0.67 4437.73 
21 25 0.25 1 117.42 0 0.26 3731.32 
22 25 0.25 2 0.10 0 0.32 3314.54 
23 25 0.25 4 0 0.50 0.67 4437.73 
24 25 0.25 8 0 0.50 0.67 4437.73 
25 25 0.5 0.05 0 0.50 0.67 4437.73 
26 25 0.5 0.1 0 0.50 0.67 4437.73 
27 25 0.5 0.25 283.42 0.35 0.65 4381.20 
28 25 0.5 0.5 394.91 0 0.39 4083.17 
29 25 0.5 1 19.89 0 0.27 3744.74 
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Table C.2 Trial values of coefficients (rutting) and SSE (2) 
Trial # Number of Sections βr2 βr3 𝛃𝛃r1 𝛃𝛃b 𝛃𝛃s SSE 

30 25 0.5 2 0.05 0 0 3139.15 
31 25 0.5 4 0 0.50 0.67 4437.73 
32 25 0.5 8 0 0.50 0.67 4437.73 
33 25 1 0.05 35.06 0.33 0.59 4413.88 
34 25 1 0.1 29.41 0.32 0.59 4412.01 
35 25 1 0.25 27.62 0.13 0.52 4342.06 
36 25 1 0.5 10.57 0 0.41 4151.66 
37 25 1 1 0.55 0 0.32 3785.30 
38 25 1 2 0 0.44 0.69 4438.97 
39 25 1 4 0 0.50 0.67 4437.73 
40 25 1 8 0 0.50 0.67 4437.73 
41 25 2 0.05 0.03 0.30 0.58 4391.54 
42 25 2 0.1 0.02 0.28 0.57 4381.72 
43 25 2 0.25 0.03 0 0.43 4230.78 
44 25 2 0.5 0.04 0 0.05 4119.95 
45 25 2 1 0 0.50 0.67 4437.73 
46 25 2 2 0 0.50 0.67 4437.73 
47 25 2 4 0 0.50 0.67 4437.73 
48 25 2 8 0 0.50 0.67 4437.73 
49 25 4 0.05 0 0.50 0.67 4437.73 
50 25 4 0.1 0 0.50 0.67 4437.73 
51 25 4 0.25 0 0.50 0.67 4437.73 
52 25 4 0.5 0 0.50 0.67 4437.73 
53 25 4 1 0 0.50 0.67 4437.73 
54 25 4 2 0 0.50 0.67 4437.73 
55 25 4 4 0 0.50 0.67 4437.73 
56 25 4 8 0 0.50 0.67 4437.73 
57 25 8 0.05 0 0.50 0.67 4437.73 
58 25 8 0.1 0 0.50 0.67 4437.73 
59 25 8 0.25 0 0.50 0.67 4437.73 
60 25 8 0.5 0 0.50 0.67 4437.73 
61 25 8 1 0 0.50 0.67 4437.73 
62 25 8 2 0 0.50 0.67 4437.73 
63 25 8 4 0 0.50 0.67 4437.73 
64 25 8 8 0 0.50 0.67 4437.73 
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Secondly, for the bottom-up cracking model calibration, the SSE under the default calibration coefficients 

was 15782.68, and the SSE under the optimal calibration coefficients (i.e., βf1= 2.2; βf2= 1; βf3= 1; C1= 

2.03; C2= 2.62; C4= 5729.28) was 8315.841, meaning 47.3% for the former.  

Table C.3 Trial values of coefficients (bottom-up cracking) and SSE – round 1 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
Default 21 1 1 1 15782.68 1 1 6000 - 

1 21 0.25 0.25 0.25 3859664 2.3 0.38 5999.91 2017443 
2 21 0.25 1 0.25 2511801 0 2.04 6.51E+10 2506609 
3 21 0.25 4 0.25 3859763 1 1 6000 3859763 
4 21 0.25 0.25 1 3859763 1 1 6000 3859763 
5 21 0.25 1 1 125534.4 3.21 2.56 6078.35 8318.933 
6 21 0.25 4 1 3859763 1 1 6000 3859763 
7 21 0.25 0.25 4 3859763 1 1 6000 3859763 
8 21 0.25 1 4 3859763 1 1 6000 3859763 
9 21 0.25 4 4 3859763 1 1 6000 3859763 
10 21 1 0.25 0.25 3859297 6.34 1.62 6000.48 388500.1 
11 21 1 1 0.25 3757949 0 0.18 6000.16 3755274 
12 21 1 4 0.25 3859763 1 1 6000 3859763 
13 21 1 0.25 1 3859763 1 1 6000 3859763 
14 21 1 1 1 15782.68 2.46 2.59 5833.38 8317.974 
15 21 1 4 1 3859763 1 1 6000 3859763 
16 21 1 0.25 4 3859763 1 1 6000 3859763 
17 21 1 1 4 3859763 1 1 6000 3859763 
18 21 1 4 4 3859763 1 1 6000 3859763 
19 21 4 0.25 0.25 3857686 16.3 5.21 317.96 12963.46 
20 21 4 1 0.25 3859763 1 1 6000 3859763 
21 21 4 4 0.25 3859763 1 1 6000 3859763 
22 21 4 0.25 1 3859763 1 1 6000 3859763 
23 21 4 1 1 11199.92 1.67 2.56 6067.79 8315.974 
24 21 4 4 1 3859763 1 1 6000 3859763 
25 21 4 0.25 1 3859763 1 1 6000 3859763 
26 21 4 1 4 3859763 1 1 6000 3859763 
27 21 4 4 4 3859763 1 1 6000 3859763 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.4 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(1) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
28 21 0.5 0.5 0.5 3813403.1 1.62 0.36 3562.19 223625.1 
29 21 0.5 0.7 0.5 702118.11 2.26 2.17 243.7 13410.86 
30 21 0.5 0.9 0.5 20693.544 0.81 0.11 6000.01 13976.69 
31 21 0.5 1.1 0.5 2341801.5 0.79 0 5999.97 2341304 
32 21 0.5 1.3 0.5 3859762.6 1 1 6000 3859763 
33 21 0.5 1.5 0.5 3859762.6 1 1 6000 3859763 
34 21 0.7 0.5 0.5 3795587 55.22 20.71 941 212111.1 
35 21 0.7 0.7 0.5 560757.72 2.11 2.18 243.77 13410.4 
36 21 0.7 0.9 0.5 27872.27 0.79 0.11 5365.15 23974.43 
37 21 0.7 1.1 0.5 2503801.5 0.75 0.03 5999.96 2503388 
38 21 0.7 1.3 0.5 3859762.6 1 1 6000 3859763 
39 21 0.7 1.5 0.5 3859762.6 1 1 6000 3859763 
40 21 0.9 0.5 0.5 3778430.8 1.28 0.25 2605.43 193770.7 
41 21 0.9 0.7 0.5 475225.64 1.99 2.18 243.94 13410.18 
42 21 0.9 0.9 0.5 26595.647 0 0.24 273.59 23801.59 
43 21 0.9 1.1 0.5 2753401.5 0.75 0 5999.96 2752904 
44 21 0.9 1.3 0.5 3859762.6 1 1 6000 3859763 
45 21 0.9 1.5 0.5 3859762.6 1 1 6000 3859763 
46 21 1.1 0.5 0.5 3761864.1 1.24 0.21 3569.4 173840 
47 21 1.1 0.7 0.5 419145.86 1.89 2.18 243.78 13410.59 
48 21 1.1 0.9 0.5 45918.795 0.51 0.13 1617.77 43932.9 
49 21 1.1 1.1 0.5 3033401.5 0.69 0 5964.13 3032726 
50 21 1.1 1.3 0.5 3859762.6 1 1 6000 3859763 
51 21 1.1 1.5 0.5 3859762.6 1 1 6000 3859763 
52 21 1.3 0.5 0.5 3745889.2 1.27 0.19 5950.16 163873.7 
53 21 1.3 0.7 0.5 380020.84 1.81 2.18 243.99 13410.12 
54 21 1.3 0.9 0.5 45515.782 0.02 0.24 343.47 43828.38 
55 21 1.3 1.1 0.5 3190497.1 0.71 0 5999.92 3190046 
56 21 1.3 1.3 0.5 3859762.6 1 1 6000 3859763 
57 21 1.3 1.5 0.5 3859762.6 1 1 6000 3859763 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.5 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(2) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
58 21 1.5 0.5 0.5 3730387.1 1.06 0.17 2286.03 153864.7 
59 21 1.5 0.7 0.5 351638.33 1.75 2.18 243.83 13410.08 
60 21 1.5 0.9 0.5 65264.987 0.78 0.11 5982.2 63974.38 
61 21 1.5 1.1 0.5 3257949.3 0.7 0 5999.96 3257515 
62 21 1.5 1.3 0.5 3859762.6 1 1 6000 3859763 
63 21 1.5 1.5 0.5 3859762.6 1 1 6000 3859763 
64 21 0.5 0.5 0.9 3859734.7 4.19 0.93 6000.26 3224791 
65 21 0.5 0.7 0.9 3776163.9 9.55 3.33 5001.76 248283 
66 21 0.5 0.9 0.9 665774.16 1.86 1.76 264.12 13403.06 
67 21 0.5 1.1 0.9 247310.74 0 0.19 211.73 43861.98 
68 21 0.5 1.3 0.9 2351622.2 0.68 0 3560.66 2351088 
69 21 0.5 1.5 0.9 3619762.6 1.6 1.6 6000 3619763 
70 21 0.7 0.5 0.9 3859721.4 2.34 0.36 5999.73 3084799 
71 21 0.7 0.7 0.9 3748598.4 9.7 3.49 4482.64 248266.1 
72 21 0.7 0.9 0.9 535646.47 0.92 0.04 6000.02 14040.51 
73 21 0.7 1.1 0.9 255368.33 0.76 0.05 3879.71 64015.8 
74 21 0.7 1.3 0.9 2533411.5 0.68 0 3330.23 2532972 
75 21 0.7 1.5 0.9 3619762.6 1 1 6000 3619763 
76 21 0.9 0.5 0.9 3859707.6 1.74 0.17 5999.63 2944801 
77 21 0.9 0.7 0.9 3723309.4 10.82 4.01 3613.8 248228.4 
78 21 0.9 0.9 0.9 458091.54 1.64 1.76 264.08 13403.5 
79 21 0.9 1.1 0.9 264771.63 0.71 0.05 2994.77 84006.55 
80 21 0.9 1.3 0.9 2813407.3 2.6 1.01 6000 2813402 
81 21 0.9 1.5 0.9 3619762.6 1 1 6000 3619763 
82 21 1.1 0.5 0.9 3859693.5 1.48 0.09 5999.64 2815002 
83 21 1.1 0.7 0.9 3699821.1 18.65 7.13 2643.95 248163.2 
84 21 1.1 0.9 0.9 407753.37 1.56 1.76 264.06 13403.43 
85 21 1.1 1.1 0.9 275278.44 0.85 0.04 5999.8 104024 
86 21 1.1 1.3 0.9 3050605.2 2.6 1.08 6000 3050602 
87 21 1.1 1.5 0.9 3619762.6 1 1 6000 3619763 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.6 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(3) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
88 21 1.3 0.5 0.9 3859679.2 1.39 0.06 5999.68 2705394 
89 21 1.3 0.7 0.9 3677805.3 8.69 3.24 5980.46 248307.7 
90 21 1.3 0.9 0.9 373047.71 1.49 1.76 263.98 13403.87 
91 21 1.3 1.1 0.9 266715.09 0.85 0.04 5998.29 104024.1 
92 21 1.3 1.3 0.9 3227951.9 2.6 1.13 6000 3227949 
93 21 1.3 1.5 0.9 3619762.6 1 1 6000 3619763 
94 21 1.5 0.5 0.9 3859664.5 2.17 0.32 5999.89 2598393 
95 21 1.5 0.7 0.9 3657005.9 17.7 6.94 2641.51 248164 
96 21 1.5 0.9 0.9 348071.85 66.9 92.79 188.99 13352.71 
97 21 1.5 1.1 0.9 268907.21 0.81 0.04 4825.66 114019.2 
98 21 1.5 1.3 0.9 3277951.2 0.6 0 3352.61 3277478 
99 21 1.5 1.5 0.9 3619762.6 1 1 6000 3619763 

100 21 0.5 0.5 1.3 3859762.6 1 1 6000 3859763 
101 21 0.5 0.7 1.3 3859693.7 1.72 0.18 5999.84 3124799 
102 21 0.5 0.9 1.3 3717108.1 7.11 2.38 6553.08 248293.5 
103 21 0.5 1.1 1.3 639146.93 3.84 2.52 6067.8 248356.4 
104 21 0.5 1.3 1.3 333847.28 0.87 0.02 5999.99 94040.87 
105 21 0.5 1.5 1.3 2431948.5 0.72 0 4172.68 2381084 
106 21 0.7 0.5 1.3 3859762.6 1 1 6000 3859763 
107 21 0.7 0.7 1.3 3859662.7 1.34 0.05 5999.78 2974801 
108 21 0.7 0.9 1.3 3679978.5 6.78 2.32 7074.85 248294.9 
109 21 0.7 1.1 1.3 518472.72 0.86 0.16 3581.74 243743.7 
110 21 0.7 1.3 1.3 363724.72 0.87 0.02 5999.99 124037.2 
111 21 0.7 1.5 1.3 2658076.7 0.69 0 3708.62 2622943 
112 21 0.9 0.5 1.3 3859762.6 1 1 6000 3859763 
113 21 0.9 0.7 1.3 3859630.7 1.2 0 5999.8 2795002 
114 21 0.9 0.9 1.3 3647612.3 6.72 2.35 7002.12 248293.2 
115 21 0.9 1.1 1.3 446842.78 0.85 0.15 3586.17 243746.5 
116 21 0.9 1.3 1.3 373563.01 0.87 0.02 5963.86 134035.9 
117 21 0.9 1.5 1.3 2955869.1 0.6 0 2200.18 2930257 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.7 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(4) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
118 21 1.1 0.5 1.3 3859762.6 1 1 6000 3859763 
119 21 1.1 0.7 1.3 3859597.9 1.22 0 5999.83 2615394 
120 21 1.1 0.9 1.3 3618662.1 6.69 2.38 6631.42 248293 
121 21 1.1 1.1 1.3 400488.39 0.93 0.15 5988.52 243766.6 
122 21 1.1 1.3 1.3 393382.97 0.87 0.02 5999.99 154033.4 
123 21 1.1 1.5 1.3 3134443.3 3.97 2.78 6008.3 3071917 
124 21 1.3 0.5 1.3 3859762.6 1 1 6000 3859763 
125 21 1.3 0.7 1.3 3859564.9 1.57 0.13 5999.88 2498396 
126 21 1.3 0.9 1.3 3592136.8 6.58 2.37 6623.19 248294.3 
127 21 1.3 1.1 1.3 368452.21 0.83 0.12 3564 233829.9 
128 21 1.3 1.3 1.3 403191.62 0.87 0.02 5999.99 164032 
129 21 1.3 1.5 1.3 3272918.3 0.61 0 3593.61 3257484 
130 21 1.5 0.5 1.3 3859762.6 1 1 6000 3859763 
131 21 1.5 0.7 1.3 3859530.9 1.39 0.07 5999.84 2309014 
132 21 1.5 0.9 1.3 3567616 6.31 2.28 7417.77 248295.2 
133 21 1.5 1.1 1.3 345404.54 49.35 42.62 1514.64 230330.7 
134 21 1.5 1.3 1.3 422992.9 0.86 0.02 6000 184029.1 
135 21 1.5 1.5 1.3 3325906.1 0.64 0 4339.82 3313519 
136 21 0.5 0.5 1.7 3859762.6 1 1 6000 3859763 
137 21 0.5 0.7 1.7 3859762.6 1 1 6000 3859763 
138 21 0.5 0.9 1.7 3859581.1 1.21 0.01 5999.85 3014801 
139 21 0.5 1.1 1.7 3644368 6.95 2.27 6634.62 248393.2 
140 21 0.5 1.3 1.7 620640.5 4.49 2.85 4979.93 248374.1 
141 21 0.5 1.5 1.7 414172.84 5.85 18.32 0 284522.6 
142 21 0.7 0.5 1.7 3859762.6 1 1 6000 3859763 
143 21 0.7 0.7 1.7 3859762.6 1 1 6000 3859763 
144 21 0.7 0.9 1.7 3859501.5 1.21 0 5999.88 2794803 
145 21 0.7 1.1 1.7 3601943.1 6.84 2.29 6690.27 248396.5 
146 21 0.7 1.3 1.7 508721.26 4.44 2.95 5104.5 248371.5 
147 21 0.7 1.5 1.7 424280.35 2.33 71.27 3267.7 279225 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.8 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(5) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
148 21 0.9 0.5 1.7 3859762.6 1 1 6000 3859763 
149 21 0.9 0.7 1.7 3859762.6 1 1 6000 3859763 
150 21 0.9 0.9 1.7 3859420 1.23 0 5999.91 2565195 
151 21 0.9 1.1 1.7 3566235.5 6.45 2.19 6887.78 248395.2 
152 21 0.9 1.3 1.7 442551.44 4.33 2.99 4879.64 248370 
153 21 0.9 1.5 1.7 434337.13 1.97 0.91 0.01 194522.6 
154 21 1.1 0.5 1.7 3859762.6 1 1 6000 3859763 
155 21 1.1 0.7 1.7 3859762.6 1 1 6000 3859763 
156 21 1.1 0.9 1.7 3859337.9 1.24 0 5999.92 2425603 
157 21 1.1 1.1 1.7 3534903.8 6.66 2.3 6874.94 248393.8 
158 21 1.1 1.3 1.7 399558.68 4.24 3.01 5064.7 248371.3 
159 21 1.1 1.5 1.7 434371.5 1.71 2.52 0.03 194522.6 
160 21 1.3 0.5 1.7 3859762.6 1 1 6000 3859763 
161 21 1.3 0.7 1.7 3859762.6 1 1 6000 3859763 
162 21 1.3 0.9 1.7 3859254.9 1.28 0.03 5999.9 2279014 
163 21 1.3 1.1 1.7 3506648.2 6.54 2.29 6668.62 248394.9 
164 21 1.3 1.3 1.7 369756.67 3.98 2.89 5155.56 248373.3 
165 21 1.3 1.5 1.7 444394.14 0.19 0.02 274.23 203937.8 
166 21 1.5 0.5 1.7 3859762.6 1 1 6000 3859763 
167 21 1.5 0.7 1.7 3859762.6 1 1 6000 3859763 
168 21 1.5 0.9 1.7 3859171.9 1.29 0.04 5999.91 2199560 
169 21 1.5 1.1 1.7 3480808.4 6.08 2.14 7615.85 248392.5 
170 21 1.5 1.3 1.7 348163.89 3.94 2.94 4874.68 248371.3 
171 21 1.5 1.5 1.7 444409.83 0 0.06 173.96 203908.8 
172 21 0.5 0.5 2.1 3859762.6 1 1 6000 3859763 
173 21 0.5 0.7 2.1 3859762.6 1 1 6000 3859763 
174 21 0.5 0.9 2.1 3859762.6 1 1 6000 3859763 
175 21 0.5 1.1 2.1 3859254.4 1.22 0 5999.91 2844802 
176 21 0.5 1.3 2.1 3574322.5 8.3 2.66 5965.88 248430.9 
177 21 0.5 1.5 2.1 608182.07 4.66 2.8 5064.61 248376.9 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.9 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(6) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
178 21 0.7 0.5 2.1 3859762.6 1 1 6000 3859763 
179 21 0.7 0.7 2.1 3859762.6 1 1 6000 3859763 
180 21 0.7 0.9 2.1 3859762.6 1 1 6000 3859763 
181 21 0.7 1.1 2.1 3859035.8 1.24 0 5999.94 2644803 
182 21 0.7 1.3 2.1 3530368.7 9.27 3.06 5233.66 248428.9 
183 21 0.7 1.5 2.1 504487.95 4.55 2.86 5241.25 248375.2 
184 21 0.9 0.5 2.1 3859762.6 1 1 6000 3859763 
185 21 0.9 0.7 2.1 3859762.6 1 1 6000 3859763 
186 21 0.9 0.9 2.1 3859762.6 1 1 6000 3859763 
187 21 0.9 1.1 2.1 3858814.8 1.25 0 5999.95 2455196 
188 21 0.9 1.3 2.1 3493556.8 8.54 2.87 5203.33 248425.2 
189 21 0.9 1.5 2.1 443191.63 4.49 2.92 5143.52 248373 
190 21 1.1 0.5 2.1 3859762.6 1 1 6000 3859763 
191 21 1.1 0.7 2.1 3859762.6 1 1 6000 3859763 
192 21 1.1 0.9 2.1 3859762.6 1 1 6000 3859763 
193 21 1.1 1.1 2.1 3858590.8 1.18 0 5999.89 2308609 
194 21 1.1 1.3 2.1 3461375.3 7.83 2.66 5825.67 248433.3 
195 21 1.1 1.5 2.1 403264.52 4.55 3.06 4829.26 248368.6 
196 21 1.3 0.5 2.1 3859762.6 1 1 6000 3859763 
197 21 1.3 0.7 2.1 3859762.6 1 1 6000 3859763 
198 21 1.3 0.9 2.1 3859762.6 1 1 6000 3859763 
199 21 1.3 1.1 2.1 3858366.7 1.25 0.03 5999.91 2209560 
200 21 1.3 1.3 2.1 3859762.6 1 1 6000 3859763 
201 21 1.3 1.5 2.1 3855750.8 1.17 0 6000.06 2119592 
202 21 1.5 0.5 2.1 3859763 1 1 6000 3859763 
203 21 1.5 0.7 2.1 3859762.6 1 1 6000 3859763 
204 21 1.5 0.9 2.1 3859762.6 1 1 6000 3859763 
205 21 1.5 1.1 2.1 3858139.7 1.18 0 5999.89 2129592 
206 21 1.5 1.3 2.1 3858135 1 1 6000 2129592 
207 21 1.5 1.5 2.1 3858125 1 1 6000 2129592 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
 

 

 

228 
 



 
 

Table C.10 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(7) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
208 21 0.5 0.5 2.5 3859762.6 1 1 6000 3859763 
209 21 0.5 0.7 2.5 3859763  1 6000 3859763 
210 21 0.5 0.9 2.5 3859762.6 1 1 6000 3859763 
211 21 0.5 1.1 2.5 3859763 1 1 6000 3859763 
212 21 0.5 1.3 2.5 3858273.2 1.27 0.01 5999.94 2724803 
213 21 0.5 1.5 2.5 3512811 9.41 2.95 5347.13 248427.6 
214 21 0.7 0.5 2.5 3859763 1 1 6000 3859763 
215 21 0.7 0.7 2.5 3859763 1 1 6000 3859763 
216 21 0.7 0.9 2.5 3859763 1 1 6000 3859763 
217 21 0.7 1.1 2.5 3859762 4.39 0 5998.55 3849763 
218 21 0.7 1.3 2.5 3857647 1.31 0.02 5999.95 2535004 
219 21 0.7 1.5 2.5 3467497 9.25 2.98 5096.45 248424.4 
220 21 0.9 0.5 2.5 3859762.6 1 1 6000 3859763 
221 21 0.9 0.7 2.5 3859763 1 1 6000 3859763 
222 21 0.9 0.9 2.5 3859762.6 1 1 6000 3859763 
223 21 0.9 1.1 2.5 3859762 4.4 0 5998.87 3849763 
224 21 0.9 1.3 2.5 3857017.3 1.28 0.01 5999.94 2375603 
225 21 0.9 1.5 2.5 3429808 8.47 2.76 5688.52 248432.2 
226 21 1.1 0.5 2.5 3859763 1 1 6000 3859763 
227 21 1.1 0.7 2.5 3859763 1 1 6000 3859763 
228 21 1.1 0.9 2.5 3859763 1 1 6000 3859763 
229 21 1.1 1.1 2.5 3859762 4.41 0 5999.07 3849763 
230 21 1.1 1.3 2.5 3856387 1.35 0.06 6000.01 2209560 
231 21 1.1 1.5 2.5 3397032 8.92 2.96 5401.91 248427.9 
232 21 1.3 0.5 2.5 3859762.6 1 1 6000 3859763 
233 21 1.3 0.7 2.5 3859763 1 1 6000 3859763 
234 21 1.3 0.9 2.5 3859762.6 1 1 6000 3859763 
235 21 1.3 1.1 2.5 3859762 4.41 0 5998.94 3839763 
236 21 1.3 1.3 2.5 3855750.8 1.17 0 6000.06 2119592 
237 21 1.3 1.5 2.5 3367790 8.34 2.79 5583.76 248433.6 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.11 Trial values of coefficients (bottom-up cracking) and SSE – round 2 a(8) 

Trial 
# 

Number of 
Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 

238 21 1.5 0.5 2.5 3859763 1 1 6000 3859763 
239 21 1.5 0.7 2.5 3859763 1 1 6000 3859763 
240 21 1.5 0.9 2.5 3859763 1 1 6000 3859763 
241 21 1.5 1.1 2.5 3859762 4.42 0 5999.08 3839763 
242 21 1.5 1.3 2.5 3855126 2.53 0.46 6000.57 2027823 
243 21 1.5 1.5 2.5 3340963 8.31 2.81 5574.38 248431.9 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
 

Table C.12 Trial values of coefficients (bottom-up cracking) and SSE – round 2 b(1) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
244 21 0.5 0.25 0.25 3859545 1.16 0.01 5999.67 1078854 
245 21 0.5 1 0.25 3293297 0 0.4 17383.83 3291740 
246 21 0.5 4 0.25 3859763 1 1 6000 3859763 
247 21 0.5 0.25 1 3859763 1 1 6000 3859763 
248 21 0.5 1 1 43187.95 2.84 2.57 6000.81 8315.974 
249 21 0.5 4 1 3859763 1 1 6000 3859763 
250 21 0.5 0.25 4 3859763 1 1 6000 3859763 
251 21 0.5 1 4 3859763 1 1 6000 3859763 
252 21 0.5 4 4 3859763 1 1 6000 3859763 
253 21 2 0.25 0.25 3858776 35.66 10.91 261.05 29073.9 
254 21 2 1 0.25 3843909 0.12 0 6000.01 3838079 
255 21 2 4 0.25 3859763 1 1 6000 3859763 
256 21 2 0.25 1 3859763 1 1 6000 3859763 
257 21 2 1 1 10403.32 2.08 2.61 5709.24 8315.841 
258 21 2 4 1 3859763 1 1 6000 3859763 
259 21 2 0.25 4 3859763 1 1 6000 3859763 
260 21 2 1 4 3859763 1 1 6000 3859763 
261 21 2 4 4 3859763 1 1 6000 3859763 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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Table C.13 Trial values of coefficients (bottom-up cracking) and SSE – round 2 b(2) 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
262 21 3 0.25 0.25 3858238 16.49 5.16 318.27 12964.15 
263 21 3 1 0.25 3854526 0.07 0 6000 3849416 
264 21 3 4 0.25 3859763 1 1 6000 3859763 
265 21 3 0.25 1 3859763 1 1 6000 3859763 
266 21 3 1 1 10625 1.84 2.58 5837.23 8318.703 
267 21 3 4 1 3859763 1 1 6000 3859763 
268 21 3 0.25 4 3859763 1 1 6000 3859763 
269 21 3 1 4 3859763 1 1 6000 3859763 
270 21 3 4 4 3859763 1 1 6000 3859763 
271 21 2.1 0.25 0.25 3858724 389.82 119.14 273.48 28977.63 
272 21 2.1 1 0.25 3850005 0.09 0 6000 3844289 
273 21 2.1 4 0.25 3859763 1 1 6000 3859763 
274 21 2.1 0.25 1 3859763 1 1 6000 3859763 
275 21 2.1 1 1 249996.9 42.04 65.86 353.23 13517.46 
276 21 2.1 4 1 3859763 1 1 6000 3859763 
277 21 2.1 0.25 4 3859763 1 1 6000 3859763 
278 21 2.1 1 4 3859763 1 1 6000 3859763 
279 21 2.1 4 4 3629763 1 1 6000 3629763 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
 

Table C.14 Trial values of coefficients (bottom-up cracking) and SSE – round 2 c 

Trial 
# Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 

280 21 2.5 1 1 10396.72 1.94 2.58 5902.61 8319.011 
281 21 1.5 1 1 11298.72 2.24 2.61 5720.85 8317.996 
282 21 2.2 1 1 10349 2.03 2.62 5729.28 8317.852 
283 21 1.8 1 1 11098.32 2.13 2.59 5837.87 8,318.15 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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The following was a discussion about the recommended calibration coefficients. If reading the tables 

above shapely, you may find out that there were two similar sets of trial values resulting in very low SSEs, 

one in Table C.12 (i.e., βf1= 2; βf2= 1; βf3= 1; C1= 2.08; C2= 2.61; C4= 5709.24) and the other one in Table 

C.14 (i.e., βf1= 2.2; βf2= 1; βf3= 1; C1= 2.03; C2= 2.62; C4= 5729.28). It seemed that both can be identified 

as “inflection points.”  

Table C.15 shows the coefficient values of the trial #282 brought greater SSE reduction (SSE1 = 10349) 

than that of the trial #257 (SSE1 = 10403.32) by attempting the coefficients. However, the coefficient 

values of the trial #257 that generated a slightly lower ultimate SSE (SSE2 = 8315.841) after attempting 

the coefficients and optimizing by the Excel Solver than trial #282 (SSE2 = 8317.852). Though either set 

of coefficients can be the seen as optimal, we still determined the coefficient values of the trial #282 (i.e., 

βf1= 2.2; βf2= 1; βf3= 1; C1= 2.03; C2= 2.62; C4= 5729.28) to be the local calibration coefficients. The 

coefficient values of the trial #282 resulted in a greater reduction of SSE reduction (15782.68 – 10349 = 

5433.68) by simply attempting the coefficients than the trial #257 (15782.68 – 10403.32 = 5379.36).  

Meanwhile, the SSE reduction brought simply by attempting the coefficients dominate the SSE reduction 

as compared with the SSE reduction simply by the Excel Solver, which can be seen from Table C.16. The 

set of trial coefficients, which maximize the impact on the dominant part of SSE reduction by attempting 

the coefficients, was expected to be the effective coefficients.  

Table C.15 Comparison of two “inflection points” 

Trial # Number of 
Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 

Default 21 1 1 1 15782.68 1 1 6000 - 
257 21 2 1 1 10403.32 2.08 2.61 5709.24 8315.841 
282 21 2.2 1 1 10349 2.03 2.62 5729.28 8317.852 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
 
 

232 
 



 
 

Table C.16 SSE changes affected by optimization 

Round Average of  
|SSE1*- SSEd*| 

Average of 
|SSE2*-SSE1*| 

Ratio between Average of  
|SSE1*- SSEd*|and Average of 

|SSE2*-SSE1*| 
1 3367312.502 344191.572 9.8 

2 
(a) 2879199.198 791466.646 3.6 
(b) 3401345.375 404982.551 8.4 
(c) 4996.987 2467.437 2 

3 480673.542 429885.836 1.1 
*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
*SSEd is the calculated Sum of Squared Error using the default values of calibration coefficients. 
 

Table C.17 Trial values of coefficients (bottom-up cracking) and SSE – round 3 

Trial # Number of Sections 𝛃𝛃f1 𝛃𝛃f2 𝛃𝛃f3 SSE1* C1 C2 C4 SSE2* 
284 21 2.1 0.9 0.9 304520.35 59.75 92.11 189.33 13351.5 
285 21 2.1 0.9 1 808204.85 0.93 0.06 6000.03 114003.6 
286 21 2.1 0.9 1.1 1920933.6 4.87 2.57 6015.11 248305.6 
287 21 2.1 1 1 249996.91 42.04 65.86 353.23 13517.46 
288 21 2.1 1 0.9 248680.1 0.88 0.04 5999.98 14036.51 
289 21 2.1 1 1.1 303985.5 54.55 86.96 181.87 13384.39 
290 21 2.1 1.1 0.9 269146.13 0.84 0.04 5999.99 134021 
291 21 2.1 1.1 1 264710.23 0.86 0.04 5615.94 34037.4 
292 21 2.1 1.1 1.1 252584.93 0 1.37 264.04 13460.42 
293 21 2.2 0.9 0.9 299934.5 0.91 0.04 5999.95 14040.49 
294 21 2.2 0.9 1 784744.92 2.55 2.12 405.21 103103.9 
295 21 2.2 0.9 1.1 1846618.8 1.58 0.63 4237.83 253595 
296 21 2.2 1 0.9 248501.4 0 1.53 267.58 13459.16 
297 21 2.2 1 1 10349 2.03 2.62 5729.28 8317.852 
298 21 2.2 1 1.1 299556.5 52.76 85.57 181.58 13389.83 
299 21 2.2 1.1 0.9 266296.9 0.84 0.04 6000 134020.9 
300 21 2.2 1.1 1 264253.06 0 0.21 207.61 33868.81 
301 21 2.2 1.1 1.1 252629.21 0.5 0.11 4926.25 27954.18 
302 21 2.3 0.9 0.9 295839.32 58.21 92.61 189.07 13353.41 
303 21 2.3 0.9 1 762851.17 2.53 2.12 405.12 103104.1 
304 21 2.3 0.9 1.1 1858783.1 4.79 2.56 6109.2 248304.2 
305 21 2.3 1 1 249987.8 40.28 65.43 353.19 13517.46 
306 21 2.3 1 0.9 248329 0 1.55 272.24 13460.1 

233 
 



 
 

307 21 2.3 1 1.1 295572 1.16 1.59 267.51 13406.79 
308 21 2.3 1.1 0.9 269146.13 0.84 0.04 5999.99 134021 
309 21 2.3 1.1 1 264710.23 0.86 0.04 5615.94 34037.4 
310 21 2.3 1.1 1.1 252584.93 0 1.37 264.04 13460.42 

*SSE1 represents the calculated Sum of Squared Error just after attempting the coefficients βf1, βf2, 
and βf3 (in the fatigue accumulation model) in the software runs.  
*SSE2 represents the calculated Sum of Squared Error after attempting the three coefficients and 
optimizing the C1, C2, and C4 (in the cracking conversion model) by the Excel Solver. 
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