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Abstract

In the last two decades bibliometrics science has been evolving to help scientists and
researchers to maintain the drastically increasing of the availability of scientific literature.
Bibliometrics help to have a broad understanding of an intended scientific field by providing
multiple levels of methods and tools to analysis the literature of that scientific field. Unfor-
tunately, the bibliometrics science is a quantitative method that use basic math to assess
author outputs by h-index, articles impact by counting citations, or journal by its impact
factor. Thus, the objective of this dissertation is to pave a solid path to integrate qualitative
method into the emerging field of bibliometrics science. For that, I am going to : (1) ap-
ply the bibliometrics methodology on the literature of the statistics field by giving a visual
representation of the bibliographic data of the field, that will identify emerging trends and
understanding relationships between different developments in the field. Also, (2) study the
similarity measures on the co-word analysis then introducing an integrated method between
the quantitative and qualitative approaches to calculate the similarity between keywords
in co-word analysis. Finally, (3) presenting the important of a better visualizing presenta-
tion of keywords on a 2D map by introducing a qualitative method to calculate the weight

(strength) of keywords in clustering analysis, within bibliometrics data.
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Chapter 1

Introduction

1.1 Problem Description and Significance

The goal of my dissertation is to introduce a new method to assess the present under-
standing of research compilation, as well as to capture the evolution of scientific literature
and the background of a given science, down to the subfield level. In addition, by increas-
ing expediency and efficacy, the new method will be able to assist researchers and scholars
in understanding the evolution of their field. What creates this need is the exponential
growth of specialized knowledge, which is making it difficult to assess or measure the in-
fluence of scientific inquiry (Pinski & Narin, 1976). Although all the literature that has
been published in the last couple of decades, and large portions of what have been pub-
lished before this time frame, has become readily accessible via the Internet, the ability to
develop structured overviews, identify highly influential articles, or examine peer reviewed
scholastic content has become more difficult and time-consuming, due to the sheer quantity
of search engines. Currently, there are several hundred search engines available to explore
and research articles, in addition to the typical research methodology of simply probing peer
reviewed journals. Some of these search engines are specialized for one or more subfields, but
others are more general, like Google Scholar, Web of Science, and PubMed. These platforms
are typically very useful in locating individual publications, but they offer limited insights
into how the literature is organized. This lack of organization becomes an impediment for
researchers, who must investigate a large quantity of publications in order to discern how
different streams of literature relate to one another and determine how these streams develop
over time. Undoubtedly, obtaining such an overview of the structure of the literature can

be an extremely time-consuming process, especially in multidimensional scientific fields such



as statistical research, with publications appearing in different scientific fields. Hence, a
deep understanding of the structure of the literature creates a firm foundation for advancing
knowledge, consequently, facilitating theory development, closing areas where a plethora of
research exists, and uncovering areas where research is needed. Existing methods of evalu-
ating and understanding scientific research based on the citation counts, co-citation counts,
or co-occurrence are not reliable. Usually, in academia measuring the quality of scientific
research or evaluating scholars themselves is based on the total number of citations, h-index,
or the impact factor of the journals he/she has published in. Nevertheless, these measure-
ments are crude. Moreover, in some cases, these cumbersome methods are the means by
which a hiring or firing decision is made (Pinski & Narin, 1976). For instance, David Adam
describes the absurdity of Finland's government allocating funds to university hospitals by
considering the citation counts and the impact factors. This is especially unfortunate since
the aforementioned measurements do not account for the quality of the research that is being
used to make such critical decisions (Webster & Watson, 2002). Given this, the bibliometrics
technique should be incorporated and utilized as both qualitative and quantitative method.
My dissertation is divided into three sections: 1) the first task is a deep study and analysis of
the statistical field; 2) The second task is proposing a new similarity measure between Key-
words in Co-word Analysis; and 3) The third task is to propose a new method for calculating

the weight of keywords in clustering analysis in bibliometrics data.

1.2 Significance

The rapid growth of the scientific literature makes it difficult for researchers or scholars
to have a comprehensive, and holistic grasp understanding of any given topic of interest.
For example, in 2006, 1,346,000 articles were published in 23,750 journals, and the average
annual growth of publishing is around 2.5%. These publications have created new subfields of
science, which add to the scientific information on a whole (Bjork et al., 2009). Furthermore,

in 2009, the STM (International Association of Scientific, Technical Medical Publishers)



report estimated that 1.8 million articles are published in 28,000 journals each year (Ware
& Mabe, 2009). Similarly, a total of 50 million articles had been published by the end of
2009 (Jinha, 2010). Given the growing amount of publication, it will be a challenge for
researchers, especially new researchers, to be able to capture the evolution of the field or
to stay up-to-date. This volume of scientific literature, which is available on the Internet
increases the need for new methods and techniques to expedite and facilitate the process
of perceiving the overview of a scientific topic, with respect to the huge volume and the
visual representation of data. At the present time, the bibliometrics mapping of science is a
quantitative method for studying the bibliographic data (titles, keywords, authors, etc.) and
visually representing the information. Furthermore, bibliometrics maps are useful for dealing
with a large body of literature and have been used in different contexts, such as survey of
research literature, government decision making, and scientific publications. Bibliometrics
mapping should also include more qualitative evaluation instead of primarily focusing on
quantitative assessment. In light of this, I will propose methods that will expand the field
of study by employing bibliometrics qualitative data to generate bibliometrics qualitative
information. By considering methods analogous to co-occurrence counting, I hope to make
a contribution toward the improvement of the new visual representation, which will help
researchers and scholars to more fully grasp the breadth and depth of scientific research,
within a shorter period of time. Computerized methods and tools, including data mining,
statistical visualization techniques and intelligent text mining, have been used effectively
to facilitate and maximize the efficacy of assessing the quality of scientific research and

individual works in this papers.

1.3 Research Objective

The research objectives are to

(A) Map and visualize the literature of the statistics field, identifying emerging trends and

understanding relationships between different developments in the field.



(B) Introduce a new method to calculate the similarity between keywords in co-word anal-

ysis.

(C) Introduce a qualitative method to calculate the weight of keywords in clustering anal-

ysis, within bibliometrics data.

The proposed methods will infuse qualitative components into bibliometrics analysis, which
is, as of now, primarily a quantitative method. The previous methods only utilize quantita-
tive approaches to build clustering, counting the co-occurrence between the keywords. These
techniques are summative for the given literature at hand. However, they do not consider
other connections between the keywords. This present discourse will focus on developing a
new way to calculate the similarity measure between keywords and will visualize the weight
of the keywords. The new method will increase the importance of using keywords in scien-
tific literature. The proposed method intend to reignite interest in bibliometrics mapping

science.

1.4 Dissertation Layout

This dissertation is organized as follows: chapter 2 is an extensive study of the statistic
field, where a deep data mining, visualizations, and bibliometrics method applied to analysis
the bibliographic data to revel insightful information and the evolving on the field since
1990s. Chapter 3 provides an ingrained study of similarity measures in the co-word analysis
and presenting a new similarity method to the co-occurrence data in the co-word analysis.
Chapter 4 proposed a new way to visualize the unit of analysis in the co-word analysis, the
proposed method gives distinctly presentations of unit of analysis on the 2D visualization
that is more accurate to the real importance of the unit of analysis than the current way.
Chapter 5, in this concluding chapter a summarize of the contributions and the possible

impact of this dissertation, and discuss of the limitations and the direction of future work.



Chapter 2

Bibliometric Mapping of (ASA) Journals from 1991 to 2016
2.1 Introduction

The size and scope of the literature on statistics can be staggering, making it difficult
to identify emerging trends and relationships. Visualization techniques, coupled with sta-
tistical and data mining methods, have aided in understanding trends and relationships in
several fields, including healthcare and manufacturing research (Han et al., 2011). In this
paper, I applied these concepts to the field of statistical sciences. Our data-set is based on
bibliographic information, including but not limited to authors, keywords, abstracts, cita-
tions, and funding information, extracted from 10,618 papers published in the 17 journals of
the American Statistical Association (ASA) in the period of 1991-2016. These bibliographic
units of analyses allow us to address the following questions: a) What are the main research
fields within statistics (based on a data-driven approach)? b) How do these research fields
relate to each other? c¢) How did these fields develop over the time period of 1991-20167 d)
What are the main drivers for these publications? e) What did the top research institutions
in the United States contribute to the field of statistics? f) How did these institutional con-
tributions change over the time period of 1991-20167 By analyzing the massive amounts of
literature that has been published and cited by ASA papers over the past twenty six years,

we can glean various insights into the field via visualization.

2.2 Motivation

The motivation behind this paper lies in a really simple question: How can we cap-

ture the evolution of the field of statistics, and its subfields, over the past twenty six years?



Statistics is a field that involves the study of the collection, analysis, interpretation and
presentation of data. Therefore, the field of statistics is, by nature, multidisciplinary and
fragmented. With the ever-increasing volume and variety of data being collected, the disci-
pline has evolved to the point where identifying the dominant streams of research, much less
the incremental contributions within those streams, is becoming more and more difficult.
Accordingly, it is challenging to maintain a holistic sense of the field's evolution, and as sta-
tistical applications in other fields continue to grow, the challenge will become increasingly
difficult. To address these problems, we will use several statistical methods that are com-
monly adopted in bibliometrics analysis for the purposes of distinguishing the broad streams
of research within statistical sciences, and we will highlight the important developments

within the subfields since the beginning of the 1990s.

2.3 Background

While the Internet has made statistical literature fully accessible, the ability to develop
structured overviews of the literature has become more difficult and time-consuming (Ro-
drigues et al., 2014; Ji et al., 2016). For example, researchers in statistics typically resort to
Google Scholar, Web of Science and/or PubMed as their search engine of choice for locating
relevant publications based on a set of keywords. These platforms are typically very useful
in locating individual publications, but they offer limited insights into how the literature is
organized. Researchers are required to sort through large numbers of publications to under-
stand how different streams of literature relate to each other and how these streams change
with time. Obtaining such an overview of the structure of the literature can be an extremely
time-consuming process, especially in statistical method research with publications appear-
ing in many different scientific fields. A deep understanding of the structure of the literature
“creates a firm foundation for advancing knowledge. It facilitates theory development, closes
areas where a plethora of research exists, and uncovers areas where research is needed” (Web-

ster & Watson, 2002). Box & Woodall (2012) provide several examples for innovations in



statistical science research, highlighting the impact of combining ideas from multiple areas
of statistics.

Review papers that discuss specific research areas/applications within subfields of statis-
tics can be helpful for understanding the literature. The structure of these reviews can be
either based on qualitative and/or quantitative factors. Reviews that are primarily based
on qualitative criteria rely heavily on the authors' experience in categorizing, presenting,
relating and/or critiquing the different publications that they include in the review. The
purpose is often to highlight current developments in a subfield of statistics ((Woodall &
Montgomery, 1999, 2014)), an ancillary purpose also being to provide perspectives on the
role of statistical methods in a new research area (Nair et al., 2000; Box & Woodall, 2012;
Megahed & Jones-Farmer, 2015). While these papers provide insight into a particular topic
or research stream, they are not suitable for addressing the motivating question, which is
to learn from several thousand published papers. Quantitative factors for analysis are ex-
tracted from bibliographic data. Most of the discussion on using such data has been outside
the purview of statistics literature, with a few exceptions. Citation counts have been used
by Altman & Goodman (1994) to investigate the speed of transfer of new statistical meth-
ods into medical literature and to predict which methods would be of importance to future
medical research.Stigler (1994) used counts to highlight patterns in citations in the Journals
of Probability and Statistics. Ryan & Woodall (2005) used citation counts to highlight and
summarize the contributions of the top 25 cited papers in statistics. More recently, Baccini
et al. (2009) extracted the names of the editors of 79 Probability and Statistics Journals, and
they used the number of common editors as an input for network analysis on the journals.

We will explore literature published by the American Statistical Association (ASA) by
making use of several data-driven bibliographic methods to help understand how the field of
statistics has been evolving since 1991. By utilizing a number of quantitative measures, this
study employs bibliographic methods, to delineate the main fields of research within statis-

tics, to understand their evolution over time, to identify the key drivers for the evolution,



and to provide visualizations of the findings for dissemination to the statistics community.

The details of the methods are provided in Section 2.4.

2.4 Methods

As explained in Borner et al. (2003), the process for visualizing/analyzing the literature
can be divided into the following sequential steps: (1) data extraction, (2) definition of
unit of analysis, (3) selection of measures, and (4) data visualization and analytics. It
should be noted that these steps rely heavily on methods from the fields of text mining,
bibliometrics and information visualization (Rodrigues et al., 2014). Text mining provides
natural language processing methods that allow for extracting the bibliographic data from
the publications. The bibliographic literature presents the background needed for identifying
the measures and for representing the relationships between them using graphs and networks.
Finally, the information visualization literature provides the details needed for mapping and
visualizing the data.

In this section, we describe how the data has been collected and preprocessed; then we
discuss the units of analysis and how they help us answer the motivating questions, followed
by an overview of the measures used for each of the selected units of analyses. Lastly, we
discuss the methods for analyzing statistics literature at the term (keyword), document, and
journal level (Note that the journal level includes proceedings, and/or book titles), these
methods also examine authors, and research addresses to study the spatiotemporal, aspect
of the literature, and in the last subsection, we explain how we extend the analysis for each

of the levels to reflect patterns over time.

2.4.1 Data Extraction and Cleaning

This study uses data from the Web of Science (WoS) database. The choice of WoS was
based on four factors. First, WoS provides the “world's largest collection of research data,

books, journals, proceedings, publications and patents” (WEB OF SCIENCE @ONLINE,



2016). Second, the 17 journals of the American Statistical Association, ASA, are covered on
the Web of Science Database (see http://www.amstat.org/publications/journals.cfm).
Third, WoS has been used in previous papers in the bibliographic analysis of statistical (Ryan
& Woodall, 2005). The fourth, and the most important reason, is that WoS provides access
to a full record of the 10,618 papers. The full record includes, but is not limited to, the
abstract, authors' names, keywords, references cited, publication date, research address, and
publications citing this record. It should be noted that obtaining all this information may
not be possible with other databases. For example, PubMed does not provide reference data,
which is crucial to our analysis.

The bibliographic analyses in the subsequent steps can be as good as the data on which
they are based (Cobo et al., 2011). This concept is well understood in statistical practice.
While data quality is multidimensional (Wang & Strong, 1996; Jones-Farmer et al., 2014),
we focus on data consistency. Ballou & Pazer (1985) posited that consistency occurs when
the “representation of the data value is the same in all cases.” An example of an inconsistent
representation would be the use of the terms “control-chart”, “control chart”, and “control
charts” as keywords by three different journal papers. When preprocessing the data, these
three representations should be merged/combined. This could be easily done using software
packages that include standard text-mining procedures. We do not consider other important
data quality dimensions, such as accuracy and completeness, because these are difficult to
measure with bibliographic data. For example, one cannot assess whether a set of keywords
provides the most complete/accurate representation of the paper or clarifies that papers

written by “John Doe” are in fact written by four different authors.

2.4.2 Units of Analyses

The second step in our approach is to select the units of analysis. In this study, we have
chosen five units of analyses: original keywords, documents (articles, books, publications

or manuscripts), journals, authors, and research address. Each unit depicts different facets



of the statistics domain and facilitates different types of analysis. The examination of the
keywords can deepen one's understanding of the cognitive structure of a field (Bhattacharya
& Basu, 1998; He, 1999; Cahlik, 2000). This is typically done through co-word analysis,
which is a content analysis technique that uses patterns of co-occurrence of pairs of words,
or noun phrases, to identify the relationships between ideas within the subjects presented
in the papers containing the keywords (He, 1999). Indexes based on the frequency of co-
occurrence of the terms are then used to measure the strength of relationships between items.
Based on these indexes, the keywords are clustered in groups and displayed in network maps.
Therefore, the examination of the keywords allows us to identify the research fields within
statistics and quantify the amount of overlap/separation between these fields. When we
examine the keywords over time, we can understand how the research areas are evolving and
building on materials from other subdomains in statistics.

Documents are the most common unit of analysis used in mapping and visualizing a
knowledge domain (Borner et al., 2003). Maps based on documents have been used for a
variety of purposes, including domain analysis (Rodrigues et al., 2014) and assessing research
performance (Bornmann et al., 2014). The approach for analyzing the documents is based on
shared citations (see details in 2.4.3). These pairings of shared citations are clustered and are
displayed in network maps as with the keywords. The difference, however, is that the pool of
documents is not only based on the 10,618 publications, it also includes all cited documents
(journal papers, conference papers, books, and the like) within these publications as obtained
from the full records. Accordingly, such an analysis can help assess how influential documents
drive statistical research. Since this is based on network analysis, one can learn how a certain
influential paper drives research in other sub-disciplines and how this impact changes over
time. By focusing on the interconnection between published papers and their citations. This
present investigation can be seen as an extension to the work of (Ryan & Woodall, 2005).

A map of journals can be used to obtain a macro view of science (Bassecoulard & Zitt,

1999), showing the relative positions and relationships between major disciplines. Journal

10



maps are also used on a more focused scale to show fine distinctions within a discipline (Ding
et al., 2000). In this study, we aim to achieve the latter objective by constructing maps of
how the different statistical journals focus on different areas of research. It should be noted
that the sample of the journals is populated from the 17 journals of the ASA, as well as
journals extracted from the cited references.

At the authorial level, we aimed to study the relevance among authors of the ASA
papers. There are two kinds of relations among authors, direct and indirect. First, the direct
relationship is represented by the co-authorship between two authors (Newman, 2004). Two
authors are directly related if they collaborated on one or more papers. Second, the indirect
relationship is represented by author co-citation (White & Griffith, 1981). Two authors are
indirectly related if other papers have cited them together.

Finally, we aim to study the evolution of ASA research over time and space. Spatiotem-
poral data is divided into two kinds of data: the spatial data, which is synonymous with
geographic data, and the temporal data, which comprises the time period of the data. In
our study, spatial data was defined by an institution's name and location, while temporal

data was defined by the year of publication.

2.4.3 Measures and Similarity Calculation

Measures for bibliographic analysis have been defined by White & McCain (1997, p. 103),
Borner et al. (2003, p. 191-193). In this study, the threshold for choosing the minimum
number of co- occurrences or the unit of analysis appearances is based on two criteria.
The first criterion involves the data size and ease of visualization. For our analysis at the
term level, we use the co-occurrence of keywords as the measure for their relatedness. This is
calculated by counting the number of times a pair of keywords occur together in a document.
A large value for the number of co-occurrences indicates a strong relationship between the

pair, and vice versa. In an attempt to find the top 10 most used keywords in ASA papers

11



from 1991 to 2016, we divided the time period of analysis into five periods 1991-1995, 1996-
2000, 2001-2005, 2006-2010 and 2011-2016. We counted keywords occurrences in a period
and then ranked them based on their frequency.

To perform the analysis at the publication level, we assessed the relatedness of publi-
cations based on direct and indirect citation relations. Rodrigues et al. (2014, p. 2) define
these relations as follows: “T'wo publications have a direct citation relation if one publica-
tion cites the other, and they have an indirect citation relation if they both cite the same
publication (bibliographic coupling) or are both cited by the same publication (co-citation).”
The weight of bibliographic coupling and co-citation relations is equal. Similar to Rodrigues
et al. (2014), an artificial citation from each publication to itself is created. The use of the
artificial citation allows direct citations to have a larger effect on the relatedness of the doc-
uments than indirect citation. This is because “a direct citation between two publications
counts as both a bibliographic coupling relation and a co-citation relation” (Rodrigues et al.,
2014, p. 2). Note that the usage of citations as a measure has the following consequences:
a) the number of documents cited will be much larger than the original 10,618 publications;
b) both the journal lists and the publication dates will differ from our original data-set;
and c) the cited documents will no longer be limited to journal publications, since some of
the citations will be conference proceedings, books, and the like. Here, we do not limit our
analysis to the 1991-2016 period to allow us to understand and visualize the foundational
papers for the ASA publications that appeared in the 1991-2016 time period.

For the analysis at the journal level, we use the same citation measures used for the
publication analysis, with the exception that our unit of analysis is now a journal instead
of a cited publication. Furthermore, for our analysis at the authorial level, we use the co-
occurrence of collaborations between two authors as a measure of their relatedness within the
author co-authorship analysis; we likewise use the co-occurrence of other papers citing them
together as a measure of their relatedness at the author co-citation analysis. Co-authorship

is a great measure of a collaboration between researchers in the same field (Melin & Persson,

12



1996). Maps based on co-authorship sough to study the collaboration between scientists
in ASA papers, which were published within the 1991-2016 time frame. Researchers are
connected if they collaborate on one or more documents. Also the document is considered
co-authored if it has more than one author (Melin & Persson, 1996). The strength of collab-
oration between authors depends on the number of works they have produced together. In
this study, we aimed to find the relationship between two authors, and we grouped them in
clusters in order to make it easy to track their work and production. Similarly, co-citation
measures the relatedness of two authors' work; when other papers cite one or more of their
papers, we can say that the two authors are co-cited.

To perform a spatiotemporal analysis, we collect information from papers across time
and space (Katz, 1994). For each paper, we count the total number of citations against
the year and the research institution. After assessing the relatedness of each of the afore-
mentioned units of analysis, we use a clustering approach to identify the related keywords,
publications, journals, and authors. The methodology for clustering is based on the approach
of (Waltman et al., 2010).

Usually in the bibliometrics area a combination of multidimensional scaling (MDS) and
hierarchical clustering is used to map and cluster the items (unit of analysis). However,
visualization of similarities (VOS) mapping and clustering technique uses an approach that
differs from MDS (van Eck et al., 2010). In VOS, the distance between two items (unit of
analysis) represents the relatedness or similarity between them, VOS determines the sim-
ilarity between the units of analysis by transforming the co-occurrence frequencies using
the similarity measure. S;; represents the similarity between items ¢ and j. The VOS uses
the association strength of items to measure the similarity between items ¢ and j . The

association strength ( S;; ) equation is given by:

Sij = ' (2.1)
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Then VOS locates items on the map by minimizing

1<J
Subject to:
2

Basically the idea behind the VOS approach is to minimize the weighted sum of the squared

distance between all unit of analysis pairs.

2.4.4 Mapping and Visualization

Clustering provides a breakdown of statistics literature into a number of domains.
Throughout this paper, we use the terms domains, fields, areas and disciplines interchange-
ably. At the keyword level, we construct a term map for all keywords that occurred in 10
or more publications. The relatedness of the terms and the grouping of terms into different
clusters are based on the methodology described in 2.4.3. Terms are located in a 2D space,
and the distance between the terms is a function of their relatedness. Additionally, the colors
that we use for the term indicates the cluster that the term belongs to. The locations of
the keywords on the map are determined using the VOS mapping technique (van Eck et al.,
2010), and the software VOSviewer is then used to visualize the map (van Eck & Waltman,
2009). The threshold for the number of keywords to be included has been chosen to facilitate
the analysis and make the visualization more informative (the larger the number of terms,
the more the overlap between nodes since the 2D space for projection is limited). Also, at
the keywords level, we have charted the top 10 most used keywords for each period (1991-
1995, 1996-2000, 2001-2005, 2006-2010, and 2011-2016). We used the keywords frequency
and keyness. Keyness represents the importance of keywords by using the log-likelihood

calculation methods Biber et al. (2007) between the two unequaled size sets.
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At the publication level, we construct a citation map to obtain an overview of statistics
literature. Similar to the term map, a citation map provides a 2D representation of the
literature, where cited documents are located based on the VOS mapping technique. The
shorter the distance between the cited publications, the stronger the relationship, that is the
combined effect of direct and indirect citations. We also construct a citation cluster map to
provide a more high-level overview of statistics literature. Both maps are based on the 412
most frequently cited publications in statistics. Within these publications, the least cited
and most cited papers have been cited 35 and 411 times, respectively. (Recall that these
citations are not limited to ASA journals and/or the 1991-2016 period of analysis, for the
reasons explained in Section 2.4.3)

Using the citations within the 10,618 publications in the ASA journals, we develop a
journals map and a journals cluster map for visualizing the relatedness of journals, proceed-
ings, and/or books that have been cited in these publications. Hereafter, we use the term
To identify how the field of statistics evolved over the aforementioned time period, crates
for each of our units of analysis are calculated for five time periods, 1991-1995, 1996-2000,
2001-2005, 2006-2010 and 2011-2016. At the term level, we use the following term score as
a measure of whether the keyword has been used more frequently in the earlier or later time
period:journal to refer to any of these three types of sources cited. Both maps are based on
the 707 most frequently cited journals in statistics during 1991-2016. The least cited and
most cited journals have been cited 30 and 19,997 times, respectively.

At the authorial level, we have two maps. The first map is the author co-authorship map.
We construct a co-authorship map to obtain an overview of the collaboration between authors
in statistics literature. Similar to the previous maps, the co-authorship map provides a 2D
representation of the researchers and their location, based on the VOS mapping technique.
The co-authorship map is based on the 214 most produced authors in statistics. Among
these authors, the least productive author produced 10 papers, while the most productive

author produced 64 papers.
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The second map is the author co-citation map, which features 2D representations of the
resemblance of authors' work. The map is based on the 795 most cited authors in statistics.
Within these authors, the least cited and the most cited authors have been cited 50 and
1,255 times, respectively.

Also, in bibliometrics area, there have been several studies that seek to study the diffu-
sion of research, co-citation, and spatiotemporal change among research institutions (Bérner
et al., 2006; Katz, 1994). We perform a spatiotemporal analysis on the ASA data to identify
the contribution and the production of research among research institutions in the world.
The spatiotemporal analysis represents the time of publication and the location of the re-
search institution. The spatiotemporal map gives an overview of the contributions of research
institutions in statistics literature from 1991-2016. We value the contribution by the number
of citations the institutions have received. The map is based on the 1417 most contributing
research institutions in the world. Within these institutions, the least cited institution re-
ceived 0 citations, and the most cited institution received 17,867 citations. When a research
institution has contributed but its work has not been cited, we considered its contribution
to be zero. This type of analysis provides an even higher level of analysis from that of the
publication level. In fact, our intention is to provide multi-levels of analysis from the very
specific (term-level) to the very high-level (journal), alongside the spatiotemporal analysis

to capture the overview of statistics literature.

2.4.5 Analysis of Developments Over Time

To identify how the field of statistics evolved over the aforementioned time period, crates
for each of our units of analysis are calculated for five time periods, 1991-1995, 1996-2000,
2001-2005, 2006-2010 and 2011-2016. At the term level, we use the following term score as
a measure of whether the keyword has been used more frequently in the earlier or later time

period:
23:1 Cj X M,

m;

(2.4)

tSZ' =
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ts; is the term score for a given keyword i and j represents the year ( 1 for the year 1991 and
26 for the year 2016). The indicator variableC} is set to 0 for 1991-1995, 0.5 for 1996-2000, 1
for 2001-2005, 1.5 for 2006-2010 and 2 for the last six years 2011-2016. m;_; is the number of
publications where a keyword 7 occurs in year j. m; represents the total number of times a
keyword ¢ occurs in our data-set. Based on this score, it can be easily seen that ts; can take
any value in the interval [0, 2]. A score of 0 indicates that all occurrences of this keyword
happened in the 1991-1995 period. Similarly, a value of 2 indicates that all occurrences
happened in the 2011-2016 period, and a value of 1 indicates that the occurrences have
been distributed equally among the five time periods. Based on these three example scores
and /or equation 2.4, one can easily deduce that the term score represents the percentage of
occurrences in which a particular keyword has been used during the time period 2011-2016.
We use these scores to develop a temporal term map. It should be noted that this analysis is
somewhat similar to the analysis performed by (Rodrigues et al., 2014). We use a different
scoring coefficient, however, to facilitate the interpretation. At the publication level, we
calculate the citation rates for the five time periods. For each cluster of publications and
time period, we calculate the citation cluster score, as follows:
Z?il Cj X Ny

_ 2.5
CSk - (2.5)

csy is the citation score for publication cluster £ ,j represents the year, and C} is the indicator
function used in equation 2.4. ny represents the total number of publications cited in cluster
k , and ny_ ; is the number of publications cited in year j in cluster k.The interpretation of
the citation cluster score is similar to that of the term score, meaning, 0 indicates that all
publications within that cluster have been cited during 1991-1995. We present the results
for this in a temporal cited publication cluster map and in a tabulated format.

For the journal level, we repeat the analysis (of the publications) but with the cited
journal as the unit of analysis. We calculate the cited journal score (jsi) using the same

logic as that of the citation cluster score. For the sake of conciseness, we do not provide the
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equation for how we calculate the s;. The results are presented in a temporal (cited) journal

map.

2.5 Results

2.5.1 Keyword Level: Term and Temporal Term Maps

There are 576 out of 17,769 original keywords that have met the criterion of appearing in
at least 10 publications. The term map, shown in Figure 2.1, depicts ten clusters of terms that
are used in statistics literature. The clusters cover the following topics: (1) Reliability (red);
(2) Density Estimation (chocolate); (3) Computer Experiments and Geostatistics (green);
(4) Expectation Maximization (purple); (5) data quality (blue); (6) Time Series (yellow);
(7) Design of Experiment (pink); (8) Data Science (brown); (9) Statistical Process Control
(orange); and (10) Dimension Reduction (dark green). The number of terms per cluster is
102, 88, 78, 70, 58, 58, 54, 46, 12 and 10, respectively. In addition, the size of the text is
an indication of the relative frequency of use within the 10,618 ASA journal papers. The
most frequently used terms in Figure 2.1 are Markov Chain Monte Carlo, R, and kernel
with 440, 349, and 280 papers listing them as keywords, respectively. Note that the spatial
orientation is a function of the relatedness of any two terms. Therefore, e.g., Nonparametric
Regression and Nonparametric Density Estimation are very close even though they belong
to separate clusters. It should also be noted that this figure does not depict all 576 keywords
since there are some terms that spatially overlap. For example, the term Gibbs Sampler
does not appear in the figure since it overlaps with the term Markov Chain Monte Carlo. In
the supplementary materials, we provide a table containing all keywords and their clusters

for the readers' reference.
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Figure 2.1: Term map with colors indicating ten clusters of terms.

Figure 2.2 shows the same map as in Figure 2.1, with the exception that the color of the
term now indicates the probability of a term's usage during 1991-2016. This figure shows
an increasing rate in the use (or design of statistical modules) in R (ts = 1.85), Matlab
(ts = 1.81), Graphical User Interface (ts = 1.54), Lasso (ts = 1.72), Adaptive Lasso (ts =
1.85), and Oracle Property (ts = 1.82). The first three keywords reflect the increasing role of
software and data visualization in the field; for example, the ASA has started sponsoring the
Journal of Statistical Software as of 2006. While Lasso has been introduced by (Tibshirani,
1996), the majority of Lasso citations have occurred since 2006. A quick Google Scholar
search indicates that 72% of Lasso citations happened during the 2006-2016 time period
while 31% of the citations happened during 1991-2005. Additionally, (Zou, 2006) wrote
his seminal JASA paper “The Adaptive Lasso and Its Oracle Properties” in 2006. It is
therefore understandable why Adaptive Lasso, and the Oracle Property have only appeared

after 2006. On the contrary, publications involving the keywords Mazimum Likelihood (ts =
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1.00) and Hierarchical Bayes (ts = 0.6) have been decreasing in ASA journals. We believe
that the rationale for the decrease is not due to an actual decrease in these research areas
but is due to the field's utilization other terms instead. For example, Hierarchical Bayes
has been replaced by Bayesian Hierarchical Model(ts = 1.52). Publications on more well-
established topics such as MCMC, Shrinkage, and Statistical Process Control are distributed
fairly equally among the four time periods. We provide a table containing all the ts scores

for all 576 keywords in the supplementary document.
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Figure 2.2: Temporal term map. Color indicates the probability of term use during 1991-
2016.

To obtain a better understanding of how a certain group of keywords has evolved, we
provide a boxplot of the term scores for each of the 10 clusters in Figure 2.3. The mean term
scores for each of the ten clusters are as follows: 1.080, 1.382, 1.246, 1.118, 1.287, 1.202, 1.260,
1.400, 1.190, and 1.170. Recall that each of these scores indicates the percentage of usage

during 1991-2016. A one-factor ANOVA on the clusters suggest that the null hypothesis of
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equal treatment means should be rejected (p = 0.000). Accordingly, we perform Tukey's
honest significant difference (HSD) test to consider all possible pairwise differences of means
at the same time. The Tukey's pairwise comparisons grouped the clusters into four groups,
which are groups A, B, C and D. Group A contains clusters 2,3,5,7,8,9, and 10. Group B
contains clusters 3,5,6,7,9, and 10. Group C contains clusters 3,4,6,7,9, and 10. Group D
contains clusters 1,4,6,9, and 10. The results indicate that the clusters that do not share
a letter are significantly different. For example, clusters 2, and 8 are significantly different

from clusters 1 and 4.
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Figure 2.3: A Boxplot of the term scores for each cluster.

In Figure 2.4, we have charted the top 20 most used keywords for each time period:
1991-1995, 1996-2000, 2001-2005, 2006-2010 and 2011-2016. The data come from the orig-

inal keywords in ASA journals. We have deleted words such as “methods”, “techniques”
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and “models” because they do not provide any additional information regarding the most
important words. The first column shows the time period, and the second column shows the
top 10 words that appeared in the original keywords. The third column shows the maximum
frequency for each keyword. The fourth column is the chart for the maximum frequency for
each keyword. The fifth column represents the “keyness,” which indicates the importance
of the keyword in the period when compared to the whole set of the keywords, and it is
particularly useful when the two sets are unequal in size, like in this case where we compare
the frequency of the word in the period and the whole set from 1991-2016. As shown in
the chart below, the keyness value for each word will differ based on its appearance in the
time period. For example, the keyword “Markov Chain Monte Carlo” is the top keyword
in the period 2001-2005 with a keyness of 11.83, but in 2006-2010 it is also first. How-
ever, its keyness is 8.19. This indicates that the keyword “Markov Chain Monte Carlo” was
more important in the period 2001-2005 than the period 2006-2010. In period 2011-2016
the “Markov Chain Monte Carlo” is 2.11. By looking at the MCMC keyness value we can
state that the 2001-2005 period was the most effective era for research on the MCMC within
ASA literature, we extract the chart for “Markov Chain Monte Carlo” in 2.5 . The sixth
column shows the chart for keyness for all the keywords. Then, the last column shows the
term frequency for the keywords in each period. For interactive visualization please see

http://www.viziolation.com/asa.html
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Figure 2.4: Top 20 keywords in the ASA original keywords, 1991-2016.




™ Maximum
Period Keywords Keyness Frequency By Year

1996-2000 markov chain monte carlo 1.11% g 0.0100
2001-2005 markov chain monte carlo 11.83% ﬂ 0.0100
[ | 0.0100

2006-2010 markov chain monte carlo 8.19%

0.0100

==

2011-2016 markov chain monte carlo 212%

Figure 2.5: Markov Chain Monte Carlo Keyness values.

2.5.2 Publication Level: Cited Publication and Temporal Publication Maps

The total number of publications that have been cited by the 10,618 ASA papers is
136,762 individual publications. Since we focused on publications that have been cited at
least 35 times, 412 documents meet this criterion. We use these documents to create the
cited publication map in Figure 2.6. The map indicates the relationship between highly
cited publications and shows how these publications cluster together. These publications
are grouped in 7 clusters, as indicated by the different colors depicted in Figure 2.6. As
explained in the terms map, we cannot show the entire 412 cited publications. It should also
be noted that, as expected, some of these publications outdate the 1991-2016 time period.
These are either influential books or seminal papers, like P.J. Huber's “Robust Estimation

of a Location Parameter,” published in the Annals of Mathematical Statistics in 1964.
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Figure 2.6: Cited publication map with colors indicating eight clusters.

We have examined these clusters manually to assign an appropriate label to each one
of them. The labels and descriptions of the content of these clusters are provided in Table
2.1. The reader should note that some of the topics overlap among the clusters. This is not
surprising, as we have depicted this in Figure 2.5. We also provide the mean cited publication
score for each of the clusters in Table 2.1. Conclusions similar to the temporal analysis of
the keywords can be made, where there are an increasing number of citations for Lasso, and
statistical graphics/R. In general, the citation rate for most clusters is increasing. This is

probably due to the increase in the number of journals.
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Table 2.1: Clusters of cited publications.

Main Topics Number Number of citations SCx
cluster
of publi-
cation in
cluster
1991- 1996- 2001- 2006- 2011-
1995 2000 2005 2010 2016
1 MCMC and 94 892 1344 1340 1313 1259 1.06
logistic
regress
2 Bayesian 90 515 1295 1618 1399 1416 1.15
analysis and
Mixture
models
3 Regression 75 377 813 1036 1198 1165 1.22
analysis and
Longitudinal
data
4 Spatiotemporal 45 35 88 241 897 1529 1.68
analysis
5 Econometrics 39 382 548 484 511 600 1.08
and
forecasting
6 Lasso and 37 26 125 221 711 1588 1.7
Models
selection
7 Experimental 33 238 406 512 510 732 1.23
design
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In Table 2.1 , we have highlighted how the clusters of cited publications vary over the
five time periods of the analysis. Figure 2.7 provides an in-depth look at how some of the
most cited publications vary over time using the citation score of equation 2.5. One can
observe two expected results: a) publications published after 2009 will have a citation score
of 2, and b) publications published in the first period will have higher values of their citation

score.
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Figure 2.7: Temporal cited publication map, Color indicates the use of citation 1991-2016

More interesting observations can be made by investigating some of the earlier citations.
There are several papers whose citation rate has not decreased in the past twenty six years,
even though they have been published several decades ago. These papers are primarily
colored in yellow and green. Huber's 1964 paper serving as an example here. Based on our
data-set, Huber's paper has been cited two times during the time period of 1991-1995, cited
6 times during the time period 1996-2000, cited 6 times during the time period 2001- 2005,

cited 9 times during the time period 2006-2010, and cited 16 times during the time period
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2011-2016. It should be noted that these counts are only based on the citations within the
original 10,618 publications, and their citations, namely, the 136,762 documents that we have
investigated here. These results can offer only a sample of how this paper has been cited.
By further investigating this result, we can confirm that the observation made from the
graph reflects a growing interest in this paper by our community. More specifically, the WoS
indicates that this paper has been cited by 1833 publications. The top six years in terms of
the number of records cited are: 2016, 2015, 2014, 2013, 2011, and 2012, respectively. These
six years account for 644 of the citations as shown in Figure 2.8. Therefore, 46.33 % of the
citations for the Huber's paper have occurred in the 2011-2016 time period. The usefulness
of Figure 2.7 lies in its ability to offer statisticians an opportunity for generating hypotheses
about the influence of certain publications. These hypotheses can then be rejected (or not)

based on a more detailed investigation.

Citation Times and Years for Huber's Paper since 1991

180

160

140

120

100

80

B Citations

60

40

2 I I

0
m = w
(== [e=] =
o o [==]
o~ ™ ™~

Citations for Each Year

2004 |
2005

2007
2008 T
2009 T

2010 EE——
2011
2012
2013 |

1992 ==
1993 ==
1994 =
1995 ===
1996 Imm———
1997
1998
1999 =
2000 IE—
2001 ——
2002 ——
2005 E—

2006 m——

1991 m==

Figure 2.8: Citation counts for Huber's paper since 1991. Data retrieved from WOS website.
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2.5.3 Journal Level: Journal and Temporal Journal Maps

Based on the mapping and clustering approach of van Eck et al. (2010), we obtain six
clusters of cited journals. Figure 2.9 shows the six clusters. It can be easily seen that the
clusters cover the following topics: (1) computer science (red); (2) medical with a focus on
surveying and design of experiments (brown); (3) applied statistics and statistical quality
control (green); (4) econometrics and time-series analysis (purple); (5) theoretical statistics
(blue); and (6) data mining (yellow). The number of journals per cluster is: 240, 158, 128, 95,
84, and 2, respectively. The top 10 cited journals are JASA, Annals of Statistics, Biometrika,
Biometrics, Econometrica, Technometrics ,JRSS Series B met, Journal of Econometrics,
JRSS Series B, and Statistics in Medicine. While our original data-set is only based on the
ASA journals, only two ASA journals appeared in the top 10 cited sources. Accordingly, we
believe that the effect of the original sample on our analysis is somewhat limited and that

conclusions from this figure may be generalized to the field of statistics.

1+ computer science

2~ medicalwith 3 focus on surveying and design of experiments
3 applied statistics and statitical qualty control

4 econometrics and time-series analysis

5 theoretica statitics

& vosviewer

Figure 2.9: Cited journal map.
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In Figure 2.10, we provide a map similar to the one in Figure 2.9, however the color of the
nodes represents the percentage of citations for a journal in 2011-2016 as compared to its total
citations during 1991-2016. In Figure 2.10, one can note that there has been a significant
increase in citations for the following journals: Machine Learning, IEEE Transactions on
Pattern Analysis, and Econometric Theory. Increased citations for machine learning journals
can be justified with the increasing role of statistics in applications with massive data-sets.
One can also note that within a certain field, the role of the journals of time can be changing.
For example, Advanced Theory of Statistics (journal score, js = 0.13) and The statistical
analysis of failure time data (js = 0.11) have seen a reversal in their citation rates in the
five time periods. It is unclear whether this is attributed to changes in directions with new
editorial boards or to other reasons which relate to the quality/impact of the publications.
We provide a table containing the full listing of the journals, their clusters, and their js

scores in the supplementary document.
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2.5.4 Author Level Analysis

At the author level, we aim to study direct and indirect relationships among authors in
statistics literature. First, the direct relationship among authors is clustered and mapped
based on author co-authorship analysis. We obtain 15 clusters of authors, shown in Figure
2.11. The number of authors per cluster is: 21, 20, 18, 17, 17, 17, 16, 12, 12, 11, 11, 11, 11,
10, and 10, respectively. The total number of authors who have worked with other authors is
11,995. This number does not represent the total number of authors in our data-set, because
some of these authors have worked alone. Our study focused on authors who have at least
10 publications, and have collaborated with other authors. We found a total of 258 authors
with at least 10 publications, of which, 71 of them were omitted from the study because they
did not collaborate with other authors. Our final data-set contained 214 authors with at
least 10 publications and a collaborative history with other authors. The strength between

authors depends on the number of publications they have completed together.

& vosviewer

Figure 2.11: Author co-authorship.
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To examine the indirect relationship between two authors, we performed the author
co-citation analysis (ACA). ACA shows the relationship strength between two authors by
counting the times the two authors have been cited together by other papers (White &
McCain, 1998). The total number of authors who have been cited is 54,200. We focused
on authors who have been cited at least 50 times, we chose threshold of 50 to expedite
visualization. We had 795 authors clustered in 6 clusters, shown in Figure 2.12. The number

of authors per cluster is: 175,155,136,135,106, and 88, respectively.

ﬁsvosvlewer

Figure 2.12: Author co-citation.

By means of these the two analyses, we can figure the direct and the indirect relation-
ships between two authors. For example, Hall, p and Fan, jq have a strong direct relationship
because they share the same cluster in the co-authorship map, and they share the same clus-
ter in the co-citation map. Also, we can say that Efron, b and Rosenbaum, pr have an

indirect relationship since they share the same cluster in the co-citation map, but they do
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not have a direct relationship since they fall into two different clusters within the realm of

co-authorship.

2.5.5 The Spatiotemporal Analysis

ASA publications from 1991 to 2016 were analyzed to identify the spatiotemporal
changes and the most contributing institutions among the research institutions in the World.
The data-set included 1417 research institutions in 10,618 papers, papers that have been pro-
duced by 11,995 authors. In this paper, institutions include universities, colleges, research
labs, corporation labs, and all other academic institutions. We preprocessed the data to clean
for our analysis. We included non-US institutions from our analysis to better visualization.
Furthermore, we examined each author and research institution listed on each paper, and if
the authors of a paper are from the same institution, then we count the citations for their
institution. However, if the paper was co-produced by more than one institution, then we
count the citations for each institution. We decided to merge each institution that has more
than one campus or different departments into one entity. The map below aims to iden-
tify the contribution of research institutions to ASA journals in the world, throughout the
1991-2016 time period. We retrieved the zip codes and countries' names, the publishing in-
stitutions' names for each paper from the research address and the year from the publication
year. The collaborations among authors from different institutions have led to assign the
total time citation for the publication for each institution appeared in the research address
field. There are 1417 research institutions in our data-set. The size of the circle represents
the total time cited. The highest total time cited is 17,867 citations for Harvard University.
The color of the circle represents the publication's year, from white (1991) to dark red (2016)

as shown in Figure 2.13.

33



Westerr Washingtom i

Univ Washington

Pacific st Las

Oregon Grad I 561 & Techno Montana@eate Univ

3 EcolfEffecta Res Lab
Univ Oregen

Micran Tekhnod It £cac igana inc

Utah Seate inke
Vastern Ehayes Tectnol Inc
Colorado§tate Univ

unienier

Uniwleah
Erigham Young Univ.

Cal# State Wiater Refburces Control Scard
Univ Calif Berkele!
o

Sacific Eisheriss Enuironm Lab
ikl B i Secelerstor OpsPaga Technal Div

Calif Folytech State Univ San Luis Obispo No Arizor Univ

Univ NeggMexico

Univ Calif &8s Angeles
B

Univ CalifSan Diego
Univ Arizars Mew Mexics Stats Univ

™, Uniw

Texas Tech Univ

Michigan Twchnol Univ
N Dakota Btate Uni elF

5t Cloud fcave Univ

Univ Minesota Univ Maine
St Lawnégee Univ S

Wayo Clin & Mayo Fén
Univ HeaBrgans

Reswell Bk Canc Inst Ingfeificia 5
Cornetl Univ

Univ Wiscomsin oMicigan /o
Univ Madhigan

|jigence Lab
arvaed Univ

Na llingis Uk

lowa State Univ
Upiv Nebraska
(o]

Univ &kran

Alcogtab Meih Sloap ket
Fed Feserie Sn

E: phia
Johns H&BR%E Univ

g Canc Ctr

Custamer Potenti Management Corp

Wniv .?|iﬂ°i50 Ohig State Univ

o
Univ Gincinnati

Fec Flanarie 3grk farsas Cizy
ashington Univ

2 Teshne: Unjv Virginia

o
Univ Ketucky
Virginia Polytech Inst & State U-'}L‘-"

Wiiasauri Urs
Wichita State Univ

Sw Mizzaun State Univ

Oklshoma Statedniv Vanderbilt Uniy  SLennesseBState Univ 2

S -] Univ.N.Garolina
Uriv Okizhoma Sgyuce Childrens Res Hosp o
Unhe Missinsi Ciarkazn Univ
el Ll

eyt . Comats | Carplma Univ
Ge0ng I Eecpaniy SUM(Citation)

Texas §offiled Cor Dallas S Wit e ienTins. | M Ui Carslina o
Sayler Univ 1 17,867
Te:_as A&M Univ, Lalisians gfa:gy.-,, Flarida State Uriv ] SUM(Citation)
Terasfan fntons O Univ Florida 1
sz
Uniw Cent Florica
Abc 5,000
United Technol Pratt & Whitney Abc 10,000
Unix Texaa 280 American . Abcas,oo0
. Flarigadns Uni Npci7,ss7

Figure 2.13: Spatiotemporal Visualization for institutions over the USA, 1991-2016.

Table 2.2 below shows the top 10 contributing research institutions. The first column

shows the name of the research institutions.

The second column shows the number of

contributing for each institution in the data-set. The third column represents the number

of citations received by each institution. In the supplementary materials, we provide an

interactive visualization for our spatiotemporal analysis.
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Table 2.2: The top 10 contributing institutions in ASA journals in the USA, 1991-2016.

Name of institution of contributing | of citations for
for institution institution

Harvard University 364 17,867
University of Washington 229 11,728
Stanford University 193 11,690
University of Wisconsin 219 8,184
University of NC 330 7,712

UC Berkeley 149 7,163
Duke University 261 7,060
University of Michigan 255 7,005
Johns Hopkins University 162 6,814
University of Minnesota 223 6,382

2.6 Conclusion and Future Work

The objective of this paper was to track the evolution of statistics literature over the
past 26 years. We attempted to accomplish this objective by examining a sample of statistics
literature that contained keywords extracted from 10,618 papers published in ASA journals.
Also, we sought to achieve this goal by studying the cited references, journals within them,
relationships between authors, and the spatiotemporal element within statistics literature.
We also divided the time period of analysis into five periods 1991-1995, 1996-2000, 2001-
2005, 2006-2010 and 2011-2016 in an attempt to identify emerging trends within the field.
The methods employed in the analysis originated from the fields of bibliometrics (selection
of the units of analysis), text mining (data extraction and processing), and information
visualization (mapping and clustering). These methods allowed us to address the following

six sub-questions that are related to the evolution of statistics:
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e What are the main research fields within statistics (based on a data-driven approach)?

How do these research fields relate to on another?

How do these fields develop over the time period from 1991-20167

e What are the main drivers for these publications?

What did the top research institutions in the world contribute to the field of statistics?

How did these institutions' contributions change over the 1991-2016 time period?

Therefore, our approach builds upon the data-driven approaches of Ryan & Woodall
(2005) and Baccini et al. (2009) by using additional quantitative measures (based on key-
words, cited references, cited journals, and authors) to study statistics literature. We also
provide visualizations that depict results and can be used to generate additional hypotheses
for further analyses.

From our keyword analysis, based on the 10,618 ASA papers, we have identified 10 major
research streams within statistics. The streams cover the topics of: (1) reliability; (2) Density
Estimation; (3) Computer Experiments And Geostatistics; (4) Expectation Maximization;
(5) data quality; (6) Time Series; (7) Design Of Experiment; (8) Data Science; (9) Statistical
Process Control; and (10) Dimension Reduction. The research within the streams has been
steady, or increasing, as indicated by the calculation of the average term score for each of
the clusters.

By investigating the cited references within these papers, we obtain a more detailed
understanding of the publications driving the research in the 10 term clusters. Our results
indicate that the cited references can be divided into seven groups. It was interesting to
observe how Huber's 1964 paper has received considerable attention over the last six years,
compared to its earlier years. This is different from how earlier works in statistics are cited
over time. As Ryan & Woodall (2005, p. 462) note, “As a method becomes a generally

accepted part of statistics, e.g., the one-sample t-test, the citation rate of the paper in which
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the method was initially proposed decreases.” We believe that observations about anomalies
in citation counts may not be possible without the bibliometrics approach that we have
followed (under the assumption that one does not have prior knowledge for what to look
for).

Based on the 136,762 citations, we have shown that the most cited journals can be
grouped into seven clusters. These included two clusters on each of theoretical statistics,
biological / medical statistics, applied statistics, and data mining. From the temporal analysis
of these journals, we have learned that there is an increasing amount of statistical research
being conducted in machine learning. We have also shown how such analysis can be useful
in generating insights into the relative impact of certain journals in a specific field.

By applying the co-authorship analysis and the author co-citation analysis on our data,
we have the ability to distinguish the direct and indirect relationships among authors. The
direct relationship among authors is clustered into 15 clusters of authors, while the indirect
relationship is clustered into 6 clusters. By investigating the direct and the indirect relation-
ships among the authors, we can track an author's research interest. Also, by examining the
contribution of research institutions over the 1991-2016 time period, we can identify the spa-
tiotemporal changes and the most contributing institutions among the research institutions
in the World.

A number of limitations in our analysis need to be reiterated. First, the results of
our analysis may be impacted by our sample of publications that we selected. The use of
alternative criteria might have led to a different view on statistics literature. Since most
review papers are inherently subjective, we do not consider this present discourse noticeably
dissimilar from others of its kind. M.L. (2003) stated that there is no universally accepted
definition of statistics, and therefore, any paper synthesizing the literature on statistics can
vary based on any given perspective. There are several technical limitations that should
be kept in mind with any bibliometrics analysis (Rodrigues et al., 2014). First, the maps

used are restricted to a 2D space, which means that may not always be able to depict the
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relatedness of the different units of analysis in the most accurate way. This information loss
is inherent in any dimension reduction technique. The use of clustering restricts the terms,
publications, journals, and/or authors to only one cluster. This makes it difficult to properly
represent units that relate to multiple topics, especially if the distances between the units are
not taken into account. We have also used somewhat arbitrary thresholds for the keywords
(at least 10 occurrences), cited publications (at least 35 citations), journals (at least 30
citations), author co-authorship (at least 10 publications), and author co-citation (at least
50 co-cited). The purpose of these thresholds was to provide some measure of importance
and relevance to the units of analyses. The choice of these thresholds may change the
perspective of the literature. We have performed several trials to gage the impact of the
threshold on the clustering. The results of these trials, which are not included in the paper,
seem to indicate that the choice of threshold has limited effect within the vicinity of the
values selected for the threshold. We have not conducted testing with significantly different
threshold numbers since we think that these threshold values are reasonable. That being
said, readers can perform a more extensive sensitivity analysis using the links presented for
the interactive figures.

In summary, this paper presented an approach to analyze large amounts of bibliometrics
data in the field of statistics. Visualizing this data with bibliographic tools, like VOSviewer,
allows one to obtain a high-level view of the structure of our literature. This approach could
be extended to a particular subfield of statistics. For example, it would be interesting to
see how the observations from this data-driven approach will differ from the recent Woodall
& Montgomery (2014) paper on the research issues and directions within statistical process
control. Additionally, this method of analyzing the literature can help identify emerging
trends in the literature. An example of this was highlighted through the growing amount of
citations for Huber's 1964 paper. We hope that the analysis presented in this paper revivify

additional discussion on the history of statistics and its evolution.
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We provide an Excel file that contains the results of the analyses for the keywords, cited
publications, journals, authors, and research address. In addition, the excel file contains all
the information needed to recreate all the figures in this manuscript using different software.
To download the file, please direct your browser to our website http://www.viziolation

.com/.
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Chapter 3

Appropriate Similarity Measure for Co-word “Keywords” Analysis

3.1 Abstract

The volume of scientific literature, most of which is available on the Internet, has in-
creased in the last couple of decades, elevating, in turn, the need for new methods and
techniques to expedite and facilitate the process of perceiving an overview of a scientific
topic, specifically with respect to volume magnitude and visual data representation. How-
ever, as scientific literature continues its near exponential growth, methods for increasing the
efficacy of data analytics are needed, warranting this present discourse. Hence, the aim of
this paper is to introduce a hybrid approach for calculating the similarity measures for key-
words in a co-word analysis. The proposed approach integrated the co-citations of keywords'
articles within the co-word analysis of keywords to get accurate similarity metrics between
keywords. This leads to better synergy between quantitative and qualitative approaches in
bibliometrics research. To accomplish such an undertaking, we studied literature from the
American Statistical Association (ASA) for the period of 1991-2016. Our result shows that
our new method, compared to current similarity measures, has improved the ability of the

clustering method to assign keywords into the right cluster by an average of 50%.

3.2 Introduction

In the past few decades, the amount of scientific literature has increased drastically, and
given the evolution of the Internet and communications, much of this information is just a
mouse-click away. In 2006 alone, there were 1,346,000 articles published in 23,750 journals,

and in 2009, the number raised to 1.8 million articles in 28,000 journals, according to STM
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(International Association of Scientific, Technical Medical Publishers) (Ware & Mabe, 2015,
2009). Also, they reported that in 2014 there were 2.5 million articles published in 28,100
journals. The average annual growth in publishing and journals is around 2.5% and 3%,
respectively (Ware & Mabe, 2015, 2009). Adding to scientific knowledge on a whole, this
amount of scientific literature has even created new subfields within (Jinha, 2010). Given
this, new scholars and researchers find keeping up with their respective fields a challenging
task. This issue raised the need for methods, tools and techniques to expedite and facilitate
the process of comprehensively perceiving a given field of study. The need for analyzing and
visualizing the huge amount of scientific literature data led to the creation of bibliometrics
science.

Applying bibliometrics analysis on any scientific field is for equipping scholars or re-
searchers with a coherent knowledge of the intended field, within a reasonable time frame.
At the same time, an ancillary goal is to provide depth perception for the connections be-
tween units of analysis (e.g. authors, keywords, documents, and so forth). Once this is
achieved, it will be more manageable for scholars to have a more accurate sense of what the
new hot topics are, especially with respect to the new subfields within a given field. As a
result, this paper aims to help the researcher recognize the development of a given field by
using the co-word analysis approach to cluster keywords better.

The main focus of bibliometrics science involves the collection of data to present infor-
mation in an insightful way. Bibliometrics tools and methodologies transform bibliographic
data into formats that are more intellectually digestible. Moreover, retrieved from scientific
publishing products, bibliographic data is the metadata of documents or fields; examples of
metadata include keywords, words, journals, documents, authors, citations, or spatiotempo-
ral elements, all of which are used as units of analysis (items or objects) to construct maps
and to visualize the intended field. Usually, bibliographic data come in the form of innu-
merable records, so this type of data needs to be processed before visualizations is optimal;

consequently, this discipline is heavily dependent on data mining and data visualization.
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By way of overview, Borner et al. (2003) used the following sequential steps to online
the procedure behind Knowledge Domain Visualization, which is also interchangeable with
“bibliometrics” or “scientometrics.” (1) data extraction, (2) definition of unit of analysis, (3)
selection of measures, (4) calculation of similarity between units. and (5) data visualization
and analytics. Data extraction is the first step of constructing a visual representation of the
intended subject and comprises the collection of bibliographic, which is highly contingent
upon two criteria. The item of the subject that one wants to be study, and the relation be-
tween the items that will be mapped and visualized at the end. Retrieving the bibliographic
data will be through different methods from data sources that have full record of biblio-
graphic data or part of it, such as web of science WOS, Google Scholar, PubMed, and the
like. Bibliographic literature presents the background needed for identifying the measures
and for representing the relationships between them using graphs and networks.

Next, the step of defining the unit of analysis consists of two parts. The first part is
to choose the unit of analysis that the one wants to study and present in a visualized map.
The unit of analysis is divided into five categories. The first is the journal level where the
goal is to study the relationship between journals. Next is the document level, containing
articles, books, and other sorts of publications; this level is helpful when one wants to study
the relationship between publications by subject or area. Third, the word level, includes a
keywords list, title, abstract, or full body text as a unit of analysis. We believe that each
keyword in a keywords list should be treated as one unit because the main goal here is to
study the idea, not just words. Nonetheless, in the other units words will be used as the
unit of analysis. For example, in chapter 2, we choose keywords to study the development
of subjects and new trends in the statistics field. Fourth, there is the author level and it
involves the use of authors as unit of analysis, like in chapter 2 where we investigate the direct
and indirect relationship between authors. Finally, the spatiotemporal level, as the name
suggests, pertains of space and time, more specifically, the study of institutions, country,

and evaluation overtime.
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The second part of defining the unit of analysis is preparing the units for analysis, a
process that consists of cleaning and making data ready for analysis; it is this preparation
phase that raises the efficiency and effectiveness of any applied analysis. This step relies
heavily on methods from text mining (Rodrigues et al., 2014). Text mining employs natural
language processing (NLP) methods to extract bibliographic data from the publications and
preprocesses the unit of analysis. In this paper, we used NLP to preprocess keywords, our
unit of analysis. We used the stemming technique to convert keywords into their basic forms
(Francis & Flynn, 2010).

The third step of bibliometrics is the selection of measures. The main goal of this step
is to measure relatedness between the unit of analysis. To know if your units are related or
not, one should apply an appropriate measure. This explains why there are several measures
in bibliometrics, each one possessing various degree of strength and weakness with respect
to the particular unit of analysis being studied; however, regarding citation relation, there
are three conventional approaches. The first and most used approach for citation relation
is co-citation, which measures the number of times two items are cited together, and is
conventionally used at the document, journal, author, and Spatiotemporal levels (Small,
1973). This technique centers upon the indirect relationship between the items of study.
Next is bibliographic coupling, an approach that involves gauging the number of times two
items are cited by the first and the second items (Kessler, 1962), for example, the number
of references listed in two articles' references lists. (Note, this strategy can be used for the
same unit of analysis as co-citation.) The third approach is direct citation, which is the
number of citations received from one item to another. This approach can be used at the
journal, author, and spatiotemporal levels.

The fourth step of bibliometrics visualization is the calculation of unit similarity. A
similarity measure is one of the essential steps of visualizing the bibliometrics outcomes,
especially since it reflects the relation between two items. For that reason, choosing an

appropriate similarity measure usually results in an accurate visualization for the data-set
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(Huang, 2008). The relation between two items is represented graphically in a 2D map where
the distance between the items reflect their similarity. The smaller the distance indicated, the
stronger the relation between the items. In this paper, the items correspond with our original
keywords. However, the proposed approach can be extended to other units of analysis as
well.

The fifth step of bibliometrics is data visualization and analytics. The main goal of
this step is to represent the output of data visually to the user. Data visualization, be it
interactive or non-interactive, is a representation of information on a graphical platform that
helps the user to examine, explore, discover, comprehend , and analyze a large amount of
data in a short period of time (Borner et al., 2003; Khan & Khan, 2011). This step includes
grouping similar items into clusters, laying out the items on a 2D space to represent the
relationship between them. Present vast amount of data visually makes the information of
inquiry easier to understand aids in the process of analyzing it effectively.

There are different ways to analyze the data, but clustering, by far, is most preferred
especially in conjunction with co-word analysis. In addition to the efficiency in which it
reveals the quality of keyword similarity, the clustering analysis method is a crucial and
helpful technique that automatically arranges items into considerably coherent clusters (Jain
et al., 1999). In this paper, we use hierarchical clustering method, since it is an unsupervised
technique. In co-word analysis, clustering is based on counting keyword co-occurrences and
measuring relatedness between the keywords.

All of the above summarizes the typical process for producing helpful data visualization.
Moreover, the product of this process provides researchers, both novice and veteran alike,
with insights into various scientific fields and helps them consider the quality of the research
in a holistic way. However, there is still room for improvement, which is why quantitative
and qualitative methods should be used together in bibliometrics science. Such a hybridity

could aid in the assessment of research quality or influence.
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This paper focuses on keywords as the unit of analysis. After applying and understand-
ing the field of bibliometrics, one may begin to see how the keywords analysis may be the
best way to gain general insight into any field. This is especially the case since authors
carefully choose their keywords for their research, studying the keywords gives a clear idea
about the field's flow, particularly when compared to other units of analysis (Whittaker,
1989). Also, our method is ideal for keywords since it is possible to count the co-occurrence
and find the co-citation of their articles.

Given that keywords is the unit of analysis in this paper and that the number of co-
occurrences between keywords is a central element within our method, we had to make use of
a quantitative similarity measure. Nonetheless, such an intrinsically quantitative measure,
though convenient and objective in nature, is not always reliable. Hence, by thoughtfully
integrating such a quantitative measure into a qualitative method, one could improve and
give more reliability to a co-word analysis, which is why this present discourse focuses on
the effect of the co-citation between their articles on the relatedness between the keywords.
This paper accomplishes the aforementioned task by providing a comprehensive literature
review; a description of the proposed method; a case study; and, lastly, a brief segment for

concluding remarks.

3.3 Related Work and Background

In bibliometrics science there has been many attempts to integrate quantitative and
qualitative methods to create innovative approaches to outperform old approaches. The
main purposes of these new approaches are to figure out new ways to look into bibliographic
data to get more information or to figure out designs that better detect inner relation. The
hybridization of co-word analysis and citation in bibliometrics science has not been studied
in depth due to the sheer immensity of the data involved (Zitt et al., 2011).

To the extent of our knowledge this is the first work that introduces a new similarity

measure for keywords and co-citations. However, there are a few hybrid works that have been
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done in the bibliometrics research. For example, one of the first attempts to integrate the
quantitative and qualitative method in bibliometrics was introduced by Braam et al. (1991)
when they introduced their approach to co-cluster documents by combining co-citation and
word analysis. Then Hammouda & Kamel (2002) proposed a new approach to improve web
document clustering by combining semi-structures inherent in web documents, document
index graphs, and phrase-based similarity measures. Also, Cao & Gao (2005) they tried
to improve the categorization accuracy of papers by integrating document content with
a citation structure. Chim & Deng (2008) introduced the concept of using a suffix tree
to cluster new documents based on phrase-based document similarity. Another researcher
proposed a new approach to automatically construct a term taxonomy and the relation of
terms based on weighted keywords co-occurrence (Li et al., 2015). Also, one team introduced
a hybrid approach to measure the similarity level between documents (Heidarian & Dinneen,
2016).

In light of other attempts at hybridization, we have pushed forward in the spirit of
innovation, understanding the increasing need to keep up with the rapid growth of scientific
literature. As has been said, the volume of scientific literature, most of which is available on
the Internet, has increased in the last couple of decades, elevating, in turn, the need for new
methods and techniques to expedite and facilitate the process of perceiving an overview of a
scientific topic, specifically with respect to volume magnitude and visual data representation.
At the present time, the bibliometrics mapping of science is a quantitative method for study-
ing bibliographic data (e.g. titles, keywords, authors, and so on) and visually representing
the information. Furthermore, when it comes to dealing with a large body of literature,
bibliometrics maps are exceptionally useful and have been used in different contexts like
research literature surveys, government decision-making, and scientific publications.

The aforementioned considerations are precisely why we saw an opportunity to improve
visualization via co-word analysis. However, before delving more into the hybrid method,

let's backtrack a bit to paint the co-word analysis method with broad strokes.
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Since its inception, co-word analysis has been used in many bibliometrics and informa-
tion retrieval studies to assess and illustrate a given field. The co-word analysis has been
used in different scientific fields: Hoonlor et al. (2013) used the co-word analysis to study
the trends in computer science research, and Liu et al. (2014) used it to study the field of
human-computer interaction, which entails the interchange between academic and techno-
logical research in the polymer chemistry area (Callon et al., 1991). Additionally, Ding et al.
(2001) applied this approach to map the intellectual structure of the information retrieval
field for the period of 19871997. Coulter et al. (1998) applied it to software engineering.
In the environmental acidification area, Law et al. (1988) applied this approach as well.
Co-word analysis has also been helpful in Condensed Matter Physics Bhattacharya & Basu
(1998) and the An & Wu (2011) stem cells field.

Integral to co-word analysis is the notion of co-occurrence. Two keywords co-occurring
in the same paper indicates the relationship between them. The higher the number of
the co-occurrence, the greater the relationship between them. Usually, the strength of the
association between the two keywords is decided by the times they appear together within
the same paper, but this does not reflect their inner relation to the field. In other words,
two keywords are connected more if their articles are related too. In other words, the co-
occurrence of items measures the relatedness between two items by the number of times two
items appeared together.

Co-occurrence is mostly used at word level, which is usually called co-word. The first
proposition for a co-word analysis was made by Callon et al. (1986) in the book Mapping
the Dynamics of Science and Technology in 1986. Since the appearance of this book, the
co-word analysis technique has become an important method in bibliometrics science. The
co-word process analyzes scientific literature based on item co-occurrence, where it studies
relationships and reveals term trends and patterns in scientific papers (Callon et al., 1991);
additionally, it detects patterns of keywords, words, and noun phrases as they co-occur in

a corpus of texts, keywords lists, or titles. In addition to examining the co-occurrence of
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terms as the indicator of the similarity between any two, the co-word analysis identifies the
relationships between items within the subject areas presented in the texts being investigated
(He, 1999).

Clustering is also an important process for showing co-word relatedness, where simi-
lar keywords form in the same group, the dissimilar keyword is in a different group, and
the distance between them represents their relatedness. Usually, the similarity measure is
bounded between [0, 1], where 0 means that the two keywords are disjointed, revealing their
distinction from each other. 1 means the two keywords are the same. Put differently, co-
word analysis represents the relation between keywords in a map by decreasing distance
between them (Whittaker, 1989). In distance-based mapping, the distance between two key-
words represents their similarity, and the single numeric value, i.e. the “similarity value,”
is affected by two factors: one, the properties of the keywords and, two, the measure itself
(Huang, 2008).

There are two main steps within the co-word analysis (van Eck et al., 2005). The first
step is the calculation of the similarities between keywords, and the second step is mapping
keywords, which will be utilized more in Chapter 4. In the first step, one usually calculates
the co-occurrence for each pair of keywords. Subsequently, one must store the co-occurrence
in a co-occurrence frequency matrix and then convert it to a similarity matrix.

The co-occurrence frequencies matrix does not reflect the similarity between keywords
(Waltman & Eck, 2007). Therefore, the co-occurrence frequencies matrix should be converted
to the similarity matrix to show the similarity between keywords. The co-occurrence data
are used in bibliometrics science to construct co-word maps (van Eck & Waltman, 2009), and
the main purpose of the similarity measure is to transform the co-occurrence frequency into
a similarity matrix for keywords by normalizing the co-occurrence frequency and presenting
it as a relation of similarity between keywords. There are two approaches for transforming a

co-occurrence frequency matrix into a similarity matrix. The direct similarity measure is the
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first approach; this measure involves the normalization of the co-occurrence by using simi-
larity techniques such as the inclusion index (Rip & Courtial, 1984), the Jaccard coefficient
(Peters & van Raan, 1993), the cosine similarity (Larsen & Aone, 1999) or the association
strength (Van Eck & Waltman, 2007). The second one consists of the indirect similarity
measures, mainly used in co-citation data in the bibliometrics field (McCain, 1990).

To determine the similarity between two keywords, the direct similarity measure adjusts
the co-occurrence of the two keywords to the total number of occurrences for each of the
two keywords. Because the similarity value between two keywords is bounded between [0,1],
it should be noted that one of the most important properties of direct similarity is that it
measures all non-integer values of similarity (Eck & Waltman, 2009). The co-occurrence
frequency matrix is symmetrical and proximal, which means that numbers in the matrix
could be similar or dissimilar between items (Kruskal & Wish, 1978; Cox & Cox, 2000).
In this paper, we focus on converting the keywords co-occurrence frequency matrix into a
similarity matrix, excluding the use of all measures that are not suitable for the similarity of
the co-occurrence matrix. The measure should be suitable for our data and must meet two
criteria. First, they must be suitable for co-occurrence data. Second, they must be suitable
for a similar symmetrical matrix. Given this, we do not consider indirect similarity measures
because they are not suitable for co-word analysis (McCain, 1990). Another reason for this
decision is that (Eck & Waltman, 2009) stated that an indirect similarity approach is not
ideal for co-occurrence data because it compares the co-occurrence profile of the object to
determine the similarity between the objects. Nonetheless, from a statistical perspective, an
indirect similarity measure has been described as an unconventional approach by (Schneider
& Borlund, 2007), the claim being that it is more appropriate for co-citation data. Since
our focus is on keyword co-occurrence, it is more compatible to use the direct similarity
measures.

In bibliometrics there are several limitations presented regarding similarity measures

for co-occurrence data or co-word analysis. In such a multidisciplinary field, like statistics,
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words and terms could have different meanings in various statistical subfields (Yang et al.,
2017; Peters & van Raan, 1993; Vaughan & You, 2010). In our proposed method, this
problem will be avoided since we do not use just the number of co-occurrence between
two keywords; we also use their articles' co-citation to measure their relatedness. If two
articles are co-cited together, they fall in the same subfield, and therefore their keywords
have a similar meaning or intention. Plus, the keywords that occur more frequently will be
related with so many other keywords, but since old similarity measures are quantitative, a
purely quantitative approach will not be able to differentiate between if the two keywords
are in relevant or irrelevant subfields (Zhang et al., 2014; Peat & Willett, 1991; Yang et
al., 2017). The current similarity measures only take into account the number of keywords
co-occurrences as a measure between each pair of keywords, without considering the relation
of their articles. Such a tunnel-vision focus misses an important relation between keywords.
If two articles are co-cited, they are related, and they fall into the same subfield; therefore
their keywords are more related than if they co-occur.

As mentioned earlier, there are different types of direct similarity measures, and the four
measures that are most well-known among similarity measures in the literature of co-word
analysis are: the association strength, the cosine, the inclusion index, and the Jaccard index.
First, the association strength is used for normalizing the co-occurrence frequency matrix,
which is also known as the proximity index Rip & Courtial (1984) or the probabilistic affinity
index (Zitt et al., 2000). The association strength is proportional between the co-occurrence
of the two keywords and the appearance of each keyword. One of the main drawbacks in the
association similarity is that it will not reach full similarity, namely, the similarity between
two keywords cannot be 1 unless both keywords occur one time and each co-occur in that
appearance. Such a scenario seems unrealistic. (See Table 3.1 for more related measures to
the association strength.)

Second, the cosine, also synonymous with different bibliometrics terms, was introduced

in 1986 in Salton's book Introduction to Modern Information Retrieval (Salton & McGill,
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1986), and since then it has become the most used similarity measure in bibliometrics science
(Eck & Waltman, 2009). In addition, representing the ratio between the co-occurrence of the
two keywords and the average appearance of each keyword, the cosine is also known as the
equivalence index (Callon et al., 1991; Kostoff et al., 1999) or Salton's measure (Luukkonen
et al., 1993; Glédnzel, 2001). The cosine similarity measure outperforms other similarity
measures in bibliometrics (Nelson et al., 2004). However Eck & Waltman (2009) stated that
the cosine similarity measure is not appropriate for normalizing co-occurrence data. Also,
Heidarian & Dinneen (2016) have discussed in detail the drawbacks of cosine similarity and
concluded that cosine similarity is more appropriate for measuring the difference between
two items instead of similarity.

Third, the inclusion index, often referred to as the overlap measure (Salton & McGill,
1986; Jones & Furnas, 1987), has been used in not a few studies (Rip & Courtial, 1984;
Kostoff et al., 2001). Finally, the Jaccard index (Small, 1973) is one of the most used
similarity indices in co-word analysis and is applicable in co-citation analysis. The Jaccard
index represents the ratio between the keywords' co-occurring and the number of times one
of the keywords occurs the least. Eck & Waltman (2009) stated that the Jaccard index is
not appropriate for normalizing co-occurrence data in co-word analysis.

Worth mentioning is that the previous similarity measures are employed outside the
bibliometrics fields, some of them lacking particular designations. for example, in non-
bibliometrics fields the Ochiai coefficient replaces the cosine; the Simpson coefficient replaces
the inclusion index; and lastly, the Dice coefficient usurps the role of the Jaccard (Cox &
Cox, 2000). The cosine similarity measure is used in co-citation (Anderberg, 1973), docu-
mentdocument similarity (Ahlgren & Jarneving, 2008; Ahlgren & Colliander, 2009; Salton
& Buckley, 1988), between two articles (Baeza-Yates et al., 1999). Having been theoretically
evaluated in bibliometrics literature, the four popular direct similarity measures have been

categorized into two classes (Egghe & Michel, 2002, 2003; Egghe & Rousseau, 2006; Baulieu,

o1



1989, 1997; Janson & Vegelius, 1981). The classes are set-theoretic and probabilistic sim-
ilarity measures. In short, the cosine, inclusion index, and the Jaccard index fall into the
set-theoretic similarity measures class, but the association similarity measure belongs to the
probabilistic similarity measures class.

Other practices include indirect similarity measures like the Pearson correlation coef-
ficients (McCain, 1990) and the chi-squared distance, notwithstanding that these measures
do not have all the notable theoretical properties for co-occurrence data (Ahlgren et al.,
2003). Also, we exclude the Euclidean distance matrix because it is used for calculating
a dissimilarity matrix (Leydesdorff & Vaughan, 2006). Also, Heidarian & Dinneen (2016)
have explained in detail the drawback of Euclidean distance. Also, there are more indirect
similarity measures used in bibliometrics science, including the Bhattacharyya distance (Lin,
1991), the indirect cosine (Ahlgren et al., 2003), and the Jensen-Shannon distance (Shan-
non, 1948). Table 3.1 shows the direct and indirect similarity measures with their alternative
names and monotonically related measures. Also, it shows where the similarity measure has
been used in the literature of similarity measures. The last column shows the parameters

that used in each method.
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In the literature of co-word analysis, scholars have used the title, the abstract, the
keywords list, and the full text body of the article as the units of analysis to complete the
investigation. Articles' titles tend to be informative for the reader, telling him or her what
to expect; however, titles do not provide researchers with an exhaustive overview of the
field. Usually, authors try to write provocative titles to lure readers to either download or
to increase the reading of his paper (Whittaker, 1989), which Whittaker (1989) called the
“audience effect.” Also, he added another reason to not consider the title as a good unit
of analysis for co-word analysis, which he called the non-standard titles; this is where the
author uses words, non-phrases, or rhetorical questions to catch the eye of the reader. One
more shortcoming of using titles is that at the end it would have words instead of ideas or
concepts (Whittaker, 1989); moreover, this point applies to the abstract and full text, as
well. In addition, in most of the journals the number of characters for the title is limited
(Gbur Jr & Trumbo, 1995). Although it does provide a noticeable insight into that particular
article, the abstract is a brief summary of an article and its findings, neither of which helps
the researcher to catch the main theme of the field. Moreover, the full text body sometimes
contains different words and phrases that may not be helpful for a researcher.

The keywords list is a group of words, phrases, concepts, or ideas that are used in a
published scientific work, enabling a reader to gain insight into an article quickly. The main
purpose of keywords is to give the scientific article's reader a bird's eye view of the article's
main theme, which is why the typical scientific author carefully chooses technical keywords
that best fit the article (Whittaker, 1989). In 1975, the Journal of Applied Behavior became
the first scholarly journal to use the keywords list (Hartley & Kostoff, 2003). Gbur Jr &
Trumbo (1995) described the keywords list as a focused mini-abstract of the article. Also,
he suggested an ingenious procedure for methodically creating a keywords list (Gbur Jr &
Trumbo, 1995). Keywords that are listed by authors are more informative and accurate

for researchers, making for an optimal online search experience (Gil-Leiva & Alonso-Arroyo,

2007).
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Given the enormity of the available database, Hazewinkel (1999) has argued the im-
portance of having controlled keywords to make it easier for average users and new scholars
to get the desired information easily (Hazewinkel, 1999). According to Whittaker (1989),
the relationship between keywords are more salient when more authors use similar keywords
together in their publication, eventually leading to a new direction or subfield in that sci-
entific area. The newest scientific databases provide another keywords list that has been
picked by others. For example, WOS calls such a list “New ISI keywords.” Many researchers
have argued for the reality of a so-called “indexer effect.” For instance, Whittaker (1989)
interviewed authors of published scientific papers and discovered that these authors do not
deem the new keywords list an accurate characterization of their work (Whittaker, 1989).
Also, Leydesdorff (1987) states that when someone who has no expertise in a field selects the
so-called new keywords, that is a good indication of the inaccuracy of the selection (Leydes-
dorff, 1987). Whittaker (1989) reported that the cohesion of clusters in keywords is higher
than title words, and analyzing keywords gives an excellent output analysis of the intended
field than titles (Whittaker, 1989). Moreover, Hartley & Kostoff (2003) have listed a num-
ber of advantages of keywords. For example, they believe that the keywords list allows the
reader to find the relevant papers that s/he is looking for. Also, it is a terrific way to start
researching the topic of interest online. In addition, the keywords list helps the publishing
institution and researchers to group and classify topics within a scientific field. Also, Hartley
& Kostoft (2003) reported that 75% of the journals in the statistics field use keywords, which

is the highest percentage between the fields he reported.

3.4 Method

The procedure for keywords analysis is as follows:
1. Select the threshold for the minimum appearance in the data-set, S,,.

2. Select the minimum co-occurrence between two keywords, C;;.
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3. Store the co-occurrence of keywords into a co-occurrence frequency matrix, C.
4. Normalize the co-occurrence frequency matrix into the similarity matrix, A.
5. Cluster.

6. Map.

As we discussed earlier, choosing the right similarity measure to normalize the co-
occurrence frequency matrix is a crucial step in the co-word analysis, that is, it is critical
to use the right similarity measure. The first dilemma involves determining the appropriate
similarity measure to use to normalize the data. Basically, we need to choose between the
indirect and direct similarity measures. As mentioned above, the indirect similarity measures
are not ideal for co-occurrence data, but they are more appropriate for co-citation data. On
the other hand, to normalize the co-occurrence data, applying the direct similarity measures
to correct the data for differences in the number of co-occurring keywords is more appropriate
for co-occurrence data (van Eck & Waltman, 2009).

Two keywords co-occur if they appear together in the same keywords list. Let S; and S
represent the occurrence frequency of the keywords ¢ and j, respectively. Let C;; represent
the co-occurrence of keywords ¢ and j. The keywords co-occurrence matrix is denoted by
C for the keywords 1,...n, where n indicates the number of keywords. The similarity
between two keywords is represented by A. Since the co-occurrence is calculated based on
the frequency of two keywords appearing together, then we can posit that C' is a non-negative
integer matrix (n*n). In co-word analysis literature, there are conditions that must be met

by the co-occurrence of two keywords C;;. These are illustrated below:

Cij >0, fori, j=1,...,n (3.1)

Ci=0, fori=1,...,n (3.2)
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Cij=0Cji, fori,j=1,....n (3.3)

Y Cy>0, fori=1,....n (3.4)

j=1

After presenting the mathematical notation of the co-occurrence frequency matrix, then
the next step is to normalize the co-occurrence matrix and convert it to a similarity matrix.
As we mentioned above the four most used direct similarity measures in bibliometrics science
are defined below. The association strength, the cosine, the inclusion index, and the Jaccard

index, are equations, 3.5, 3.6, 3.7, and 3.8, respectively.

S=ge (3.5)
P (3.6)
S5,
Cyy
=g (3.8)

Under the assumption that occurrences of keywords ¢ and j are statistically indepen-
dent; we can postulate that the association strength represents the proportional to the ratio
between the co-occurring of keywords ¢ and j and the expected number of co-occurrences
of keywords 7 and j (van Eck & Waltman, 2009). The cosine equals the ratio between the
number of co-occurrence of keywords ¢ and j and the average appearing of keywords ¢ and

j. The inclusion index equals the frequency of the more frequent keyword (Rip & Courtial,
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1984). The Jaccard index represents the co-occurring of keywords ¢ and j over the union of
the keywords ¢ and j (Hamers et al., 1989).

Now, after explaining the well-known method, we are going to introduce our new
method, the method defined in equation 3.12 below. In this equation, S,,, denotes the
strength similarity between keywords ¢ and j, as C;; denotes the number of times keywords %
and j appeared together. .S; denotes the number of times keyword ¢ appeared in the data-set.
S; denotes the number of times keyword j appeared in the data-set. S; denotes the number
of times the articles that included keywords ¢ and j have been co-cited. O,, represents the
articles that contain the keywords list of either ¢ or j keywords. Notably, conditions 3.1, 3.2,
3.3, and 3.4 are satisfied in the new method. Besides that, 3.9, 3.10 and 3.11 are special
conditions for the new method. Equation 3.9 states that if the keyword ¢ and j articles are
co-cited together, then the maximum number S; can be is the minimum between S; and 5
, and if they are not co-cited then S; will be zero. S; equals zero when O; and O; have not

interacted, see condition 3.10.

Sy < {min (SZ- , Sj) 0}, fori,j=1,..,n (3.9)

St = 0, fO’/’ Ol @O] (310)

In situations when the two keywords' articles have never been co-cited together, the
value of S; will be zero, and to prevent the equation from being undefined, we used e as a

constant in condition 3.11
eSt

est — ]., V St (311)

Here, ¢ = 1, then e%? = 1, a genetic equation that can be applied to any data-set.

The new method equation 3.12 is
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C; <%+ St>

Sum= S;Si+5:

(3.12)

Noteworthy is that S;, the effect of keywords' article co-citation, has not been used in
any other known direct or indirect similarity measures for the co-occurrence data.

Our threshold is 10 appearances for keywords in the data-set, our keywords data-set
consisting of the co-occurrence frequencies of 485 keywords in ASA in the period of 1991-
2016. The total number of articles used in this study is 8,758 articles. The 485 keywords
appeared in 8,319 articles, occurring a total of 14,781 times. The number of co-occurrences
between the keywords is 11,369.

The next step is creating the co-occurrence matrix of all keywords by computing the
frequency of two keywords that appear together in the same article. Then, we count the
co-citations of articles for each couple of keywords. Then we store them into a keywords co-
cited articles matrix. We had two symmetrical matrices, the first one based on the word co-
occurrence and the second one based on the co-citation between articles of the two keywords.
Next, we performed one of the most important steps in the co-word analysis, we converted
the two matrices into a similarity matrix by applying our new similarity method. Then we
used the clustering method to illustrate our new method. However, the clustering method

will not be described here, since the main focus of this paper is the similarity measures.

3.5 Empirical Comparison

Usually, in bibliometrics science an empirical comparison is used to show the difference
between methods or relatedness, and to present new methods as well. We conducted an
empirical comparison that is similar to what Leydesdorff (2008); Eck & Waltman (2009)
have done in their works; nevertheless, we add to it our proposed new method. First, we
calculated the similarity matrix for each of the four well-known direct similarity measures,

which are the association strength, the cosine, the inclusion index, the Jaccard index, and
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our new method. Next, we created a matrix scatter plot to compare the similarity measures,
intending to elucidate the relationship between them. Since the co-occurrence matrix has
zero co-occurring values between some keywords, we had zero-values in the similarity matrix
as well for all five similarity measures. Hence, we removed all zero-values for the similarity
measures to avoid false relatively high level of correlations(Eck & Waltman, 2009), explaining

why we calculated the non-zero values only. See the matrix scatter plot below, Figure 3.1
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Figure 3.1: Scatter plots obtained for the keywords between each of similarity measures.

Then, we calculated the Pearson correlation to show the degree of linearity between
each two-similarity measure; after that, we calculated the Spearman correlation to show the
monotonical relatedness. Table 3.2 shows the values for the Pearson correlation, which is in
the upper right part, and the Spearman correlation, the lower left part.

In Figure 3.1,the matrix scatter plots show that there is a substantial difference between
our new method and the other direct similarity measures. The relation between the new

method and the other similarity measures is weak. The matrix scatter plot shows that
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Table 3.2: Correlations obtained for Keywords.

Association Cosine Inclusion Jaccard New Method

Association 0.955 0.859 0.928 0.81}
Cosine 0.961 0.878 0.986 0.869
Inclusion 0.877 0.888 0.798 0.778
Jaccard 0.93 0.983  0.804 0.872
New Method 0.917 0.945  0.857 0.923

there is a strong relation between the cosine and Jaccard index. This result is supported by
earlier studies (Leydesdorff, 2008; Egghe, 2009; Hamers et al., 1989). Also, there is a strong
relationship between the association strength and the cosine. Beside these two relations, the
rest of the relations between the other similarity measures are weak. Furthermore, if we look
at the scatter plot figure, we can conclude that more of the low value of the new method
corresponds with a high value of the other similarity measures. This finding is supported
by the Spearman correlation, which is high between the new method and the conventional
ones. Additionally, looking at the correlations in Table 3.2 between the new method and
association strength, we see that the cosine, inclusion, and Jaccard are 0.814, 0.869, 0.778,
and 0.872, respectively. Our result is similar to that of Eck & Waltman (2009) but is different
from the result reported by Leydesdorff (2008). We can state that in practical applications
the similarity measures will have different outputs.

For deep insight into our new method, especially in comparison with the other direct
methods, we relied upon hypothetical scenarios, which have been used in the Eck & Waltman
(2009) works . At this time, we are going to introduce more scenarios than their work to
illustrate our idea. The eight scenarios are displayed in Table 3.3. These eight scenarios
represent a co-word analysis between keyword ¢ and keyword j, where m is the total number
of documents that the keywords appear in, Cj; is the co-occurrence number between the
two keywords, and S; represents the number of times the two keywords have been co-cited

together in different articles.
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Table 3.3: Hypothetical scenarios.

Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 | Scenario 5 | Scenario 6 | Scenario 7 | Scenario 8

m 1000 1000 1000 1000 1000 1000 1000 1000
S; 40 40 40 40 400 400 400 400
S; 40 40 40 20 400 400 400 200
Cij 8 8 8 8 160 160 160 160
St 0 8 4 4 0 160 80 80
Association strength | 0.005 0.005 0.005 0.01 0.001 0.001 0.001 0.002
Cosine 0.2 0.2 0.2 0.282 0.4 0.4 0.4 0.566
Inclusion index 0.2 0.2 0.2 0.4 0.4 0.4 0.4 0.8
Jaccard index 0.111 0.111 0.111 0.154 0.25 0.25 0.25 0.364
New Method 0.005 0.045 0.025 0.050 0.001 0.161 0.081 0.162

Basically, the eight scenarios fall into two parts. Scenarios 1,2,3, and 4 represent the
first part, and scenarios 5,6,7, and 8 represent the second part. In the first and second parts,
m stays at 1000 articles in the eight scenarios, while S; occurs 40 times in the first part and
400 in the second part. Also S; remains the same for the first three scenarios of each part;
however, we divide it by two in the fourth scenario. C;; occurs 8 times for the first part
and 160 times in the second. We have varied the values of S; to illustrate our new method
better. Below, we are going to explain each scenario and compare them together.

In scenario 1, there are 1000 documents that represent the data-set, and keywords ¢
and j appeared in 40 documents, meaning each one appears in 4% of the documents and
they co-occur 8 times. As we all know the keywords are statistically independent (Eck &
Waltman, 2009). The new method and the association strength will have the same value
when S; equals zero. If we compare scenarios 1 and 5, where S; is equal to zero, we can note
that the cosine and inclusion index have the same similarity value (which is 0.2) for scenario
1 and (0.4) for scenario 5. Also, the Jaccard has a lower value (0.11) for scenario 1 and
(0.25) for scenario 5. On the other hand, the association strength and new method have the
same value for scenario 1 (which is 0.005) and a lower value for scenario 5 (which is 0.001).

The reason why the new method and association strength have higher similarity values in
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the fifth scenario than in the first one is due to the inner workings of scenario 5, wherein
each keyword occurs 40% throughout all articles. 40% x 40% = 16%, and the co-occurrences
between them happened exactly 16%. On the other hand, in scenario 1 each keyword occurs
4% throughout all articles. 4% x 4% = 0.16%, but the co-occurrence is 0.8%. This means it
co-occurs five times more than in scenario 5. The new method similarity value for scenario
51is 0.001 and is 0.005 for scenario 1, five times greater than that of scenario 5.

Now, let's compare scenarios 1,2,3, and 4. The m value is constant at 1000 articles, and
S; occurs 40 times for the four scenarios. Moreover S; has 40 occurrences for the first three
scenarios and 20 occurrences for the fourth scenario, while C;; only has 8 co-occurrences for
the four first scenarios. S; , as we explained earlier, is the times the keywords' articles have
been co-cited. S; is zero in the first scenario, which is similar to the association strength; 8 in
the second scenario; and 4 within the last two scenarios. The similarity value for scenario 1
is 0.005, and since the S; is equal to 0, it has no influence in the similarity between keywords
7 and j. However, in scenario 2 the S; equals 8, which means that 100% of the co-occurrences
have been co-cited and that increased the similarity value between keywords ¢ and j from
0.005 to 0.045, which is 8 times more. Nonetheless, if we compare scenario 2 to 3, the S; in
scenario 3 is equal to 4, which is half the value of the .S; in scenario 2; hence, the similarity
value in scenario 3 is two times less than the one in scenario 1. In scenario 4 the S; is half
of the one in scenario 3, but they are equal to Cj; and S;. In contrast, scenario 4 is more
than scenarios 3 and 2 because 40% of the S; in scenario 4 have co-occurred with S; , and

50% of them have been co-cited. From Table 3.3, we can state that

Snm S Sa S SJ S Sc S SI (313)

3.6 Case Study

To perform our new method and co-word analysis, we selected the most frequent key-

words, in order to reduce the data dispersion, and we chose our threshold to be at least
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10 appearances. We obtained 485 keywords. We chose to have the minimum co-occurrence
between any two keywords to be at least one time.

In the past couple of decades, more and more new subfields have appeared in the sta-
tistical science field. This phenomenon raised the need to develop methods to study the
bibliometrics of statistical science. In this study, the co-word analysis was used to investi-
gate the knowledge structure of the statistics field. However, we found that the old simi-
larity measures used in the co-words analysis is a quantitative similarity measure between
the keywords, prompting us to introduce our new method, which integrates quantitative and
qualitative components to improve the similarity between keywords. Our result showed that
the new method has the ability to put similar keywords into the same cluster better than
the old direct similarity measures.

We will use a data-set from the field of statistical science as a case study to illustrate
our method; this data-set was compiled from American Statistical Association (ASA) jour-
nals, between 1991 and 2016. The data were retrieved from the Web of Science(WOS)
(WEB OF SCIENCE @ONLINE, 2016). In the search engine, we searched for all 17 of
the ASA journals by typing the name of the journals. “Journal of the American Statistical
Association,” “Journal of Statistical Software,” “Journal of Computational and Graphical
Statistics,” “Journal of Business & FEconomic Statistics,” “Technometrics,” “Journal of
Educational and Behavioral Statistics,” “Journal of Nonparametric Statistics,” “Journal of
Agricultural, Biological, and Environmental Statistics,” “Journal of Quantitative Analysis in
Sports,” “Journal of Survey Statistics and Methodology,” “Statistics Surveys,” “The Amer-
ican Statistician,” “Journal of Statistics Education,” “SIAM/ASA Journal on Uncertainty
Quantification,” “Statistical Analysis and Data Mining: The ASA Data Science Journal,”
“Statistics and Public Policy,” and “Statistics in Biopharmaceutical Research.”.

We retrieved a total of 10,618 records, all of which were found on the WOS. Next, keeping
only the articles, the essence of any scientific field, we excluded several record types: pro-

ceedings paper, biographical-item, book review, correction, editorial material, letter, meeting
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abstract, note, reprint, review, and software review. After omitting the unneeded records,
we were left with 9,028 articles, only 8,758 having keywords. The total number of keywords
are 44,147, and the average number of keywords for each article is around five, which is
reasonable since most of the journals ask the authors to provide from three to five keywords
when they submit articles. From there, we cleaned and preprocessed the keywords.

The cleaning and preprocessing of the 17,766 unique keywords of the data-set involved
several steps. First, we wrote an R language code to execute the data cleaning and pre-
processing; we used text mining techniques and packages, such as tm (Feinerer, 2017) and
wordcloud (Fellows et al., 2012) . The process went as follows: first, we went through the
keywords list to correct the spelling mistakes and change plural words to singular words.
We used the text mining technique stemming to change, for example, words like “charts” to
“chart” and “abilities” to “ability.” Also, to preserve the grammatical and statistical sim-
plicity of a given word, we changed words like “adaptation” to “adaptive.” With respect to
verb tenses, gerunds, and infinitives, we selected the most elementary form, e.g. we changed
“fitting” to” fit.” Along the way, we also removed all unneeded signs and symbols entailing
the omission of all double spaces to consolidate keywords with the same apparent meaning,
like “R Package,” “R program,” “R programming,” “R software,” or “R language” to “R”.
In spite of our efficiency, we faced one problem with popular acronyms or abbreviations
for keywords, most likely the result of authors' submitting keywords lists in different styles.
For instance, “Akaike information criterion (AIC),” “akaike AIC,” “akaike criteria,” “Akaike

W

criterion,” “Akaike information criterion,” “alternate conditioning expectation (ACE),” and
“alternative Conditional Expectation (ACE) Algorithm” all have the same apparent mean-
ing, so we decided to signify them with the AIC acronym. Below, Table 3.4 shows a list of
acronyms and definitions for the most used keywords in the ASA data-set. After that we

checked the outcome manually. The processes led to the final number of 44,147 keywords,

and from there, we extracted 17,766 unique keywords.
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Table 3.4: List of acronyms and definitions of keywords used in the ASA.

Acronym | Definition Acronym | Definition

AOD Aerosol Optical Depth IRT Item Response Theory

AIC Akaike Information Criterion LASSO | Least Absolute Shrinkage And Selection Operator
ACE Alternate Conditioning Expectation LDA Linear Discriminant Analysis

ANCOVA | Analysis Of Covariance LMM Linear Mixed Effect Model

ANOVA | Analysis Of Variance MML Marginal Maximum Likelihood

AUC Area Under The Curve MRF Markov Random Field

ARL Average Run Length MISE Mean Integrated Square Error

CART Classification And Regression Tree NAEP National Assessment of Educational Progress
CUSUM | Cumulative Sum ODE Ordinary Differential Equation

FDR False Discovery Rate PCA Principal Component Analysis

FWER Family Wise Error Rate RKHS Reproducing Kernel Hilbert Space

FRK Fixed Rank Kriging REML Restricted Maximum Likelihood

FMRI Functional Magnetic Resonance Imaging | SVD Singular Value Decomposition

GAM Generalized Additive Model SAVE Sliced Average Variance Estimation

GEE Generalized Estimating Equation SIR Sliced Inverse Regression

GLMM Generalized Linear Mixed Effect Model | SCAD Smoothly Clipped Absolute Deviation

GMM Generalized Method Of Moment SURE Stein'S Unbiased Risk Estimate

GWAS Genome Wide Association Study TAR Threshold Autoregressive

GIS Geographic Information System VAR Vector Autoregressive

Three hundred and forty one keywords met our threshold. Then we calculated the co-
occurrence matrix for all of the keywords. Beside the co-occurrence matrix for the keywords,
we created an articles' keyword co-citation matrix. Then, we converted the co-occurrence
matrix to a similarity matrix using the four well-known similarity measures, and for our new
method we used the two-created matrices to get a similarity matrix. From there, we just
needed to choose the best way to cluster our data.

The main purpose for data mining and bibliometrics is to find hidden patterns. Since
we did not have information about our data items or classification of the data, we used the
unsupervised clustering technique Tan et al. (2006) to reveal the intellectual structure of the
ASA data-set. We believe that the keyword co-word analysis should be clustered through
the unsupervised clustering method, since we do not have classified data to compare our
data to. Consequently, the analysis must be completely unsupervised, so we chose to use a
hierarchical clustering method to assign keywords to clusters.

For each of the five similarity measures that we explained above, clustering analyses
were constructed. We performed hierarchical clustering on the similarity matrices, that we

got from applying the above similarity measures on our data-set. The clustering evaluation
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was used to prove the importance of our new method. We used the CoPhenetic Correlation
Coefficient (CPCC), which is the most popular evaluation measure for hierarchical clustering
(Rohlf & Fisher, 1968). We used it to compare the clustering efficiency and the goodness
of fit of each method. We used the MultiDendrograms program Fernédndez & Gdémez (2008)
to get the CPCC for each similarity measure. The result is presented below in Table 3.5.
The new method's CPCC is higher than all of the well-known direct similarity measures
in bibliometrics science. The CPCC for our new method is 83%, while the CPCC for the
association strength, the cosine, the inclusion index, and the Jaccard index are 56%, 53%,
48%, and 57%, respectively. This result shows that the new method has more of an ability
to cluster the similar keywords into the same cluster than the other methods. Our new
method has improved the ability of the hierarchical method to assign keywords into the
right cluster by 48.21% than the association strength, and by 56.60% than the cosine, which
is the most used similarity measure in bibliometrics, including 72.91% and 40.61% increases
for the inclusion index and the Jaccard index, respectively.

Table 3.5: CPCC evaluation results.

Similarity Measure = Cophenetic Correlation Coefficient

New Method 83%
Association strength 56%
Cosine 53%
Inclusion index 48%
Jaccard index 57%

Keywords with high similarity tend to be in the same cluster. The distance between
two keywords represent their relationship: the closer the two keywords, the more similar
they are. The size of the nodes will not be presented here because we are going to discuss
it in more detail in chapter 4. The top ten keywords with a high frequency of occurrences

in the data are are Markov Chain Monte Carlo (440), R (349), Kernel (280), Bayesian
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(267), Asymptotic (257), Bootstrap (225), Non-Parametric (201), Gibbs Sampler (199), Non-
Parametric Regression (199), and EM Algorithm (189).

Our data divided into 18 clusters. Each cluster has a different number of keywords.
The detailed information of clusters is shown in Table 3.6. 3.6 shows that cluster 2 has 68
keywords, making it the largest number of keywords among all the other clusters. We chose
the best name that can represent the cluster keywords. Then we chose the top 5 keywords
for each cluster as a sample. Remarkably, the total number of ASA journals is 17 journals,

and we got 18 clusters, a notable sign that our new method has some merit.
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3.7 Conclusions And Future Work

3.7.1 An Overview of the Impacts and Contributions of this Paper

The main objectives of this paper were to study the effect of new similarity measure on
the output of co-word analysis. As scientific literature continues its near exponential growth,
methods for increasing the efficacy of data analytics are needed warranting this present dis-
course. Hence, the aim of this paper is to introduce a hybrid approach for calculating the
similarity measures for keywords in a co-word analysis. The proposed approach integrated
the co-citations of keywords' articles within the co-word analysis of keywords to get accu-
rate similarity metrics between keywords. We have presented a new hybrid approach for
calculating the similarity between two keywords. We argue that the new approach will show
the inner relation between keywords within intended field. That based on that the more
data we have of keywords relation the better information we can get. Usually, in biblio-
metrics science, the similarity measures are used for normalization. Hence, we have studied
the most used direct similarity measures for co-occurrence data. The similarity measures
are the association strength, the cosine, the inclusion index, and the Jaccard index. Then,
we performed an empirical comparison to study the new similarity method and the other
four direct similarity measures. We extracted 8,758 articles that were published from 1991-
through 2016 in ASA journals. We subsequently studied and compared our new method to
the well-known four direct similarity measures. We used keywords as the unit of analysis,
and we also explained the importance of keywords to any scientific field. We used the co-
word analysis to utilize our analyses, and we applied the hierarchical technique to cluster
our data.

The cluster analysis for 485 keywords showed that the research fields of statistical anal-
ysis in ASA journals are varied. We have identified 18 clusters, and we believe each cluster
belongs to one topic or more. We used the CPCC to evaluate our method and compare it to

the old ones. The evaluation result showed a substantial difference between these methods.
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Many believe that the CPCC is the best validation method for hierarchical clustering be-
cause it shows the ability of the methods to put items into the right group. Future work will
focus on improving the visualization of the keywords on a map. The size of the keyword's
node presented in the map should correlate to the strength of the keyword in the intended
field, instead of only showing the quantity of the keyword. In future work, we will investigate
the use of hybrid method on the strength or the size of keywords on a 2D map. Our main
contributions and results can be summarized as follows:
(A) In this paper, we have studied the similarity measures in co-occurrence data and the
hybrid method that used in the bibliometrics area. As shown in sections 3.2 and
3.3 introduction and related work and background. In the literature of similarity
measures for keyword analysis, only the co-occurrence of keywords used to measure
the relatedness between keywords.
(B) This work is the first to integrate articles' co-citation in co-word analysis to boost the
calculation of similarity measures between keywords.
(C) The result shows that our proposed method improved the clustering of keywords since

it revealed the inner relation between keywords.

3.7.2 Practical Implications from our Work

Every new researcher or scholar is eager to have the tools that will help in understanding
a field of interest within a reasonable time frame. These tools need to have the ability to
analyze and visualize huge amount of scientific literature data. The development bibliomet-
rics science gives researchers the hope of using these tools and techniques to expedite and
facilitate the process of comprehensively perceiving a given field of study. As a result, this
paper aims to help researchers capture the evolution and development of a given field by

using the co-word analysis approach to cluster keywords better.
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3.7.3 Limitations and Future Work

Despite the outstanding results of our proposed method, there are a number of limita-
tions that need to be highlighted. First, we have only applied our method on one scientific
field, statistics. However, we believe that if our method has a great success with a mul-
tidimensional scientific field such as statistics, then we anticipate an excellent output on
a simpler scientific field. Second, applying our proposed method on other unit of analysis
may not have the same output since the characteristics of keywords are different than other
units of analysis. Third, we have faced difficulties in collecting and preprocessing our data
due to the lack of standardization between publishers and resource platforms. For future
research,there are two potential opportunities: first, researchers can study the effect of sim-
ilarity measures on each units of analysis and the impact of them on the output. Second,
researchers can implement more data into similarity measure, such as citation time, prestige,

and popularity of articles.
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Chapter 4

Qualitative Weighted Keywords for Clustering Analysis in Bibliometrics Data.

4.1 Abstract

With the dilemma of measuring the scientific production and overwhelming information
available online these days, new researchers and scholars find it difficult to grasp the vast
storehouses of information within a given scientific field. For that reason, the visualization
of bibliometrics data is a helpful way to have an insightful look at a field through the
visualization of its data. However, when it comes to using keywords as unite of analysis, one
of the main flaws of visualization is that does not represent the importance, or the influence,
of the keywords on the 2D map; instead it visualizes the number of keyword appearances
in its data-set, which is represented in the map by the node size. Hence, the aim of this
paper is to introduce a hybrid approach for calculating the importance of keywords. The
proposed approach integrated four aspects of the keyword: number of appearance, citation
time interval, popularity and prestige. This leads to make the node size of a keyword on the
2D map more informative, where the size of the keyword represents its strength or influence

on the data-set.

4.2 Introduction

The main motivation for this task is to construct a way to visualize the quality of a
unit of analysis for scientific papers. Measuring scientific production has raised a lot of
criticism. The justified way to evaluate the individual papers or research is by reading
and understanding the work. The disadvantage of this way is that it is time-consuming

and dependent upon the reader's expertise. The first acknowledged attempt to measure
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science was made in 1873 by Alphonse de Cansolle in his book “Histoire Des Science et Des
Savants Depuis Deux Siecles.” he studied how the environmental factors of scientific society
memberships affect the scientific strength of nations (De Candolle, 1885). In 1926, Lotka
published his work “The Frequency Distribution of Scientific Productivity” in the Journal
of Washington Academy Sciences. He introduced Lotka law for author productivity (Lotka,
1926).

In 1927, Gross & Gross (1927) introduced citation counting, the aim of which was
to show the importance of citation in evaluating a scientific paper. Since its inception,
citation counting has had a tremendous influence on evaluating scientific articles, journals,
institutions, domains, and countries (Yan & Ding, 2010). After that, in 1955, Garfield
proposed the journal impact factor, which is an indicator for evaluating the average number
of citations per published article within a given journal (Garfield et al., 1964). To satisfy
such a need, bibliometrics science was developed. Bibliometrics measures the degree to which
scientific performance of knowledge adds to science every day (Walter et al., 2003).

Applying bibliometrics analysis on any scientific field is for equipping scholars or re-
searchers with a coherent knowledge of the intended field, within a reasonable time frame.
At the same time, an ancillary goal is to provide depth perception for the connections be-
tween units of analysis (e.g. authors, keywords, documents, and so forth). The main focus
of bibliometrics science involves the collection of data to present information in an insightful
way. Bibliometrics tools and methodologies transform bibliographic data into formats that
are more intellectually digestible.

By way of overview, Borner et al. (2003) used the following sequential steps to online
the procedure behind Knowledge Domain Visualization, which is also interchangeable with
“bibliometrics” or “scientometrics.” (1) data extraction,(2) definition of unit of analysis, (3)
selection of measures, (4) calculation of similarity between units. and (5) data visualization
and analytics. Data extraction is the first step of constructing a visual representation of

the intended subject and comprises the collection of bibliographic. Bibliographic literature
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presents the background needed for identifying the measures and for representing the rela-
tionships between them using graphs and networks. Next, the step of defining the unit of
analysis consists of two parts. The first part is to choose the unit of analysis that the one
wants to study and present in a visualized map. The second part of defining the unit of
analysis is preparing the units for analysis, a process that consists of cleaning and making
data ready for analysis; it is this preparation phase that raises the efficiency and effectiveness
of any applied analysis. This step relies heavily on methods from text mining (Rodrigues
et al., 2014). Text mining employs natural language processing (NLP) methods to extract
bibliographic data from the publications and preprocesses the unit of analysis. In this paper,
we used NLP to preprocess keywords, our unit of analysis. We used the stemming technique
to convert keywords into their basic (Francis & Flynn, 2010).

The third step of bibliometrics is the selection of measures. The main goal of this step
is to measure relatedness between the unit of analysis. The fourth step of bibliometrics
visualization is the calculation of unit similarity. A similarity measure is one of the essential
steps of visualizing the bibliometrics outcomes, especially since it reflects the relation between
two items. For that reason, choosing an appropriate similarity measure usually results in
an accurate visualization for the data-set (Huang, 2008). The relation between two items
is represented graphically in a 2D map where the distance between the items reflect their
similarity. The smaller the distance indicated, the stronger the relation between the items. In
this paper, the items correspond with our original keywords. The fifth step of bibliometrics
is data visualization and analytics. The main goal of this step is to represent the output
of data visually to the user. Data visualization, be it interactive or non-interactive, is a
representation of information on a graphical platform that helps the user to examine, explore,
discover, comprehend , and analyze a large amount of data in a short period of time (Bérner
et al., 2003; Khan & Khan, 2011). This step includes grouping similar items into clusters,

laying out the items on a 2D space to represent the relationship between them. Present vast
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amount of data visually makes the information of inquiry easier to understand aids in the
process of analyzing it effectively.

In bibliometrics science, there has been many attempts to integrate quantitative and
qualitative methods to create innovative approaches to outperform old approaches. there
are a few hybrid works that have been done in the bibliometrics research. For example, one
of the first attempts to integrate the quantitative and qualitative method in bibliometrics
was introduced by Braam et al. (1991) when they introduced their approach to co-cluster
documents by combining co-citation and word analysis. Then Hammouda & Kamel (2002)
proposed a new approach to improve web document clustering by combining semi-structures
inherent in web documents, document index graphs, and phrase-based similarity measures.
Chim & Deng (2008) introduced the concept of using a suffix tree to cluster new documents
based on phrase-based document similarity. Another researcher proposed a new approach
to automatically construct a term taxonomy and the relation of terms based on weighted
keywords co-occurrence (Li et al., 2015).

In light of other attempts at hybridization, we have pushed forward in the spirit of
innovation, the need for new methods and techniques to expedite and facilitate the process
of perceiving an overview of a scientific topic, specifically with respect to volume magnitude
and visual data representation. At the present time, the bibliometrics mapping of science is
a quantitative method for studying bibliographic data (e.g. titles, keywords, authors, and so
on) and visually representing the information. Furthermore, when it comes to dealing with
a large body of literature, bibliometrics maps are exceptionally useful and have been used in
different contexts like research literature surveys, government decision-making, and scientific
publications. The aforementioned considerations are precisely why we saw an opportunity
to improve visualization of keywords' node on a 2D map.

Mapping a scientific field is useful method for gaining significant insight into a scientific
field. This is especially the case when mapping from a macro-level to a micro-level. Keywords

is one of the most used units of analysis, so knowing its importance can help researcher
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gain the insight s/he seek. With respect to visualizing bibliometrics data, the clustering
analysis is an efficient approach for visualizing the data and compared to other approaches,
it is easiest to understand. Usually the weight of keywords corresponds to the frequency
of each keyword in the data-set, which implies that keywords that appear more frequently
are more substantial to the field. Nonetheless, we argue that counting is not a suitable
measure for several reasons. First, scholars put keywords into their articles to catch the
eyes of researchers, but in reality they are not always maximally relevant to their research.
Second, some keywords could fall into different subfields of the field being investigated, which
can cause confusion since some keywords have different content based on their subfield. In
addition, the quantity of a keyword does not represent its quality or influence in the data-set
since some keywords are used to increase the searching of an article. Theses flaws raised the
need to have better visualization of keywords.

Given this, we will introduce in this study, a new qualitative method for visualizing the
weight of a keyword in clustering mapping. We adopted the concept of journal and article
popularity and prestige and applied it to keywords, where keyword status can be defined by
four factors: keyword appearance, which is the number of times it appears in the data-set;
keyword popularity, that is, the number of citations its articles received; keyword prestige,
namely, the article influence scores of the articles that cite the keyword's articles; and the
citation interval time, the time between the publishing and citing of the keyword's articles.

Bollen et al. (2006) explained the difference between prestige and popularity. For ex-
ample, let's compare two authors. One author has received a Nobel Prize in literature and
is highly respected by colleagues, but he is not known for any bestselling works. The other
has a spectacular sales rate but lacks the accolades of the first. Concerning prestige and
popularity, the first author is referred to as prestigious author, while the second author is
referred to as popular author (Bollen et al., 2006). In bibliometrics science, academicians
consider articles or journals to be popular if they garner a lot of citations, but the truth

is that the number of citations does not necessarily signify a work's level of importance.
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Kruskal & Wish (1978) were the first to note the difference between popularity and prestige
within bibliometrics.

Basically, the popularity of an article or journal is measured by the number of citations
it receives, even if the citations are unweighted. For example, even though they make no
real contribution to a given field, review articles usually receive a high number of citations
because they are referenced when an author conducts a literature review. On the other
hand, the prestige of a journal or article is measured by the number of times it is cited by
a prestigious citing journal or article. For example, getting cited by journals like Nature or
Science is valued much more than being referenced by a journal with a low impact factor
(Franceschet, 2010). The gauging both the popularity and prestige of an article is an ideal
way of finding its real impact in the respective scientific field. However, newer articles simply
cannot compete with old articles. For that Sayyadi & Getoor (2009) introduced FutureRank
for articles to give it a fair chance to pop up. This indicator gives weight for citing time.
Also, considering the time of the citation is a reliable indicator of its importance (Sayyadi
& Getoor, 2009).

Table 4.1 below shows the most used visualization tools in bibliometrics mapping (Belter,
2012), where all of them use the counting of the unit of analysis as the size or weight of the
item's node. Despite this, our method is designed more specifically for keywords to be the
unit of analysis. The rest of this paper is organized as follows: section 4.3 where we study
the related work and background. Then, section 4.4 , where we describe the method. Next,
in section 4.5, we introduce a empirical comparison. Then, in section 4.6, we present a case

study for our method. Finally, in section 4.7 is the conclusion.

Table 4.1: Visualization tools used bibliometrics mapping.

software Types of Bibliometrics Maps Method References website
VOSviewer distance-based maps counting of items (van Eck & Waltman, 2009) http://wuw.vosviewer.com/
Science of Science (Sci2 ) Tool graph-based maps counting of items (Team, 2009) https://sci2.cns.iu.edu/user/index.php
Citespace graph-based maps counting of items (C. Chen, 2006) http://cluster.cis.drexel.edu/~cchen/citespace/
NodeXL graph-based maps counting of items (Smith et al., 2010) http://nodexl . codeplex. con/
NetDraw graph-based maps counting of items (Borgatti, 2002) https://sites.google.com/site/netdrausof tware/home
Cytoscape graph-based maps counting of items (Smoot et al., 2011) http://wuw.cytoscape.org/

distance-based maps
New Method Frequency, citation time interval, Popularity and Prestige

graph-based maps
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4.3 Related Work and Background

Generally speaking, we can divide indicators in bibliometrics, (also known as sciento-
metrics, information systems or information science) into three levels (Yan & Ding, 2010):
journal-level, article-level, and author-level. Also, there are two types of indicators: alt-
metrics and metrics. Altmetrics, Short for “alternative metrics,” measure the impact of
bibliometrics meat-analysis on online sources such as websites, social media platforms, and
blogs. Typically, they use downloads or click-through as an indicator for impact of the meat-
analysis (Galligan & Dyas-Correia, 2013). There are several altmetrics available online. For
example, at the journal-level of altmetrics there are two well-known altmetrics that can be
found on this website https://www.altmetric.com/. The Altmetric explorer and PLoS
impact explorer collect feedback on journals from social media platforms, blog websites and
other websites to measure the impact of a journal online (Brigham, 2014). At the article-
level there are Plum analytics http://plumanalytics.com which gather data about articles
from different online sources, and ReadMeter http://readermeter.org, a tool for measur-
ing the impact of articles and authors within a scientific field by tabulating the approximate
readership. At the author-level, in addition to ReadMeter, there is CitedIn, which measures
author citation feedback from numerous online sources.

The second indicator type is metrics, also known as traditional metrics, which measure
the impact of bibliometrics meat-analysis by studying citation weights. It also has three
levels, journal-level: article-level, and author-level. Metrics at the journal-level measure the
impact and quality of a scientific journal on its field. The higher the impact of a journal
the higher its prestige and endorsement in its own field or on the science in general. There
are several indicators that measure the impact of a journal. The impact factor is used to
measure journal prestige (Garfield, 1999). The most used and noticed one is the Impact
Factor (Garfield, 1999), which was introduced by Garfield in 1999, and has become the most
respected measure for journals and widely used in the world (Bordons et al., 2002; Nederhof

et al., 2001; Bornmann et al., 2011). Bornmann et al. (2011) introduced the PageRank
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method in bibliometrics, which is an adaptation of Google's PageRank method and is used
to evaluate the scientific impact of a journal by measuring its use online (Bollen et al., 2006,
2009). Similar to the PageRank indicator is the eigenfactor, a way of assessing the impact of
a journal by the amount of citations it receives from highly ranked journals. The eigenfactor
is available for free on http://www.eigenfactor.org. Additionally, there is SCImago, this
measures the productivity and prestige of journals (Garcia-Penalvo et al., 2010).

The purpose of article-level metrics is to study the impact of a single article on its
scientific field or on science in general. Yan & Ding (2010) proposed a new method for
measuring article prestige (Yan & Ding, 2010); they used the weighted citation of an article's
journal and citation time to measure an article's prestige. Also, Google's PageRank has been
adapted to measure the impact of an article (P. Chen et al., 2007). In addition, CiteRank is
a derivative of Google's PageRank, which accounts for newer articles having higher chance
of being cited (Walker et al., 2007).

At the author-level, since Hirsch (2005) has proposed the h-index as a single number to
evaluate author production, the h-index has become an important indicator for author pro-
ductivity. Since then, a debate about the h-index's efficacy ensued, and many have proposed
either similar indexes or modified ones (Jin, 2007; Sidiropoulos et al., 2007). Bornmann et al.
(2011) have studied the h-index and the other indices. He reported 38 indices that have been
presented as indicators of author output. Besides that, there have been different methods
for determining author output, as well as its quality. For example, Schubert et al. (2006)
studied the impact of author self-citation on the author's overall production. Also, Pan &
Fortunato (2013) introduced the Author Impact Factor (AIF), which measures the dynam-
icity of author production in a period of time. In 1990, Egghe & Rousseau (1990)suggested
a different way to count citation for the first author, and co-authors. The eigenfactor score,
which is mostly used at the journal-level, was adapted by West et al. (2013) to propose

author-level eigenfactor metrics.
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Bibliometrics literature states that the most common units of analysis employed within
bibliometrics are journal, article, author, and concept “term” or “keywords” (Borner et al.,
2003). We found there are no term-level metrics to measure a term's impact on its field,
data-set, or even science in general. For that reason, we propose a new method to measure
the impact of keywords and present it at a 2D map. We going to use co-word analysis to show
the relation between keywords and to visualize them. The first proposition for a co-word
analysis was made by Callon et al. (1986) in their book “Mapping the Dynamics of Science
and Technology” in 1986. Since the appearance of this book, co-word analysis has become an
important method in bibliometrics science. Co-word analysis is a content analysis technique
that uses patterns of concept pairs co-occurrence (i.e., words, items, noun phrases) in a
corpus of texts or keywords lists to identify the relationships between the concepts within

the subject areas presented in these texts (He, 1999).

4.4 Method

In this paper, we will introduce the concept of measuring the importance of a keyword by
evaluating its appearance, citation time interval, popularity and prestige. This method aims
to weigh the strength of keywords within the clustering visualization based on four elements:
frequency of keywords, citation time interval, popularity, and prestige. The frequency is
the number of a keyword's appearance within a data-set. The citation time interval is the
timespan from the publication of the keyword's article to the publication of the citing article.
The popularity of a keyword can be measured by the number of times its articles have been
cited. The prestige of a keyword can be quantified by the number of citations from highly
cited publications (Yan & Ding, 2010).

That being said, the keywords' size “strength” on the 2D map of clustering, will not be
presented by its frequency in the data-set only, but it weight will also be determined by the
four elements to have a better presentation for keywords on the map. For example, when

a keyword's article is cited by a highly prestigious journal, it has greater importance that
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when cited by a journal of lower prestige. Also, the time factor is crucial for measuring the
importance of the keyword's impact on its field, as well as its dynamics. This means that
the keywords' strength will change from year to year based on the previously mentioned
elements. This would help scholars to see the evaluation of the importance of keywords
through an interactive visualization. To add to this, by differentiating among self-citations,
grad student citations, and prestigious journal citations, the new method will strike a balance
between popularity and prestige. We should mention that the proposed method does not
intend to rank keywords, but it does intend to give keywords a better representation in a
visualized map.

Now, we are going to explain the four elements that influence keywords strength in our
new method. The keyword is represented by kw; ; let n be the total number of i. The
keyword's strength or influence is represented by ks. The frequency of keywords is the
number of keyword appearances in the data-set, which is represented by f; we extracted the
number of appearances from our own data-set. Also, not all articles are cited; we represent
the total number of cited article by f’. We assume that f equals the number of articles that

holds keywords in its own keywords' list, and it is represented by a.

fi>fiforalli=1,.....n (4.1)

The popularity of a keyword is the summation of citations each of the keyword's articles

received, represented by p.

pi > fiforalli=1,.....n (4.2)

Also, p; equals zero only when none of the articles received any citations.

pi=0= fl =0 (4.3)
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The keyword prestige is driven by the eigenfactor score. The eigenfactor score is a mea-
surement for scientific journal importance over a period of 5 years, by rating journals based
on the incoming citations from highly ranked journals. Then we got the article influence (AI)
score for each citing journal from which the eigenfactor is derived. The article influence score
is calculated by dividing the eigenfactor over the number of articles published by its journals
over a 5-year span. We got the article influence scores from (www.Eigenfactor.org).

Next, citation time interval plays a significant role in measuring the impact of meat-
analysis in bibliometrics. For example, the sooner an article gets cited, the more importance
it gains relative to other articles in the same field. In addition, it shows that the article has
higher influence than other articles, and that could happen for multiple reasons such as a
breakthrough in its field or the author is a very trusted scientist (Yan & Ding, 2010). At
the journal-level the immediacy index is used to determine citation time for articles in the
journal. At article-level, it used to determine the citation time for each article to be cited. We
should consider giving different weight according to the length of time between the citation
and publishing date of a given article. Citations for articles decrease exponentially. This has
been proven by Sayyadi & Getoor (2009), who introduced the FutureRanking method. The
data fit the trend curve: f(z) ~ e %117 The citation time interval gives a great indication
for new scholars and researchers to notice the emerging keywords or concepts in their field or
subfield. The year of publication of the keyword's article is represented by t,, and the year
it got cited by t;. The x in the trend curve is equal to the difference between the cited year
and published year. Figure 4.1 below, shows the time-line of cited articles, citing articles,

and citing journals.
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Figure 4.1: Timeline of cited articles and citing articles.

The new method in equation 4.5 . The keywords strength is weighted among four

elements.

p
KS= Y (%) s AL ¢ 01T(tit) (4.5)

=1 \efi

Below is a mathematical notation for our new method.
e KS = Keyword Strength.
e p; = Total number of citations that all a; received.

e f; = Total number of appearance of keyword 1.

fI = Total number of a; got cited.

e a; = Article that contains keyword 7 in its keyword list.

a; is the citing article of a;.

Al;, = The article influence score for citing journal j for keyword i.
e t; = Year when keyword ¢ article got cited.

e t, = Year when keyword ¢ got published.
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Figure 4.2 shows the model to calculate the keyword's strength for one keyword. The
figure shows the flow of data for a keyword. It shows the steps that needed to gather data

for one keyword, from keyword's list in its article to the citing article.
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KS = Z Keyword's Appearance and citations x Article Influence x Citation time interval

Figure 4.2: Flow diagram of our method to calculate keywords' strength.

4.5 Empirical Comparison

After describing the proposed method, we present an example to illustrate how it works.
Let us consider two keywords, for example, “Control Chart” and “P value”. Both of the

two keywords appeared 10 times in our data-set. The keyword “Control Chart” ( KW, )

85



appeared in 10 articles ( a; = 10 and f; =10) and all of the articles got cited ( @} = 10 and
f1 =10) each article receiving two citations (p =20). We are going to show the calculation
for the first step, and the table 4.2 below has all of the information. The publishing time
for the article is 2013, ( ¢, =2013.) The citing article cited the first article in year 2015 ( ¢;
=2015), and its journal J4, and the Article Influence score for the citing journal in year 2015
is Al;; = 0.5. The keyword's strength for keyword “Control Chart” is a sum up of all the
scores for each of the citation its articles received, which in our example just 20 times. For
the scores of the Article Influence score of the citing article's journal, and the Citation time

1
interval, the e7/10 and the AT = 0.5, and the citation time interval: e

~0.117 x(2015-2013) A ftar
calculating the strength or influence of the two keywords we got K.S for “Control Chart”
=56.52, and “P value” = 11.53. We believe that these two numbers are more representative
and informative of the old method where these two keywords node sizes, 10, will be equal
on the 2D map. However, in our method, we perceive the strength and the influence of the
first keyword over the second one by looking at the strength.

We considered more factors to have more informative visualization. Thus, we looked
more into the keyword to get more information out of it instead of just frequency. For that
reason, to get a better understanding of the influence or the strength of the keywords on

the data-set, we looked at each one of the articles that the keywords appeared in and noted

number of times each article got cited, who cited it and when.
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Table 4.2: Two keywords' example data

Keyword publication | Citing time Keyword publication | Citing time
Al Al
“Control time “P value” | time
Chart”
kw, t, t; kws ty t;
2015 0.5 2013 0.5
ai,l 2013 a9,1 2010
2013 1 2013 1
2013 2 2013 2
ai,9 2013 a9,2 2010
2014 3 2014 3
2014 4 2014 4
ai,s 2013 a9,3 2010
2014 0.5 2014 0.5
2014 0.5 2014 0.5
1.4 2013 (9,4 2010
2015 0.5 2015 0.5
2015 3 2015 3
ai,s 2013 ag,5 2015
2015 20 2015 2
2015 16
1.6 2015 Goss 2015
2015 11
2015 3
ai,y 2015 Q9,7 2015
2015 0.5
2016 0.6
ai,s 2015 a9,8 2015
2016 0.1
2016 0.4
ai,g 2015 a9,9 2015
2016 0.5
2016 0.6
ai,10 2015 a9o,10 2015
2016 0.9
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Below, we going to illustrated the steps to calculated the keyword's strength. The
workflow of our proposed method is shown in figure 4.3, We will take the keyword “chart
control” as an example. First, we extract all the records of the ASA that are in the WOS
website. Next, we choose our unit of analysis which is the keywords list. Then, we perform
text mining and preprocess on the data. Set up a threshold is very important test point to get
only the items that meet your criteria, and to have informative visualization. Then, conduct
the co-word analysis for the keywords. after that, choose the keywords that you want to get
its strength or important or the top 100 keywords for example. Next, get each article that
contains the keyword, for example “chart control” We calculate the total appearance of the
keywords and the total number of citations for all of the articles, if one of the article has no
citation then move to the next one. From the cited article, we get the publication year, and
we get the citing article (the article that have cited the article that contains the keyword)
data, we need to get the publication year of the citing article and the Article Influence of
its journal. For each time of the citation we apply our new method and at the end we sum

them up to get the keyword's strength, then we move to the next keyword.

1. Extract the bibliographic data from the WOS.
2. Data mining and preprocess of that data.
3. Choose your unit of analysis (keywords).
4. Set up the thresholds for your keywords.
5. Construct a co-word analysis for the keywords.
6. Get all the articles that contain the keyword “chart control”.
7. Get the article meta-data; such as
e publication year

e total appearance
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e sum of citation.

8. Count the total number of appearance.

9. Count the number of articles that have got cited.

10. Sum up citations.

11. Get the citing article information, such as

Publication year

Journal Al

Calculate the keyword strength for each citation.

Sum up the keyword strengths of each citations.
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Figure 4.3: Flow cgloart of our method.




4.6 Case Study

In this study, we used the data-set of the ASA from 1991 to 2016. All articles and their
full records were collected from Web of Sciences (WOS). In total, we retrieved 10,618
records with 136,762 Citations. We omit all other document types such as proceedings
paper, biographical-item, book review, correction, editorial material, letter, meeting
abstract, note, reprint, review, and software review, and we kept only articles with
keywords. We were sure to note keywords frequency, leading to the identification of
17,766 unique keywords. Also, we collected the citing articles for each keyword and

notated their journals' as well as publishing times.

Usually, in co-word analysis, the frequency of the keyword reflects the size of the node
(keyword) for visualizing the outcome of the clustering analysis. This measurement
does not reflect the impact of a given keyword on the intended field. This old method
does not consider the importance of other factors that affect keyword importance. For
that reason, we are going to refer to the size of the keyword “node” on the mapped
clustering as the strength of the keyword because it shows the impact and influence of

the keyword instead of its size.

We applied our method on four keywords that have the same number of appearances,
15. The aim is to study the effect of the appearances, citation time interval, popularity
and prestige on each one of them. Overall results of the methods are synthesized in
Table 4.3. Appearance, citation time interval, popularity and prestige measure four
aspects of a keywords. Prestige, represented by the Al, increases the importance of a
keyword by 25%. For example, if keyword 1 has an Al of 1, keyword 2 has an Al of
2, and all of the other elements are equal, we can state that the keyword 2 has 25%
more influence than keyword 1. In Table 4.3 , we can see that the keyword “central
limit theorem” has the highest average of Al, and keyword “variance reduction” has

the lowest AI. On the other hand, keyword “multinomial distribution” has a better
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average Al than keyword “variance reduction,” and this affects the final result by

¢

ranking “multinomial distribution” higher than “variance reduction”. We can state
that the prestige of a keyword affects the weight of the citing article, which causes
an increase in the keyword strength. Popularity significantly affects the keyword's
strength as well. In fact, the effect of the popularity is around 1%. Also, the citation
time interval has an effect on the strength of a keyword from 10% to 15%. The less

the citation time interval for a keyword, the more influence it has.

Table 4.3: Data of the four keywords data

Keyword No. of appearance | No. of cited articles | No. of citations | Average citations | Average citations/ cited articles | Average Al | Average time interval | Keyword's strength
central limit theorem 15 12 116 7.73 9.67 1.57 7.91 90.88
constrained optimization 15 11 64 4.27 5.82 1.42 8.72 31.71
multinomial distribution 15 13 205 13.67 15.77 1.45 6.69 156.15
variance reduction 15 12 377 25.13 31.42 115 11.32 129.61

In the Table 4.4. below, we ranked the four keywords based on the data we got.
The keyword “multinomial distribution” has the highest strength between the four
keywords, and this is due to its low average citation time interval. Moreover, it has
the second highest of amount of citations and average of citations. As we mentioned
above this method does not intend to rank keywords but focuses on giving the user
better visualization on the 2D map. However, we are showing the ranking to give and

explain our idea more perfectly.

Table 4.4: Ranking of four keywords data

Keyword Rank of appearance | Rank of cited articles | Rank of citations | Rank of Average citations | Rank of Average citations/ cited articles | Rank of Average AI | Rank of Average time interval | Rank of Keyword's strength

central limit theorem

1

1 3

3

3

1

2

3

constrained optimization

1

multinomial distribution

3
2

1

variance reduction

1
1
1

4 4
1 2
2

4
2
1

4
2
1

A

3
1
4

2

The figure 4.4 below shows the difference between the old method of keyword node
size and our proposed method. The red color represents the node size based on the
old method and the green color represents the node size of our method. We can see

that the size of the keyword node is more informative than in the old ones. From
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just looking at the visualization we can see the importance of keyword “constrained
optimization” over the other keywords, especially on keywords “central limit theorem”
and “constrained optimization”. The figure 4.4 below is created for this example only,

to show the difference between the two methods in a real visualization tool.

variance reduction multinomial distribution constrained optimization central limit theorem

Figure 4.4: New method keyword's strength versus old method node size.

For more explanation and simplicity, we applied our method on the top 100 keywords
of the ASA from 1991 to 2016. After calculating the keyword's strength for each
keyword. Figure 4.5 shows how the clustering of keywords when we have the number
of appearance as the node size representer, and figure 4.6 shows how the clustering
of keywords when we have the strength of keywords as the node size representer. For
example, let's compare the keyword “Variable selection” nodes size in figures 4.5 and
4.6, the red arrow points its place on the maps. In the first figure 4.5, the node size is
barley recognizable. However in the second figure 4.6, the node size is very recognizable
for the user. Also, if we look at the table 4.5 below, we see that the keyword “Variable
selection” is ranked in sixth place between keywords based on the keyword's strength
and ranked the 21st based on the keywords appearances. For deep analysis, we looked

at the keyness value of the keyword “Variable selection” in our data-set from 1990 to
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2016, (see more explanation about keyness in section 2.5.1), Figure 4.6 shows that the

keyness value of the keyword is increasing exponentially.
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Figure 4.5: The node size represented by the frequency of appearance in the data-set.
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Figure 4.6: The node size represented by keyword's strength.
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Figure 4.7: Keyness values of the keyword Variable selection.

In table 4.5, we ranked the top 20 keywords based on our new method. The table
shows the keywords' name, strength value, number of appearances, rank based on the

strength of the keywords, and rank based on the keywords' appearances in the data-set.

The old method has many flaws. For one, node size is a representation of the keyword
number of appearances in the data-set, which is not value-added information within the
visualization. Also, the quantity of a keyword does not represent its quality or influence
in the data-set since some keywords are used to increase the searching of an article.
There are several advantages to using the new method in visualizing keywords on a
bibliometrics map. The size of the node that represents a specific keyword correlates
to its strength within the data-set. For example; citations time intervals helps new
researchers and scholars to see the emergence of important keywords, because the
keywords that have a better citations time intervals are ones that are trending and are
getting cited faster than the other keywords, even if they appear the same amount of
times or less in the data-set. Also, a keyword with a high Al employed in articles that
are cited within prestigious journals, indicating a topic that has a higher tendency to

be trending in the near future, even if it has low appearances in the data-set.

95



Table 4.5: The top 20 keywords based on our method.

Keyword Keyword's Number  of | Keyword's Number  of
Strength Appearance Strength Appearance
Rank Rank

MCMC 4880.76 440 1 1

R 3394.65 349 2 2
Gibbs sampler 2739.92 199 3 8
Kernel 2318.49 280 4 3
Bayesian 2248.02 267 5 4
Variable selection 2049.47 118 6 21
Asymptotic 2035.69 257 7 5
Non parametric regression 1971.80 199 8 8
Missing data 1969.01 166 9 11
Em algorithm 1572.75 189 10 10
Monte carlo 1527.94 145 11 12
Measurement error 1478.01 111 12 25
Hierarchical 1330.42 136 13 13
Bootstrap 1291.43 225 14 6
Mixture 1287.55 131 15 15
Random effect 1282.60 130 16 16
Mixed 1243.08 112 17 24
Survival 1209.44 121 18 19
Bayesian inference 1136.10 122 19 18
Metropolis hasting 1090.04 67 20 Hh)
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4.7 Conclusions And Future Work

The main objective of this paper was to integrate four new factors into measuring the
strength of keywords on a 2D map. The biggest challenge of data visualization is to
show a huge amount of data on a small canvas and presenting it in informative manner.
In the old method, the number of keyword appearances in a data-set is used to represent
the size of the keyword's node on a 2D map visualization, which is not very informative
to the researchers. Hence, we proposed a novel method to visualize keywords of co-
word analysis on 2D map. We introduced four factors to measure the strength of
keywords. The first factor is the citation time interval, which is represented by the
difference between the publication year of the keyword's article and the time of the
citing article publication year. The second factor is the popularity of a keyword, which
is represented by the number of citations its articles received. The third factor is the
prestige of a keyword, which is represented by the Article Influence score that the citing
article has. Finally, the fourth factor is the total number of keyword's appearances.
We argue that the new approach gives an important rule for the keyword's size on a

2D map.
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Chapter 5

Conclusion and Summary of Dissertation Contributions

The main objective of my dissertation is to study bibliometrics science and to develop
ideal methods to facilitate the process of examination and understanding of scientific
literature in an intended field, especially with the enormous availability of literature
nowadays. A full study of the literature of ASA journals was explored from macro-level
to micro-level, and the findings provided a helpful insight into the field of statistics.
In the next chapter of the dissertation, a new method was introduced to determine
an appropriate similarity measure between keywords in the co-word analysis. After a
deep study of the literature of the similarity measures, I can say that there are two
main types of similarity measures used into the co-word analysis; the direct and the
indirect similarity measures. It has been concluded that direct similarity measure is
more appropriate for the co-occurrence data in the co-word analysis than the indirect
similarity measure. An empirical comparison study between the new proposed method
and the most well-known direct similarity measures in co-word analysis was conducted
to illustrate the procedure and to highlight the differences between the two methods.
WE used the CoPhenetic Correlation Coefficient (CPCC) to evaluate our new method
and its findings. The results show that the new method improves the ability of the
clustering to assign keywords into the right cluster by an average of 50% over the
current methods. After that, a new method of visualizing the quality of a unit of
analysis “keywords” was introduced. The main objective of this method is to make
the nodes on the map more informative than the current method. The current method

restricts the node size to the count of appearances of the keywords on the data-set,
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which have been argued in this dissertation. However, the new method gives more

accurate size to the keyword's node based on its importance into the data-set.
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