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Abstract

We prove that Toeplitz matrices are unitarily similar to complex symmetric matrices.

Moreover, two n × n unitary matrices that uniformly turn all n × n Toeplitz matrices via

similarity to complex symmetric matrices are explicitly given, respectively. When n ≤ 3, we

prove that each complex symmetric matrix is unitarily similar to some Toeplitz matrix, but

the statement is false when n > 3.
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Chapter 1

Introduction

Denote by Cn×n the space of all n × n complex matrices and let U(n) be the group

of n × n unitary matrices. It is well-known that every A ∈ Cn×n is similar to a complex

symmetric matrix [32, Theorem 4.4.24]. It means that given an appropriate basis, every

linear transformation L : Cn → Cn can be represented by a complex symmetric matrix.

When we refine the condition similarity with unitary similarity, one may ask whether every

matrix is unitarily similar to a symmetric matrix. This is true when n = 2 [44]. However, it

is not true [19, Example 7] when n ≥ 3.

It is natural for us to ask, what kind of matrices are unitarily similar to complex sym-

metric matrices? There are some characterizations of the unitary similarity of a matrix with

a complex matrix. Vermeer [60] gave some equivalent conditions. Liu, Nguelifack and Tam

[40] extended the result of Vermeer in the context of an orthogonal symmetric Lie algebra

of the compact type. Tener [55] gave some equivalent conditions in terms of the Hermitian

decomposition A = 1
2
(A+A∗) + 1

2
(A−A∗) of A. Garcia [20] obtained some criteria based on

the singular value decomposition under the assumption that the singular values are distinct.

In [20], some necessary and sufficient conditions for a 3 × 3 matrix to be unitarily similar

to a complex symmetric matrix are presented, as well as an algorithm whereby an arbitrary

3 × 3 matrix can be tested. This test is generalized to a necessary and sufficient condition

that applies to almost every n × n matrix. The test is constructive and explicitly exhibits

the unitary equivalence to a complex symmetric matrix. Then it is possible to explicitly

construct a conjugation C for which A is C-symmetric.

Toeplitz matrices, in which the elements on any line parallel to the principal diagonal

are all equal, arise in many areas of systems theory. A basic reference is given by Grenander
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and Szegö [25], which includes applications to probability theory and statistics. Hartwig and

Fisher [28] described some applications in chemical physics and stochastic processes. The

survey on filtering theory is given by Kailath [35] in 1974 contains many useful references

to Toeplitz and block Toeplitz matrix applications; in particular, canonical matrix fractions

are studied by Dickinson [16] in 1974, the concept of innovations for stationary processes is

given by Kailath [36], and relationships to the so-called Levinson-and-Chandrasekhar-type

equations arising in estimation theory is given in [18] by Friedlander. Toeplitz matrices

are also generalized as Toeplitz operators acting on the vector Hardy space H [7]. Toepltiz

matrices are among the most well-studied structured matrices and a wide literature exists

concerning Toeplitz matrices and the related matrices. It covers problems like the analysis

of asymptotic spectral properties, where tools from functional analysis and operator theory

are used; the study of related matrix algebras and fast discrete transforms; the analysis of

preconditioners for the iterative solution of Toeplitz systems; the analysis of displacement

operators, which enable one to represent the inverse of a Toeplitz matrix in a nice form; the

analysis of fast and superfast algorithms for solving Toeplitz and Toeplitz-like linear systems

with their interplay with Cauchy-like matrices.

A symmetric matrix is a square matrix that is equal to its transpose. It appears in many

problems such as Grunsky inequality [32], moment problems [32], and in data fitting and

quadrature applications [42, 1]. Because of their additional structure, symmetric matrices

in many ways are simpler to deal with than the general matrices. It is well known that

a real symmetric matrix can be diagonalized by an orthogonal transformation, so all the

eigenvalues are real. For a general matrix, even it has real entries, the existence of non-real

eigenvalue is possible.

Recently, Chien and Nakazato [13] proved that every Toeplitz matrix is unitarily similar

to a complex symmetric matrix. Though the symmetric matrix referred in the result can be

described, the unitary matrix that turns the given Toeplitz matrix to a complex symmetric
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matrix is not provided. We wonder that if the unitary matrix U that turns Toeplitz matrices

into complex matrices can be given explicitly and in a simple form.

Computing the eigenvalues of a random n×nmatrix is one of the most important tasks in

linear algebra. The commonly used methods are turning a random matrix to some structured

matrix before using the iterations. We hope to turn a matrix to a matrix with certain form

via unitary similarity. Especially, we hope the unitary matrix is not too expensive in terms of

complexity. Our main results given in Chapter 4 inspire us to develop more relating results

which would be useful in the eigenproblems.

The remaining of this dissertation is organized as follow:

(i) In Chapter 2, we introduce the unitary similarity of two complex matrices. A classic

criterion for two matrices being unitarily similar, known as Specht-Pearcy criterion,

will be given. We also give Kippenhahn polynomials, which is a useful tool to study

the unitary similarity between two matrices.

(ii) In Chapter 3, along with the introduction of Toeplitz matrix and some related forms,

we will briefly discuss some important properties of these matrices. We then introduce

the conditions for a complex matrix to be unitarily similar to a complex symmetric

matrix.

(iii) We will give two unitary matrices that uniformly turn all n× n Toeplitz matrices into

symmetric matrices via similarity and they will be given explicitly in Chapter 4. Thus,

this constructive proof is an improvement of one of the main results in [13].

(iv) In Chapter 5, we present a standard form of complex symmetric matrices. We also

study the problem of whether every symmetric matrix is unitarily similar to a Toeplitz

matrix. The problem can be viewed as the (weak) converse of Theorem 4.1.3 and

Theorem 4.1.1. When n ≤ 3, it is true (see Theorem 4.2.2). However, the answer is

negative when n > 3.
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(v) Proofs to the claim that “not every complex symmetric matrix is unitarily similar to a

Toeplitz matrix” are given for the case n = 4 and the case n = 5 in Chapter 6.

(vi) In Chapter 7, we will introduce some classic algorithms in finding eigenvalues of a

matrix. Then we will discuss some possible uses of our results.

(vii) Our work can lead to further research in the some directions, which will be discussed

in Chapter 8.

The main results in this dissertation can be found in [12].
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Chapter 2

Unitary similarity and Kippenhahn polynomials

In this chapter, we will review some relating definitions concerning unitary similarity

between two complex matrices and present some classic conditions of unitary similarity.

We denote by Cn×n the set of complex matrix and the conjugate transpose of A by A∗.

Definition 2.0.1. A matrix U ∈ Cn×n is said to be unitary if U∗U = I.

It can be easily seen that U−1 = U∗ if and only if U is unitary. Note that the set of

n×n unitary matrices is a group, denoted as U(n). The group U(n) is a subgroup of general

linear group GL(n,C), which is a Lie group. It plays a very important role in matrix theory.

One of the commonly seen applications is unitary similarity. There are some basic equivalent

conditions for a matrix U to be unitary:

Theorem 2.0.2. [32, Theorem 2.1.4] If U ∈ Cn×n, the following conditions are equivalent:

(i) U is unitary.

(ii) U is nonsingular and U−1 = U∗.

(iii) U∗U = I.

(iv) U∗ is unitary.

(v) The columns of U form an orthonormal set.

(vi) For every x ∈ Cn and y = Ux, we have y∗y = x∗x.

Definition 2.0.3. Let A ∈ Cn×n. We define
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(i) A complex scalar α is an eigenvalue of A if there is a nonzero vector x such that

Ax = αx, in which case we say that x is an eigenvector of A.

(ii) If A∗A = AA∗, then we call A normal. Note that a matrix A is normal if it is unitarily

diagonalizable, that is, U∗AU = Λ, where U is unitary and Λ is diagonal.

(iii) If A∗ = A, then we call A is Hermitian. Note that a Hermitian matrix is normal and

its eigenvalues are real, that is, α∗ = α, where α∗ denotes the complex conjugate of α.

2.1 Unitary similarity

Two n×n matrices A,B ∈ Cn×n are said to be similar if B = P−1AP for some invertible

n×n matrix P . Similarity is an equivalence relation. Each equivalence class under similarity

represent the same linear transformation under different bases. Two similar matrices share

some essential properties such as trace and spectrum. Two unitarily similar matrices share

even more properties including norm, numerical range, and so on. Because of this, for a given

matrix A, we are interested in finding a simple “standard form” B which is similar to A, the

study of A then reduces to the study of the simpler matrix B. For example, if A is similar

to a diagonal matrix, we call that A is diagonalizable. By observing the diagonal matrix, we

can easily see the eigenvalues, singularity and some other properties of A. However, not all

matrices are diagonalizable. Over the complex field, every matrix is similar to a matrix in

Jordan form, which is unique up to permutation of the Jordan blocks. Being able to turn

a matrix to a matrix with a special structure via similarity has always been an important

question in linear algebra.

Definition 2.1.1. Two matrices A,B ∈ Cn×n are unitarily similar if there exists a unitary

matrix U such that B = U∗AU , where U∗ = ŪT .

Since finding U∗ is much easier than finding the inverse of a general invertible matrix,

unitary similarity is conceptually simpler than similarity. The equivalence classes under

unitary similarity are finer than the equivalence classes under similarity.
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One of the fundamentally useful facts of elementary matrix theory is a theorem given

by I. Schur.

Theorem 2.1.2. [32, Theorem 2.3.1] Let A ∈ Cn×n have eigenvalues λ1, · · · , λn in any

prescribed order and let x ∈ Cn be a unit vector such that Ax = λ1x.

(a) There is a unitary U = [x u2 · · · un] ∈ Cn such that U∗AU = T = [tij] is upper

triangular with diagonal entries tii = λi, i = 1, ..., n.

(b) If A ∈ Rn×n has only real eigenvalues, then x may be chosen to be real and there is

a real orthogonal Q = [x q2 ... qn] ∈ Rn×n such that QTAQ = T = [tij] is upper

triangular with diagonal entries tii = λi, i = 1, ..., n.

This theorem is also called Schur Triangularization Theorem. Theorem 2.1.2 can be

extended to a commuting family of complex matrices, that is, all matrices in the family can

be reduced simultaneously to an upper triangular form by a unitary similarity.

Definition 2.1.3. A Hilbert space is a vector space H with an inner product 〈·, ·〉 such that

the norm defined by

|f | =
√
〈f, f〉

turns H into a complete metric space.

A classical problem of operator theory is:

Let A and B be operators acting on a complex Hilbert space H. How can one determine

whether A and B are unitarily similar, that is, B = U∗AU for some unitary operator U ,

where U∗ is the Hermitian adjoint operator of U?

More precisely, the problem is to find a set of invariants that completely determine an

operator up to unitary similarity. For a finite-dimensional Hilbert space H, there are some

criteria developed in the literature to determine if two matrices are unitarily similar.
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Theorem 2.1.4. (Specht, [51]) Let A, B ∈ Cn×n. A is unitarily similar to B if and only if

for all r > 0 and integers α1, · · · , αr, β1, · · · , βr ≥ 0,

tr (Aα1A∗β1 · · ·AαrA∗βr) = tr (Bα1B∗β1 · · ·BαrB∗βr).

This result actually is not practical in terms of checking the unitary similarity between

two matrices. Pearcy [48] provided a refinement of Specht’s theorem but it is still not

practical.

Theorem 2.1.5. (Pearcy, [48]) Let A, B ∈ Cn×n. A is unitarily similar to B if and only if

tr (Aα1A∗β1 · · ·AαrA∗βr) = tr (Bα1B∗β1 · · ·BαrB∗βr).

holds for all monomials for which
∑

i αi +
∑

i βi ≤ 2n2, where α1, · · · , αr, β1, · · · , βr ≥ 0 are

integers.

Note that Theorem 2.1.5 is a finite criterion, in theory computer can carry out the

process. The number of traces required to determine the unitary similarity for word of

degree at most 2n
2

arising from Pearcy’s result in low-dimensional cases. It can be easily

seen that when n = 2, three traces are enough to determine the unitary class; for the case

n = 3, seven traces suffice [48, 50].

2.2 Kippenhahn polynomials

To study the unitary similarity between two matrices A,B ∈ Cn×n, we introduce a tool

called Kippenhahn polynomial. First we introduce some invariants of the unitary similarity.

Definition 2.2.1. [15] The k-th numerical range of A ∈ Cn×n is the set

Λk(A) := {z ∈ C : PAP = zP for some k-dimensional orthogonal projectionP},
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1 ≤ k ≤ n. When k = 1, Λk(A) is reduced to the classical numerical range defined as

W (A) := {ξ∗Aξ : ξ ∈ Cn, ξ∗ξ = 1},

which has been well studied in the literature [17, 27, 33, 37]. One of the most important

properties about the numerical range is convexity.

Theorem 2.2.2. (Toeplitz-Hausdorff Theorem) Let A ∈ Cn×n. W (A) is a compact convex

set.

We remark that compactness is trivial as W (A) is the image of the unit sphere under

the continuous map x→ x∗Ax.

If A is a normal matrix, that is, A∗A = AA∗, with eigenvalues λ1, · · · , λn, W (A) is the

convex hull of the eigenvalues of A. The numerical range of a Hermitian matrix H is a closed

interval on the real axis, whose endpoints are the minimum and maximum eigenvalues of H.

There are many important consequences of the convexity of numerical range.

Theorem 2.2.3. [33, Theorem 1.3.4] For each A ∈ Cn×n there exists a unitary matrix

U ∈ U(n) such that all the diagonal entries of U∗AU equal to trA
n

.

It is well-known that every complex matrix A ∈ Cn×n can be uniquely split into two

components so that A = <(A)+i=(A), where <(A) = (A+A∗)/2 and =(A) = (A−A∗)/(2i).

Note that <(A) and =(A) are Hermitian matrices, i=(A) is skew-Hermitian. The k-th

numerical range Λk(A) is completely determined by the following ternary form:

FA(x, y, z) = det(x<(A) + y=(A) + zIn).

Kippenhahn [37] proved this result when k = 1. More precisely, W (A) is the convex hull

of the real affine part of the dual curve of FA(x, y, z) = 0. In [21], it was proved that the

equations Λk(A) = Λk(B) (1 ≤ k ≤ n) for n × n matrices A,B hold only if FA = FB. A

matrix A and its transpose AT have the common ternary form FA = FAT .
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It is known that if matrices A and B are unitary similar, then their numerical ranges

are the same. However, the converse is in general not true. For example, W (A) = W (B) is

the closed unit disk centered at the origin, where

A =


0 2 0

0 0 0

0 0 0

 and B =


0 2 0

0 0 0

0 0 1

 .

They are not similar since they have different spectra.

Helton and Spitovsky [31] showed that for every A ∈ Cn×n, there exists a complex

symmetric B ∈ Cn×n satisfying FB(x, y, z) = FA(x, y, z), hence Λk(A) = Λk(B). Their

result depends on a result in [30], which answers affirmatively to the conjectures raised in

[17] and [39], namely, for a hyperbolic ternary form F (x, y, z), there exist real symmetric

matrices H and K such that F (x, y, z) = FH+iK(x, y, z). The result of [30] provides us

motivation to study the class of matrices which are unitarily similar to symmetric matrices.

In [14], a method to construct symmetric matrices H,K starting from a hyperbolic form

F (x, y, z) is explicitly given when the curve F (x, y, z) = 0 has genus 0 or 1.
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Chapter 3

Toeplitz matrices and symmetric matrices

Toeplitz matrix and symmetric matrices are two kinds of matrices that are well-studied

and they play important roles across many areas. In this chapter, we will first introduce

Toeplitz matrix and some of its relatives, such as Hankel matrix and Toeplitz band matrix.

Some classical results about their properties will be discussed. We then introduce symmetric

matrix and explore some algorithms about Toeplitz matrix and complex symmetric matrix.

3.1 Toeplitz matrices and related forms

Typical problems modelled by Toeplitz matrices include the numerical solution of certain

differential equation, and certain integral equation, the computation of spline functions, time

series analysis, signal and image processing, Markov chains and queueing theory, polynomial,

and power series computations.

3.1.1 Toeplitz matrix

An n× n matrix T = (aij) is called a Toeplitz matrix if aij = ak` for every pairs (i, j),

(k, `) satisfying i−j = k−`. In this case, aij is denoted by ai−j for some a0, a±1, a±2, . . . , a±(n−1).

Explicitly,

T =



a0 a−1 a−2 . . . . . . a−(n−1)

a1 a0 a−1
. . .

...

a2 a1
. . .

. . .
. . .

...

...
. . .

. . .
. . . a−1 a−2

...
. . . a1 a0 a−1

an−1 . . . . . . a2 a1 a0


.
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The entries of A are constant down the diagonals parallel to the main diagonal. The Toeplitz

matrices

B =



0 1 0

. . .
. . .

. . . 1

0 0


and F =



0 0

1
. . .

. . .
. . .

0 1 0


are called backward shift and forward shift because of their effect on the elements of the

standard basis {e1, · · · , en}. Moreover, F = BT and B = F T . A Toeplitz matrix T can

be written as a linear combination of B, F and their powers, that is, T =
∑n−1

k=0 a−kB
k +∑n−1

k=1 akF
k.

An upper triangular Toeplitz matrix T can be presented as T =
∑n

k=0 a−kB
k. We let

B0 = I. T is nonsingular if and only if a0 6= 0. Moreover,

T−1 =
n−1∑
k=0

b−kB
k

is also an upper triangular Toeplitz matrix, where b0 = a−10 and b−k = a−10 (
∑k−1

m=0 am−kb−m)

for k = 1, 2, · · · , n − 1. It can be clearly seen that the upper triangular Toeplitz matrices

form a commutative algebra. Upper triangular n×n Toeplitz matrices along with some other

special Toeplitz matrices and Toeplitz-like matrices, play important roles in some algorithms.

3.1.2 Hankel matrix

The term Hankel matrix, is coined by Gantmacher (1960) and is also called orthosym-

metric matrix. It has constant skew diagonal. More specifically, a Hankel matrix is of the

form:
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A =



a1 a2 a3 · · · an

a2 a3 a4 · · · an+1

a3 a4 a5 · · · an+2

...
...

...
. . .

...

an an+1 an+2 · · · a2n−1


.

Complex Hankel matrices are special complex symmetric matrices. Hankel matrices and

Toeplitz matrices can be related by making use of the square matrix

J =



0 0 1

. .
.
. .
.

0

0 . .
.
. .
.

1 0 0


which has units along the secondary diagonal and zeros elsewhere, noting that J2 = I, the

unit matrix. The effect of premultiplying any matrix by J reverses the order of its rows, and

postmultiplying reverses the order of its columns. If A is a Hankel matrix, then JA and AJ

are Toeplitz and (JA)T = AJ . Although Toeplitz matrices and Hankel matrices are closely

related to each other, their eigenvalues could be very different. There is extensive literature

on inverting Hankel matrices or solving such linear systems. However, efficient eigenvalue

algorithms for structured matrices are still under development. Taking advantage of two

properties, namely that a complex Hankel matrix is symmetric and that a permuted Hankel

matrix can be embedded in a circulant matrix, F. T. Luk [43] developed an O(n2 log n)

algorithm that can find all the eigenvalues of an n× n Hankel matrix.
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3.1.3 Toeplitz band matrix

For a Toeplitz matrix Tn = (ai), if there are integers p, q, 0 ≤ p, q ≤ n− 1, such that

ap 6= 0, a−q 6= 0, ar = 0, if r > p or r < −q,

we call Tn is a Toeplitz band matrix. Toeplitz band matrix was first introduced by Trench

[57] in 1974. A simple case of Toeplitz band matrix has the form

Tn =



a0 a−1 · · · a−m 0 · · · 0

a1 a0 a−1
. . .

...

... a1 a0
. . . 0

am
. . .

. . . a−m

0
. . .

...

...
. . .

. . .
. . . a0 a−1

0 · · · 0 am · · · a1 a0



.

We call that Tn is a banded Toeplitz matrix with width m. If ai = a−i for all i = 1, · · · ,m,

Tn is a n× n banded symmetric matrix. For example,

T5 =



a0 a1 a2 0 0

a1 a0 a1 a2 0

a2 a1 a0 a1 a2

0 a2 a1 a0 a1

0 0 a2 a1 a0


is a 5× 5 banded symmetric Toeplitz matrix with bandwidth 2.

Trench [58] in 1964 derived an algorithm for inverting a Hermitian Toeplitz matrix with

O(n2) operations (rather than O(n3), as required by standard matrix inversion methods)

and stated a similar algorithm for the non-Hermitian case. In 1974, Trench [57] simplified
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the more general algorithm given in [58] for the case where of Toeplitz band matrix. Mentz

[45] has developed an algorithm for calculating the inverse of an n × n symmetric Toeplitz

band matrix with a band-width of 2m + 1. The inverse is given in terms of the roots of a

polynomial equation, but is only valid if n is large in relation to m, Hoskins, Ponzo [34] and

Rehnqvist [49] gave inversion methods for special cases of symmetric band matrices. These

algorithms require that all principal minors be nonzero.

3.1.4 Circulant matrix

A circulant matrix C is a special Toeplitz matrix having the form

C =



c0 c1 c2 · · · · · · cn−1

cn−1 c0 c1 · · · · · · cn−2

cn−2 cn−1 c0 · · · · · · cn−3
...

...
...

. . .
...

c2 c3 c4
. . . c1

c1 c2 c3 · · · cn−1 c0


.

Each row is the previous row cycled forward one step and the entries in each row are a cyclic

permutation of those in the first. Circulant matrices arise and are prevalent in areas like

applications involving the discrete Fourier transform and the study of cyclic codes for error

correction. There is a very beautiful result on the eigenvectors of circulant matrices:

Theorem 3.1.1. [24, Theorem 3.1] Every circulant matrix C has eigenvectors

y(m) =
1√
n

(1, e
2πim
n , · · · , e

2πim(n−1)
n )T , m = 1, · · · , n− 1

with eigenvalues

λm =
n−1∑
k=0

cke
e2imk
n , m = 1, · · · , n− 1,
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and can be expressed in the form C = UΛU∗, where U has the eigenvectors as columns in

order and Λ is diag (λk). In particular all circulant matrices share the same eigenvectors,

the same matrix U works for all circulant matrices, and any matrix of the form C = UΛU∗

is circulant.

3.2 Some behaviors of Toeplitz matrices

Due to great importance, a wide range of literature focuses on Toeplitz matrices and

the behavior of Toeplitz matrices. The most complete references were given by Grenander

and Szegö [25] and Widom [61]. A more recent text devoted to the subject is Böttcher and

Silbermann [9] in 1999. However, some of the behavior are particularly critical to the study

of Toeplitz matrices.

3.2.1 Szegö’s Theorem

Szegö’s Theorem is probably the most famous and most important result on Toeplitz

matrices. Given a sequence of Toeplitz matrices {Tn}, Szegö’s Theorem deals with the

asymptotic behavior of the eigenvalues of Tn as n goes to infinity. Though we will not

explicitly review Szegö’s Theorem here, one can see more details in [24].

3.2.2 Toeplitz (or Hankel) decomposition

One of the top ten algorithms of the twentieth century is the “decompositional approach

to matrix computation”. Several decompositions of a matrix can be seen in almost every

linear algebra book. Their applications are extensively seen and being cornerstones of modern

computations.

QR decomposition (also called a QR factorization) of A ∈ Cn×n is a decomposition of a

matrix into the product A = QR of an orthogonal matrix Q and an upper triangular matrix

R. QR decomposition is often used to solve the linear least squares problem, and is the basis
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for a particular eigenvalue algorithm, the QR algorithm. QR decomposition is the matrix

version of the Gram-Schmidt Orthogonalization Process.

LU decomposition (also called LU factorization) factors a square matrix as the product

of a lower triangular matrix L and an upper triangular matrix U . The LU decomposition

can be viewed as the matrix form of Gaussian elimination if no row permutation is involved

in the elimination. Computers usually solve square systems of linear equations using the

LU decomposition, and it is also a key step when inverting a matrix, or computing the

determinant of a matrix.

The polar decomposition of A ∈ Cn×n is of the form A = UP , where U is a unitary

matrix and P is a positive-semidefinite matrix. Intuitively, the polar decomposition separates

A into a component that stretches the space along a set of orthogonal axes, represented by

P , and a rotation (with possible reflection) represented by U .

The singular value decomposition (SVD) is a factorization of A = V ΣU∗ for A ∈ Cn×n,

where Σ = diag (σ1, · · · , σn) and σ1 ≥ · · · ≥ σn are the singular values of A. Notice that

U, V ∈ U(n) are not uniquely determined. However, if the singular values are distinct,

then U and V are respectively unique up to the post-multiplication of a diagonal unitary

matrix. Clearly A∗AU = U2 and AA∗V = V 2. The SVD can be obtained from the polar

decomposition and vice versa. It has many useful applications in signal processing and

statistics.

Matrix decompositions provide a platform on which a variety of scientific and engi-

neering problems can be solved. Once computed, they may be reused repeatedly to solve

new problems involving the original matrix and may often be updated or downdated with

respect to small changes in the original matrix. Furthermore, they permit reasonably simple

rounding-error analysis and afford high-quality software implementations.

Very recently, Ye and Lim [63] developed a new kind of decomposition that utilizing

Toeplitz matrices and Hankel matrices.
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Theorem 3.2.1. (Ye and Lim, [63]) Every n × n matrix is a product of finite Toeplitz

(Hankel) matrices.

A Toeplitz or a Hankel decomposition of a given matrix A may not be as easily com-

putable as LU or QR, but once computed, these decompositions can be reused ad infinitum

for any problem involving A. If A has a known Toeplitz decomposition with r factors, one

can solve linear systems in A within O(rn log2 n) time via any of the superfast algorithms

in [2, 8, 11, 53, 59]. However, there is no efficient algorithm so far to explicitly decompose

a matrix to Toeplitz matrices or Hankel matrices. The situation makes this decomposition

not as applicable as the previous classic decompositions.

3.3 Complex symmetric matrices

An n× n matrix S is called a symmetric matrix if ST = S. The entries are symmetric

with respect to the main diagonal. So if the entries are written as S = (aij), then aij = aji,

for all indices i and j. Complex symmetry is a purely algebraic property, and it has no effect

on the spectrum of the matrix. Indeed, for any given set of n numbers,

λ1, λ2, . . . , λn ∈ C,

there exists a complex symmetric n× n matrix S whose eigenvalues are just the prescribed

numbers.

Theorem 3.3.1. [32, Theorem 4.4.24] Each A ∈ Cn×n is similar to a complex symmetric

matrix.

The result is derived directly from the fact that each Jordan block is similar to a sym-

metric matrix and each A ∈ Cn×n is similar to a direct sum of Jordan blocks.
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A complex symmetric matrix may not even be diagonalizable. For example, consider

the complex symmetric matrix

S =

2i 1

1 0

 ,

where i =
√
−1. The only eigenvalue of this matrix is λ = i, with algebraic multiplicity 2

but geometric multiplicity 1. In fact, the Jordan normal form of S is

Z−1SZ =

i 1

0 i

 ,

where Z =

i 1

1 0

 . Thus, S is not diagonalizable.

However, a complex symmetric matrix can be diagonalized using a unitary matrix. Thus

if A is a complex symmetric matrix, there is a unitary matrix U such that UAUT is a real

diagonal matrix. This result is referred to as the Autonne-Takagi factorization. Autonne-

Takagi factorization is also called symmetric singular value decomposition (SSVD). It was

originally proved by Autonne [3] in 1915 and Takagi [54] in 1925 and rediscovered with

different proofs by several other mathematicians. When A is a complex symmetric matrix,

Autonne-Takagi factorization takes the form:

A = UΣUT ,

where U is unitary and Σ is diagonal. The columns of U are called the Takagi vectors.

A necessary and sufficient condition for a complex symmetric to be diagonalizable is:

Theorem 3.3.2. [32, Theorem 4.4.27] Let S ∈ Cn×n be symmetric. Then S is diagonalizable

if and only if it is complex orthogonally diagonalizable, that is, S = OΛOT , where O is a

complex orthogonal matrix and Λ is diagonal.
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3.4 Characterizations of unitary similarity of a square complex matrix to a

symmetric matrix

Complex square matrix being unitarily similar to a complex symmetric matrix arises

from many subjects and one of them is eigenproblem. In numerical linear algebra, the

preprocessing step of a typical algorithm for computing eigenvalues and singular values of

a matrix is turning the matrix to an intermediate matrix admitting low cost iterations in

the second step. For some subclasses of normal matrices, e.g., Hermitian, skew-Hermitian,

and unitary matrices, the intermediate matrix shapes admit a low storage cost O(n) and, as

such, permit the design of QR algorithms with linear complexity steps. Unfortunately, for

the generic normal matrix class, the intermediate matrices are of Hessenberg form, requiring

O(n2) storage and resulting in a quadratic cost for each QR-step. An upper Hessenberg

matrix contains zeros below the first subdiagonal. If the matrix is symmetric or Hermitian,

then the form is tridiagonal. This matrix has the same eigenvalues as the original, but

less computation is needed to reveal them. An alternative intermediate condensed form

might thus result in significant computational savings. To achieve this goal, the use of

intermediate complex symmetric matrices that can be constructed using unitary similarities

is useful. The problem of determining whether a square complex matrix is unitarily similar to

a complex symmetric one has been intensively studied. In general, it is difficult to determine

if a complex matrix is unitarily similar to a complex symmetric matrix. The first general

approach was given by Vermeer, who obtained the following characterizations:

Theorem 3.4.1. [60, Theorem 3] Let A ∈ Cn×n. The following statements are equivalent.

(i) A is unitarily similar to a complex symmetric matrix.

(ii) There is a symmetric unitary matrix U such that UAU∗ is symmetric.

(iii) There is a symmetric unitary matrix U and a symmetric matrix S such that A = SU .

(iv) There is a symmetric unitary matrix V such that V AV ∗ = AT .
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Definition 3.4.2. A function C : Cn → Cn is called a conjugation if it satisfies:

(i) C(αx+ βy) = ᾱCx+ β̄Cy for all x, y ∈ Cn and all α, β ∈ C (conjugate-linear).

(ii) C(C(x)) = x for all x ∈ Cn (involutive).

(iii) ‖Cx‖ = ‖x‖ for all x ∈ Cn (isometric).

An example of conjugation C is the so-called flip conjugation, that is, C(x) = (x̄n, · · · , x̄1)T

for any x = (x1, · · · , xn)T ∈ Cn.

The matrices that are unitarily equivalent to complex symmetric matrices can be char-

acterized in terms of C-symmetry.

Theorem 3.4.3. (Garcia and Putinar, [19]) A matrix A is unitarily similar to a complex

symmetric matrix if and only if there exists a conjugation C such that A = CA∗C.

Note that such A is called C-symmetric.

Garcia [20] obtained a criteria based upon the diagonalization of A∗A and AA∗ under

the assumption that the singular values are distinct.

Theorem 3.4.4. [20, Theorem 1] Suppose that A ∈ Cn×n has distinct singular values. If

(i) u1, u2, · · · , un are unit eigenvectors ofA∗A corresponding to the eigenvalues λ1, λ2, · · · , λn,

respectively,

(ii) v1, v2, · · · , vn are unit eigenvectors ofAA∗ corresponding to the eigenvalues λ1, λ2, · · · , λn,

respectively,

then A is unitary similar to a complex symmetric matrix if and only if

|〈ui, vj〉| = |〈uj, vi〉|,

〈ui, vj〉〈uj, vk〉〈uk, vi〉 = 〈ui, vk〉〈uk, vj〉〈uj, vi〉,
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holds for

1 ≤ i ≤ j ≤ k ≤ n.

The proof of Theorem 3.4.4 given in [20] is a constructive one. The proof implies

that if A satisfies the two necessary and sufficient conditions, then there exist unimodular

constants α1, α2, · · · , αn such that Cui = αivi for i = 1, 2, · · · , n, where C is a conjugate-

linear operator.

The condition of distinct singular values is not necessary. Basing upon singular value

decomposition, a different proof to Theorem 3.4.4 and some related results are given by Liu,

Nguelifack and Tam.

Theorem 3.4.5. [40, Theorem 2.2] Let A ∈ Cn×n and let Σ = σ1In1

⊕
· · ·

⊕
σmInm , where

σ1 > σ2 > · · · > σm are the distinct singular values of A with multiplicities n1, · · · , nm,

respectively. The following statements are equivalent.

(i) A is unitarily similar to a complex symmetric matrix.

(ii) There is a SVD A = Y ΣX∗ such that X∗Y is symmetric.

(iii) For any SVDA = V ΣU∗, there are block diagonal unitary matricesQ := Q1

⊕
· · ·

⊕
Qm

and Q
′
:= Q1

⊕
· · ·

⊕
Qm−1

⊕
Q
′
m, conformal to Σ, such that (UQ)∗V Q

′
is symmetric.

If σm > 0, then Q = Q
′
.

Note that Vermeer’s theorem [60] can be deduced by Theorem 3.4.5.
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Chapter 4

Every Toeplitz matrix is unitarily similar to a complex symmetric matrix

In this chapter, we are going to prove that every Toeplitz matrix T is unitarily similar

to a complex symmetric matrix S. We will explicitly give two unitary matrices U such that

S = U∗TU . Thus the corresponding complex symmetric matrices can also be given. We

then consider the inverse of the claim when n ≤ 3.

4.1 Two unitary matrices that turn Toeplitz matrices to symmetric matrices

via similarity

The n× n Jordan block Jn(0) corresponding to the zero eigenvalue is a Toeplitz matrix

and [32, p. 208] Jn(0) is unitarily similar to the symmetric matrix

1

2



0 1 0 · · · 0

1
. . .

. . .
. . .

...

0
. . .

. . .
. . . 0

...
. . .

. . .
. . . 1

0 · · · 0 1 0


+
i

2



0 · · · 0 −1 0

... . .
.

. .
.

. .
.

1

0 . .
.

. .
.

. .
.

0

−1 . .
.

. .
.

. .
. ...

0 1 0 · · · 0


via U = 1√

2
(I + iJ) ∈ U(n), where J is the n× n backward identity.

The property that Jn(0) is unitarily similar to a symmetric matrix is also true for

arbitrary Toeplitz matrix T ∈ Cn×n and it was proved by Chien and Nakazato [13]. We are

going to give a different proof. Indeed, we explicitly give unitary matrices U that uniformly

transform all Toeplitz matrices in Cn×n to symmetric matrices.
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A Toeplitz matrix can be viewed as a linear combination of Jordan block Jn(0), the

transpose of Jn(0), and their powers. It is not difficult to see that the unitary matrix

U = 1√
2
(I + iJ) ∈ U(n) can also turn all Toeplitz matrices to symmetric matrices.

Theorem 4.1.1. Every Toeplitz matrix T is unitarily similar to a symmetric matrix B =

(bij) via the unitary matrix U = 1√
2
(I + iJ) ∈ U(n). More specifically,

bij =
1

2
(ai−j + aj−i) +

i

2
(ai+j−n−1 − an+1−i−j).

Proof. Since U∗ = 1√
2
(I − iJ) and JTJ = T T , where J = Jn(0), we have

U∗TU =
1

2
(I − iJ)T (I + iJ)

=
1

2
(T + iTJ − iJT + T T )

=
1

2
(T + T T ) +

i

2
(TJ − JT )

Note that T + T T is symmetric, TJ and JT are Hankel matrices (see [32, 0.9.8]), which are

symmetric. Hence, U∗TU is symmetric.
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Example 4.1.2. When n = 4, U = 1√
2



1 0 0 i

0 1 i 0

0 i 1 0

i 0 0 1


and

U∗TU =
1

2



2a0 + i(a−3 − a3) a1 + a−1 + i(a−2 − a2)

a1 + a−1 + i(a−2 − a2) 2a0 + i(a−1 − a1)

a2 + a−2 + i(a−1 − a1) a1 + a−1

a3 + a−3 a2 + a−2 + i(a1 − a−1)

a2 + a−2 + i(a−1 − a1) a3 + a−3

a1 + a−1 a2 + a−2 + i(a1 − a−1)

2a0 + i(a1 − a−1) a1 + a−1 + i(a2 − a−2)

a1 + a−1 + i(a2 − a−2) 2a0 + i(a3 − a−3)


We remark that in Theorem 4.1.1 the unitary U that uniformly turns all Toeplitz ma-

trices to symmetric matrices via similarity is not unique.

The results given in [19] state that for a conjugation C over Cn, there exists an orthonor-

mal basis {e1, · · · , en} such that Cei = ei for all i = 1, · · · , n. Note that this orthonormal

basis {e1, · · · , en} is called C-real. If there exists a conjugation C that makes A C-symmetric,

the unitary matrix U = (e1 e2 · · · en) can turn A to a complex symmetric matrix U∗AU .

Direct computation yields the result that every Teoplitz matrix T is C-symmetric under the

flip conjugation C. Then it leaves us to find a C-real orthonormal basis under the flip

conjugation C. We have the following theorem.

Theorem 4.1.3. Every Toeplitz matrix T ∈ Cn×n is unitarily similar to a symmetric ma-

trix. Moreover, the following U ∈ U(n) uniformly turns all Toeplitz matrices in Cn×n into

symmetric matrices via similarity:

1. When n = 2m, with m ≥ 1,

25



U =
1√
2



1 i

. . . . .
.

1 i

1 −i

. .
. . . .

1 −i


.

2. When n = 2m+ 1, with m ≥ 1,

U =
1√
2



1 i

. . . . .
.

1 0 i

0
√

2 0

1 0 −i

. .
. . . .

1 −i



.

Proof. Clearly U is unitary and we write U = (u1 · · ·un) in column form and let B :=

U∗TU = (bst). Our goal is to show that B is symmetric. Note that bst = u∗sTut.

(1) When n = 2m,

uk =


(ek + e2m−k+1)/

√
2 k ≤ m

(e2m−k+1 − ek)i/
√

2 k > m.

By straightforward computation, we have

bst = bts =



1
2
(at−s + as−t + as+t−2m−1 + a2m+1−s−t), s ≤ m, t ≤ m

1
2
i(at−s − as−t + as+t−2m−1 − a2m+1−s−t), s ≤ m, t > m

1
2
(at−s + as−t − as+t−2m−1 − a2m+1−s−t), s > m, t > m.
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(2) When n = 2m+ 1,

uk =


(ek + e2m−k+2)/

√
2 k ≤ m

em+1 k = m+ 1

(e2m−k+2 − ek)i/
√

2 k > m+ 1.

Straightforward computation yields

bst = bts =



1
2 (at−s + as−t + as+t−2m−2 + a2m+2−s−t) s ≤ m, t ≤ m

√
2
2 (am+1−s + as−m−1) s ≤ m, t = m+ 1

1
2 i(at−s − as−t + as+t−2m−2 − a2m+2−s−t) s ≤ m, t > m+ 1

a0 = 1
22a0 s = m+ 1, t = m+ 1

√
2
2 i(at−m−1 − am+1−t) s = m+ 1, t > m+ 1

1
2 (at−s + as−t − as+t−2m−2 − a2m+2−s−t) s > m+ 1, t > m+ 1.

It follows that B = U∗TU is symmetric.

We remark that the corresponding symmetric matrices B = U∗TU given by Theorem

4.1.1 and Theorem 4.1.3 are different.
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Example 4.1.4. When n = 4, U = 1√
2



1 0 0 i

0 1 i 0

0 1 −i 0

1 0 0 −i


and

U∗TU =
1

2



2a0 + a3 + a−3 a1 + a−1 + a2 + a−2

a1 + a−1 + a2 + a−2 2a0 + a1 + a−1

i(a2 − a−2 + a−1 − a1) i(a1 − a−1)

i(a3 − a−3) i(a2 − a−2 + a1 − a−1)

i(a2 − a−2 + a−1 − a1) i(a3 − a−3)

i(a1 − a−1) i(a2 − a−2 + a1 − a−1)

2a0 − a1 − a−1 a1 + a−1 − a2 − a−2

a1 + a−1 − a2 − a−2 2a0 − a3 − a−3


4.2 Every complex symmetric matrix is unitarily similar to a Toeplitz matrix

when n ≤ 3

Denote by Sn the subspace of complex symmetric matrices in Cn×n and Tn the set of

Toeplitz matrices in Cn×n. Theorem 4.1.1 and Theorem 4.1.3 imply that {U∗TU : U ∈ U(n)}

and Sn have nonempty intersection for all T ∈ Tn.

Given S ∈ Sn, can we find a unitary matrix U such that USU∗ is Toeplitz? If the answer

is affirmative, then it can be viewed as a (weak) converse to Theorem 4.1.1 and Theorem

4.1.3, that is, every symmetric S ∈ Cn×n is unitarily similar to a Toeplitz matrix.

It is not hard to see that the claim is true when n = 2 since each A ∈ Cn×n is unitarily

similar to a matrix of equal diagonal entries [33, p.18]. How about the 3 × 3 case? The

answer is affirmative and we are going to prove it. We first note that for any 3× 3 complex

matrix
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S =


s11 s12 s13

s12 s22 s23

s13 s23 s33

 ,

we have

USU∗ =
1

2


s11 + s33

√
2(s12 + is23) s11 + 2is13 − s33

√
2(s12 − is23) 2s22

√
2(s12 + is23)

s11 − 2is13 − s33
√

2(s12 − is23) s11 + s33

 ,

where U is the unitary matrix given in Theorem 4.1.3. So, if s11 + s33 = 2s22, then the

matrix USU∗ is Toeplitz. Let us return to the case that S is symmetric. If we can find a

rotation matrix W such that B = (bij) = WSW T satisfies

b11 + b33 = 2b22, (4.2.1)

then we have the desired result by applying the unitary similarity via U to B for the 3× 3

case. We will show that such a rotation matrix exists.

Denote by SO(n) the n×n proper orthogonal group. Let S ∈ S3 and S̃ = S− 1
3
(trS)I3.

Then tr S̃ = 0. If we can show that S̃ is unitarily similar to some Toeplitz matrix T , then S

is unitarily similar to the Toeplitz matrix T + 1
3
(trS)I3. Thus we may assume trS = 0.

Lemma 4.2.1. Suppose that S ∈ S3 satisfying trS = 0. Then there is W ∈ SO(3) such

that the (2, 2)-entry of WSW T is 0, and hence

WSW T =


b11 b12 b13

b12 b22 b23

b13 b23 b33


for some b11, b12, b13, b23, b22, b33 ∈ C with b22 = 0, b33 = −b11. It follows that b11+b33−2b22 =

0.
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Proof. Note that trS = 0. By a result of Brickman [10], (also see [4, 41]), the range

W (S) := {(WSW T )22 : W ∈ SO(3)}

is convex. Since s11, s22, s33 ∈ W (S),

0 =
1

3
trS =

1

3
(s11 + s22 + s33) ∈ W (S).

So there is W ∈ SO(3) such that (WSW T )22 = 0.

Theorem 4.2.2. Any 3 × 3 complex symmetric matrix is unitarily similar to some 3 × 3

Toeplitz matrix.

Proof. Let S ∈ S3. Let S̃ = S − 1
3
(trS)I3. By Lemma 4.2.1, there exists W ∈ SO(3) such

that B̃ := (b̃ij) = WS̃W T and b̃22 = 0; thus b̃11 + b̃33 = 2b̃22. Now B := (bij) = WSW T =

WS̃W T + 1
3
(trS)I3 is symmetric and b11 + b33 = 2b22 and b22 = 1

3
trS, that is, (4.2.1) is

satisfied. By the previous discussion

UBU∗ = UWSW TU∗ = UWS(UW )∗

is Toeplitz, where U is the 3× 3 unitary matrix given in Theorem 4.1.3.

30



Chapter 5

A standard form of complex symmetric matrices

To consider the class of complex symmetric matrices which are unitarily similar to

Toeplitz matrices, we introduce a new standard form for complex symmetric matrices.

Lemma 4.2.1 can be extended in the following theorem.

Theorem 5.0.3. Let S ∈ Sn. There exists W ∈ SO(n) for which the diagonal entries

(d1, d2, . . . , dn) of the complex symmetric matrix W TSW satisfy

dj =
2

n
trS − dn+1−j

for j = 1, 2, . . . , n. In particular, dj = −dn+1−j when trS = 0 for j = 1, 2, . . . , n.

Proof. Without loss of generality, we may assume that trS = 0. It suffices to prove that

there exists W ∈ SO(n) for which the diagonal entries (d1, d2, . . . , dn) of W TSW satisfy

dj = −dn+1−j for j = 1, 2, . . . , n.

It is trivial when n = 2 and Lemma 4.2.1 handles the n = 3 case.

Now we let n ≥ 4. When n = 2m, let C = diag(1, 0, . . . , 0, 1). By a result of Au-Yeung

and Tsing [4] (also see [41, Theorem 11.7]), the range

WC(S) = {(WSW T )11 + (WSW T )nn : W ∈ SO(n)}

is convex. If 0 6∈ WC(S), we can separate WC(S) from 0 by the line x = a for some a > 0

by rotating the range. We may assume WC(S) ⊂ {z ∈ C : <(z) ≥ a}. This relation implies
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that

<((WSW T )11 + (WSW T )nn) ≥ a,

<((WSW T )22 + (WSW T )(n−1)(n−1)) ≥ a,

. . .

<((W T )mm + (WSW T )(m+1)(m+1)) ≥ a,

and hence <(tr (WSW T )) = <(trS) ≥ ma > 0, which contradicts trS = 0. So we have

0 ∈ WC(S), and thus there exists W ∈ SO(n) such that the diagonal entries (d1, d2, . . . , dn)

of W TSW satisfy dn = −d1. The argument can be used to prove dj = −dn−j+1 by taking

C = diag (0j−1, 1, 0n−2j, 1, 0j−1). Hence, we have dj = −dn+1−j, where j = 1, · · · ,m.

When n = 2m + 1, let C = diag(0m, 1, 0m). Using the idea in Lemma 4.2.1 we can

prove that there exists W ∈ SO(n) such that the diagonal entries (d1, . . . , dm+1, . . . , dn) of

W TSW satisfy dm+1 = 0. Then we consider the (2m)× (2m) matrix S̃ obtained by deleting

the (m + 1)-st row and column from S. We then apply the inductive hypothesis to S̃ and

complete the proof of our assertion.

We consider the class of 4 × 4 standard form of complex symmetric matrices S with

trS = 0:

S =



s11 s12 s13 s14

s12 s22 s23 s24

s13 s23 −s22 s34

s14 s24 s34 −s11


,

which is parametrized by the 8 complex numbers s11, s22, s12, . . . , s34. In order to have

S = U∗TU for some T ∈ T4 and the unitary matrix U given in Section 3, the following two

equations are necessary and sufficient conditions:

s12 + s34 − 2s22 = 0, s13 − s24 + 2s23 = 0.
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A general form of T̃ = USU∗ for the above S is given by

T̃ =



0 t12 t13 t14

t21 0 t23 t13

t31 t32 0 t12

t41 t31 t21 0


,

which is parametrized by 8 complex numbers t12, t13, t14, t23 and t21, t31, t41, t32. We denote

by T̃4 the complex vector space of matrices of the form

T̃ =



t11 t12 t13 t14

t21 t11 t23 t13

t31 t32 t11 t12

t41 t31 t21 t11


.

The matrix T̃ is Toeplitz if t23 = t12, t32 = t21.
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Chapter 6

Not every symmetric symmetric matrix is unitarily similar to a Toeplitz matrix

Although every complex symmetric matrix is unitarily similar to a symmetric matrix

when n ≤ 3, there exist symmetric matrices that are not unitarily similar to any Toeplitz

when n ≥ 4. people may understand this intuatively by counting the variables in a Toeplitz

matrix and symmetric matrix, respectively. More specifically, an n × n Toeplitz contains

2n−1 variables and a complex symmetric matrix of the same size has n(n+1)
2

variables, which

are different when n = 4. However, we actually compare the unitary orbits of the two kinds

of matrices. In the following sections, we will compare the dimensions of the two orbits for

cases n = 4 and n = 5, respectively.

6.1 4× 4 matrices

In this section, we shall prove that the following inclusion is proper:

{UTU∗ : T ∈ T4, U ∈ U(4)} ⊂ {USU∗ : S ∈ S4, U ∈ U(4)}.

We first establish that the following theorem.

Theorem 6.1.1. The set

{UTU∗ : T ∈ T4, trT = 0, U ∈ U(4)}, (6.1.1)

is parametrized by real 26-variables. The following set

{USU∗ : S ∈ T̃4, trS = 0, U ∈ U(4)} (6.1.2)
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contains the above set (6.1.1) and its dimension is 27. Hence there is a set S ∈ T̃4 with

trS = 0 for which USU∗ does not belong to (6.1.1) for any U ∈ U(4).

Proof. We first examine the set (6.1.1). Note that the dimension of the real vector space

{T ∈ T4, trT = 0}

is 12. The special unitary group SU(4) is a 15-dimensional real analytic manifold with the

real tangent space at the identity composed of the 4 × 4 skew-Hermitian matrices of zero

trace:

X =



x11 x12 x13 x14

x21 x22 x23 x24

x31 x32 x33 x34

x41 x42 x43 x44


with x11 = ip1, x22 = ip2, x33 = ip3, x44 = −i(p1 + p2 + p3), x12 = r1 + is1, x21 = −r1 + is1,

x13 = r2+ is2, x31 = −r2+ is2, x14 = r3+ is3, x41 = −r3+ is3, x23 = r4+ is4, x32 = −r4+ is4,

x24 = r5 + is5, x42 = −r5 + is5, x34 = r6 + is6, x43 = −r6 + is6, where p1, p2, p3, r1, . . . , r6,

s1, . . . , s6 are 15 real parameters. For a general point UgT0U
∗
g of the set

{UTU∗ : T ∈ T4, trT = 0, U ∈ SU(4)},

we shall estimate the dimension of its tangent space. By using the operation

Z 7→ U∗gZUg,

we may assume that Ug = I and restrict ourselves to consider the dimension of the tangent

space at T0 ∈ T4 with trT0 = 0. By the Taylor expansion of an element of a neighborhood
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of T0, we obtain

exp(tX)(T0 + tT1) exp(−tX) = T0 + tT1 + tXT0 − tTX0 +O(t2)

for X ∈ C4×4, X
∗ = −X, trX = 0 and T1 ∈ T4, trT1 = 0. These T1’s form a 12 dimensional

real vector space. We compute the dimension of the derivation range

{T0X −XT0 : X ∈ C4×4, X
∗ = −X, trX = 0}

modulo the vector space

{T̃ ∈ T4 : tr T̃ = 0}.

We denote by Wij the (i, j)-entry of W = TX −XT . Let

W1 = W1,1,W2 = W2,2,W3 = W3,3,W4 = W1,2 −W3,4,W5 = W2,1 −W4,3,

W6 = W1,3 −W2,4,W7 = W3,1 −W4,2,W8 = W2,3 −W3,4,W9 = W3,2 −W4,3.

Each Wj can be expressed as

Wj = tj,1p1 + tj,2p2 + tj,3p3 +
9∑

k=4

tj,k−3rk +
15∑
10

tj,k−9sk

for some complex coefficients tj,k. The coefficients tj,k satisfy

tj,k = 0,

for j, k = 1, 2, 3. We are going to give the coefficient vectors

Pk = (t4,k, t5,k, t6,k, t7,k, t8,k, t9,k), k = 1, 2, 3.
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They are

P1 = (0, 0, 0, 0, ia1 − b1,−ic1 + d1),

P2 = 2(ia1 − b1,−ic1 + d1, ia2 − b2,−ic2 + d2, 0, 0),

P3 = (2ia1 − 2b1,−2ic1 + 2d1, 2ia2 − 2b2,−2ic2 + 2d2, 3ia1 − 3b1,−3ic1 + 3d1),

and hence the vectors P ′js satisfy the linear equation

P3 − P2 − 3P1 = 0.

Hence, the rank of the 18 × 15 matrix (<(tj,k),=(tj,k))
T is necessarily less than or equal to

14. By taking a rather general coefficient aj, bj, cj, dj, the rank of such a matrix is just 14.

Thus, we conclude that the dimension of the set (6.1.1) is 26.

We then examine the set (6.1.2) and show that it has dimension 27 = 16 + 11. We take

a generic matrix T̃ in T̃4 with tr T̃ = 0 as follows:

T̃ =



0 2− 2i 3 + 7i 7 + 8i

1 + 4i 0 23 + 3i 3 + 7i

23 + 7i 13− 3i 0 2− 2i

−11 + 11i 23 + 7i 1 + 4i 0


,

at which we consider the tangent space of the set (6.1.2). By the Taylor expansion of an

element of a neighborhood of T̃ , we obtain

exp(tX)(T̃ + tT1) exp(−tX) = T̃ + tT1 +XT̃ − T̃X +O(t2)

for X ∈ C4×4, X
∗ = −X, trX = 0 and T1 ∈ T̃4, trT1 = 0. These T1’s form a 16 dimensional

real vector space. We compute the dimension of the derivation range

{T̃X −XT̃ : X ∈ C4×4, X
∗ = −X, trX = 0}

37



modulo the vector space

{T1 ∈ T̃4 : trT1 = 0}.

We denote by Wij the (i, j)-entry of W = TX −XT . Let

W1 = W1,1,W2 = W2,2,W3 = W3,3,W4 = W1,2 −W3,4,

W5 = W2,1 −W4,3,W6 = W1,3 −W2,4,W7 = W3,1 −W4,2.

Let

<(Wj) = c2j−1,1p1 + c2j−1,2p2 + c2j−1,3p3 + c2j−1,4r1 + · · ·+ c2j−1,9r6 + c2j−1,10s1

+ . . .+ c2j−1,15s6,

=(Wj) = c2j,1p1 + c2j,2p2 + c2j,3p3 + c2j,4r1 + · · ·+ c2j,9r6 + c2j,10s1 + . . .+ c2j,15s6,
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j = 1, . . . , 7. We consider the 14× 15 matrix T̃ = (cij) = [A|B]:

A =



0 0 0 1 −26 4 0 0

0 0 0 −2 −14 −19 0 0

0 0 0 3 0 0 −36 −26

0 0 0 2 0 0 0 −14

0 0 0 0 26 0 36 0

0 0 0 0 14 0 0 0

0 4 4 0 −20 −46 −6 −20

0 4 4 0 −5 −14 −14 −5

0 8 8 0 −12 −6 −46 −12

0 −2 −2 0 −14 −14 −14 −14

0 −14 −14 −30 0 −2 4 0

0 6 6 −11 0 −8 −4 0

0 14 14 −2 0 −4 2 0

0 −46 −46 −8 0 4 8 0



,
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B =



0 6 0 3 0 0 0

0 1 −20 18 0 0 0

0 −6 0 0 −6 0 0

0 −1 0 0 10 −20 −20

−3 0 0 0 6 0 0

0 −2 20 0 −10 0 0

0 0 −11 14 −14 −11 −11

0 0 −6 −46 6 −6 −6

0 0 8 −14 14 8 8

0 0 34 6 −46 34 34

−30 −5 0 8 4 0 0

−11 −16 0 −2 4 0 0

−2 14 0 4 8 0 0

−8 24 0 4 −2 0 0



.

We are going to show that the rank of T̃ is at least 11. For this purpose we delete the

first two columns and the last two columns from T̃ without increasing the rank. These

columns correspond to the variables p1, p2, s5, s6. We also delete the first two rows and the

last row from T̃ without increasing the rank. These two rows correspond to the (1, 1)-entry

of W = TX −XT and the imaginary part of W7 = W3,1−W4,2. Then we obtain an 11× 11

real invertible matrix. This shows that the set (6.1.2) has a tangent space of dimension at

least 27 at the point T̃ . In fact, with some additional computations we can show that the

rank is just 11 but it is unnecessary for the proof of the assertion in the theorem, so the set

(6.1.1) cannot cover the set (6.1.2). Thus, we just proved that there exists a 4× 4 complex

symmetric matrix which is not unitarily similar to any 4× 4 Toeplitz matrix.
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6.2 5× 5 matrices

We shall prove the following theorem.

Theorem 6.2.1. There exists a 5× 5 complex symmetric matrix A with trA = 0 for which

FA is not realized by FT for any T ∈ T5 with trT = 0.

Proof. The real vector space of all 5× 5 Toeplitz matrices T with trT = 0 is parametrized

as 

0 p1 + iq1 p2 + iq2 p3 + iq3 p4 + iq4

p5 + iq5 0 p1 + iq1 p2 + iq2 p3 + iq3

p6 + iq6 p5 + iq5 0 p1 + iq1 p2 + iq2

p7 + iq7 p6 + iq6 p5 + iq5 0 p1 + iq1

p8 + iq8 p7 + iq7 p6 + iq6 p5 + iq5 0


by 16 real parameters p1, . . . , p8, q1, . . . , q8. The Kippenhahn polynomial of a general 5× 5

unitarily symmetrizable matrix S̃ with tr S̃ = 0 is expressed by

FS̃(t, x, y) = t5 + c1t
3x2 + c2t

3xy + c3t
3y2 + c4t

2x3 + c5t
2x2y + c6t

2xy2

+c7t
2y3 + c8tx

4 + c9tx
3y + c10tx

2y2 + c11txy
3 + c12ty

4 + c13x
5 + c14x

4y

+c15x
3y2 + c16x

2y3 + c17xy
4 + c18y

5,

where c1, . . . , c18 are real coefficients. We will identify FS̃(t, x, y) by its coefficient vector

F̄S̃ := (c1, c2, . . . , c18). We consider the subspace

{F̄T = (c1, c2, . . . , c18) : T ∈ T5, trT = 0}.

The map

(p1, q1, . . . , p8, q8) 7→ (c1, . . . , c18)
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is a polynomial map and hence it is infinitely differentiable. So the set of points (c1, . . . , c18)

for 5× 5 Toeplitz matrices T with trT = 0 has dimension ≤ 16. We show that there exists

a 5× 5 complex symmetric matrix S for which the linear perturbation S̃ = 2S +H + iK of

2S by the matrices H,K:

H =



a1 a5 a9 a12 a14

a5 a2 a6 a10 a13

a9 a6 a3 a7 a11

a12 a10 a7 a4 a8

a14 a13 a11 a8 a12


, K =



b1 0 0 0 0

0 b2 0 0 0

0 0 b3 0 0

0 0 0 b4 0

0 0 0 0 b5


,

with a12 = −(a1+a2+a3+a4), b5 = −(b1+b2+b3+b4) for real coefficients b1, . . . , b4, a1, . . . , a14.

Then the matrix S̃ = 2S +H + iK has non-vanishing Jacobian

∂(c1, . . . , c4, c5, . . . , c18)

∂(b1, . . . , b4, a1, . . . , a14)

at (b1, . . . , b4, a1, . . . , a18) = (0, . . . , 0, 0, . . . , 0) for some symmetric matrix S. In fact, let

S =



0 2 + 3i 1− 3i 4 + 2i −3 + 5i

2 + 3i 4 + 2i 3− 2i 3 + 5i 4− 6i

1− 3i 3− 2i 2 + i 2 + 2i 1− i

4 + 2i 3 + 5i 2 + 2i −2− i 1 + i

−3 + 5i 4− 6i 1− i 1 + i −4− 2i


.

Then we compute the above Jacobian by using computer software. This value does not

vanish and is about 3.81737 × 1057. Hence, there exists a 5 × 5 symmetric matrix A with

trA = 0 for which FA is not realized by FT for any T ∈ T5 with trT = 0.

By comparing the dimensions of the unitary of orbits of the space of Toeplitz matrices of

zero trace and the space of complex symmetric matrices of standard form in Theorem 5.0.3

42



of zero trace, we proved that not every complex symmetric is unitarily similar to a Toepltiz

matrix when n = 4. Theoretically, this method can be used to prove the result when n ≥ 5.

However, it is costly in terms of complexity. We used Kippenhahn polynomial proved the

result when n = 5.
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Chapter 7

Algorithms for computing eigenvalues of Toeplitz matrices and symmetric matrices

Algorithms for computing the eigenvalues and singular values of a matrix are amongst

the most important ones in numerical linear algebra. Finding the eigenvalues of a square

matrix A is equivalent to finding the roots of characteristic polynomial det(λI−A). Accord-

ing to the well-known Abel-Ruffini theorem which states that there is no general formula for

the roots of polynomials of degree greater than 4, there is no direct formula solver to the

eigenvalues of matrix A except some special cases.

In the eigenproblem of a matrix, Hessenberg matrices play significant roles. The major

reason is so-called stability. If we are able to convert a matrix to a triangular matrix in

finite steps while preserving the eigenvalues, for example, similarity, we can then see all

the eigenvalues on the main diagonal of the triangular matrix. Unfortunately, there is no

general method like Gaussian elimination. But it is possible to reach some matrices closed

to triangular. An upper Hessenberg matrix is “almost” triangular except the entries on

the subdiagonal. Hessenberg matrices and tridiagonal matrices are the commonly used

intermediate matrices used in many eigenvalue algorithms because the zero entries reduce

the complexity of the problem.

Various methods such as iterative (e.g. Lanczos, Arnoldi) as well as the so-called direct

methods (e.g. divide-and-conquer algorithms, GR-methods) exist. Many of the procedures

for computing eigenvalues and/or singular values are based on the QR-method. In gen-

eral, the ideal to find the eigenvalues and eigenvector of a random matrix A ∈ Cn×n is

to produce better approximate solutions with each iteration. To reduce the complexity in

the computations, some matrices that have big advantages are used in iterative algorithms.

So, most of the eigenvalue methods are based on a two-step approach. In the first phase,
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the matrix is transformed to a suitable condensed matrix format, sharing the eigenvalues,

and in the second stage the eigenvalues of this condensed matrix are computed. This step

usually costs O(n3) operations. The main purpose of this intermediate matrix is saving

valuable computing time. Important subclasses of normal matrices, such as the Hermitian,

skew-Hermitian, and unitary matrices admit a condensed matrix represented by only O(n)

parameters, allowing subsequent low-cost algorithms to compute their eigenvalues.

Let us give a brief review for some classic algorithms used in the eigenproblems.

7.1 QR-algorithm

Many of the procedures for computing eigenvalues or singular values are based on the

QR-algorithm. The QR-algorithm computes a Schur decomposition of a matrix. It is cer-

tainly one of the most important algorithm in eigenvalue computations [46].

For a matrix A ∈ Cn×n the standard QR-algorithm consists of two steps:

(i) The first step is to transform the matrix A in finite steps by similarity transformation

to a suitable shape which will make the iterations in the second step cost as low as

possible. Usually, the term “suitable” means Hessenberg form. The first step is essential

since generically it reduces the global computational complexity of the next step by one

order (e.g. from O(n4) to O(n3) for an arbitrary matrix A). Only for specific subclasses

of the normal matrix class is an efficient preprocessing step developed, resulting in an

O(n) parameter representation of the transformed matrix. In general it is not possible

to obtain.

(ii) The second step consists of repeatedly applying QR-steps on the matrix until the

eigenvalues are revealed. The overall complexity (number of floating points) of the

algorithm is O(n3), which we will see is not entirely trivial to obtain.

The QR-algorithm is a very powerful algorithm to stably compute the eigenvalues and

the corresponding eigenvectors or Schur vectors. All steps of the algorithm cost O(n3)
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floating point operations. The one exception is the case where only eigenvalues are desired

of a symmetric tridiagonal matrix.

7.2 Lanczos based iterative algorithms for complex symmetric matrices

Note that

(i) Not every complex symmetric matrix is diagonalizable, although it is the case for

Hermitian matrices.

(ii) The eigenvalues for an ordinary complex symmetric matrix do not have special prop-

erties.

(iii) The straight reduction of a dense complex symmetric matrix to a tridiagonal form is

not always stable.

(iv) so there is no robust theory of the complex symmetric tridiagonal eigenproblem.

So there is no effective software to solve the symmetric eigenproblem. While the complex

symmetry of A has no effect on the eigenvalues of A. This particular structure can be

exploited to halve the work and storage requirements of the general non-Hermitian Lanczos

method. The Lanczos algorithm is a direct algorithm devised by Lanczos [38] that is an

adaptation of power methods to find the most useful eigenvalues and eigenvectors of an nth

order linear system with a limited number, which is much smaller than n, of operations.

Although iterative methods are very effective for solving large and sparse eigenproblems,

they are not very practical for the dense problems, especially when all the eigenvalues of the

matrix are required. Bar-On and Ryaboy [6] in 1997 gave a new fast directed algorithm,

which is similar in concept to the standard complex Hermitian eigensolver. The main stages

of the algorithm can be summarized as follows:
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(i) Tridiagonal reduction. Reduce the complex symmetric matrix S ∈ Cn×n into a tridi-

agonal complex symmetric matrix T ∈ Cn×n by a sequence of complex orthogonal

transformations.

(ii) Complex orthogonal QR. Compute the complete set of eigenvalues of the tridiagonal

matrix, using the complex orthogonal QR algorithm, and extract the eigenvalues whose

eigenvectors are of further interest.

(iii) Inverse iteration. Compute the eigenvectors of the tridiagonal matrix, corresponding

to the subset of eigenvalues required, by inverse iteration.

(iv) Back transformation. Compute the corresponding eigenvectors of the original dense

matrix by back transformations.

This method has been shown in [5] that considerably outperform the general eigensolver

when computing the eigenvalues of complex symmetric matrices. Tables are also given in [5]

to the advantage of the method in terms of complexity.

7.3 Superfast divide-and-conquer method for Toeplitz matrices

The set of Toeplitz matrices is a very typical and useful class of structured matrices.

However, it is nothing special for a Toeplitz matrix when it comes to eigenvalues. However,

we expect to have a much fast method to solve the eigenproblem of Toeplitz matrix due to

the special structure of a Toeplitz matrix.

A method that is widely used to solve Toeplitz system is using displacement equation

methods. With displacement structures, Toeplitz matrices can be transformed into Cauchy-

like matrices using the FFT (fast Fourier transform) or other trigonometric transformations.

Methods introduce in [26], [29] and [22] have complexity O(N2). Algorithms for solving

Toeplitz systems are usually classified in fast algorithms if their complexity is O(n2) and

superfast algorithms if their complexity is O(n log2 n).
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For the eigenproblem of the Teoplitz matrices, people usually use QR-algorithm to deal

with. The method does not completely utilize the structure of Toeplitz matrix. In [62],

a superfast divide-and-conquer method is presented for finding all the eigenvalues as well

as all the eigenvectors (in a structured form) of a class of symmetric matrices with off-

diagonal ranks or numerical ranks bounded by r, as well as the approximation accuracy

of the eigenvalues due to off-diagonal compression. More specifically, the complexity is

O(r2n log n) + O(rn log2 n), where n is the order of the matrix. Such matrices are often

encountered in practical computations with banded matrices, Toeplitz matrices (in Fourier

space), and certain discretized problems. In the same paper, the application of the algorithm

on Toeplitz matrix is explained. The nearly linear complexity is proven and is verified with

applications such as Toeplitz and discretized matrices.
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Chapter 8

Future works

Our work can lead to further research in the following directions.

(i) The main results, Theorem 4.1.3 and Theorem 4.1.1 can be deduced to multilevel

Toeplitz matrix. Very recently, Koyuncu et al. have shown that any multilevel Toeplitz

matrix is unitarily similar to a complex matrix basing on Theorem 4.1.3 and Theorem

4.1.1. The result is not yet published.

(ii) The main results, Theorem 4.1.3 and Theorem 4.1.1, state that every Toeplitz matrix

is unitarily similar to a symmetric matrix. Note that our matrices are all finite. It

inspires us to ask: whether every Toeplitz operator is unitarily similar to a complex

symmetric operator on Hardy space H. There is no answer to this question so far.

(iii) The algorithm given in [62] has advantage on the eigenproblems of some structured

matrices such as banded matrices, Toeplitz matrices, and certain discredited problems.

However, it is not performing well on the eigenproblem of complex symmetric matrices.

Recall that in Chapter 4, we have

USU∗ =
1

2


s11 + s33

√
2(s12 + is23) s11 + 2is13 − s33

√
2(s12 − is23) 2s22

√
2(s12 + is23)

s11 − 2is13 − s33
√

2(s12 − is23) s11 + s33


when n = 3, where U is the unitary matrix given in Theorem 4.1.3. We use the unitary

matrix to turn a symmetric matrix to an almost Toeplitz except the main diagonal. In

general, applying unitary matrices in Theorem 4.1.3 and Theorem 4.1.1 may not give

us immediate good results. However, it may be helpful to develop a better algorithm by
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applying the unitary matrices in Theorem 4.1.3 and Theorem 4.1.1 or some others, on

complex symmetric matrices or other matrices, to turn the matrices to suitable forms

for some superfast algorithms. By transforming a matrix to some structured matrices,

we may be able to apply some existing powerful algorithms to solve the eigenproblem

faster.
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