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Abstract 

 
 

 Networks in which similar individuals are more likely to associate with one another than 

their dissimilar counterparts are called assortative. Such patterns are a hallmark of human social 

networks, in which numerous phenomena (e.g., mood, weight) cluster among like-type members. 

The clustering of suicides in time and space implies such fatalities likely also have socially 

assortative features, and suggests other forms of suicide-related behavior may as well. This 

investigation evaluated the assortativity of suicide-related verbalizations (SRV) by machine 

coding 64 million posts from 17 million unique users of the Twitter social media platform, 

collected over two distinct 28-day periods. These data were used to assemble a network, in 

which users were defined as socially linked if they mutually replied to each other at least once. 

Bootstrapping revealed that SRV was significantly more assortative than chance, up to at least 

six degrees of separation (i.e., people six links apart were still more similar on SRV than 

chance). When user mood was controlled, SRV assortativity still remained significantly higher 

than chance through two degrees of separation, indicating this effect was not just an artifact of 

mood. Discussion demonstrates how exploiting assortative patterns can improve the efficiency of 

suicide risk detection.  
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Introduction 

Suicide is a leading cause of death in the United States and around the world, claiming 

roughly 800,000 global lives each year (Drapeau & McIntosh, 2015; World Health Organization 

[WHO], 2012). In addition to the direct loss of life, it is accompanied by substantial emotional 

and economic burden to millions of surviving loved ones and to broader society (Goldsmith, 

Pellmar, Kleiman, & Bunney, 2002). However, unlike many other leading causes of death, 

suicide is not a disease state with well-defined pathological mechanisms (Knox, Conwell, & 

Caine, 2004). It is instead the fatal outcome of a complex system of interacting individual, social, 

and environmental factors (Yip et al., 2012), for which the utility of traditional data sources and 

analytic frameworks are increasingly hamstrung (Christensen, Cuijpers, & Reynolds, 2016; 

Franklin, Ribeiro, et al., 2016; Knox et al., 2004).  

Indeed, recent meta-analytic evidence indicates that predictive estimates from 

longitudinal studies of suicidal behavior are ultimately too weak for use in clinical settings, even 

when based on the strongest predictors available (i.e., a known history of self-injurious thoughts 

and behavior; Ribeiro et al., 2016). Equally concerning, the accuracy of such predictive estimates 

has not improved to a statistically significant degree in 50 years, suggesting this limitation is 

unlikely to resolve without an active change in research strategy (Franklin, Ribeiro, et al., 2016). 

Alongside these research deficits, the rate of death by suicide has not meaningfully decreased in 

the United States for several decades (Centers for Disease Control and Prevention [CDC], 2016), 

underscoring the need to explore both novel data and models to inform prevention (Christensen 

et al., 2016). In response to that call, this investigation departs from previous work focused 

exclusively on either individual-level risk or population-level risk. We instead investigate 
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features of suicidal behavior at the level of the social network, thus moving toward a quantitative 

reconciliation of group-level risk patterns and the individual-level factors that produce them. 

Assortativity and suicidal behavior 

Social clustering is an important feature of suicidal behavior in humans (Gould, 

Wallenstein, & Davidson, 1989), causing significant concern in the communities where it is 

perceived (Haw, Hawton, Niedzwiedz, & Platt, 2013). Research has identified both different 

types of clusters and different mechanisms by which it might occur (Joiner, 1999). For example, 

atypical elevations in the rate of suicide have been described in narrow time-frames (e.g., after 

mass media exposure; Gould, 1990), narrow geographic spaces (e.g., underground trains; 

Farmer, O’Donnell, & Tranah, 1991), as well as narrow temporal-geographic spaces (e.g., 

several suicides during a short period in a single school; Brent et al., 1989). Non-fatal suicide 

attempts have also been shown to cluster (Gould, Petrie, Kleinman, & Wallenstein, 1994), and 

randomized experiments have even shown a clustering pattern emerges in suicidal ideation 

(Joiner, 2003). 

Proposed mechanisms for suicide clustering are numerous. The most popular accounts 

involve some kind of contagion process, by which exposure to suicidal behavior transmits novel 

risk for suicide to those who are exposed (e.g., due to social learning, projective identification, 

priming, imitation, or some other mechanism; Haw et al., 2013). However, a more parsimonious 

account of suicide clustering involves simple homophilic preference (or more simply, 

homophily), a social phenomenon in which people prefer to associate with others who are similar 

to themselves (i.e., ‘birds of a feather, flock together’; Newman, 2003). In this way, already-

suicidal people may be socially clustered, but no meaningful risk is produced by their interaction 

with one another – if they die at similar times or places, it is because they already had similar 
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risk profiles and backgrounds. Finally, an even more basic account implies suicide clustering 

could simply be an artifact of shared history. For example, economic downturn could 

simultaneously increase the suicide risk in a group of workers laid off from the same large 

factory. Even if they never actually knew one another, they may end their lives in an apparently 

patterned way. Along these lines, many examples of suicide clustering that appear to result from 

contagion, could also result from other, simpler processes (Joiner, 1999).  

In actuality, all of these possibilities are specific hypotheses about the origin of a more 

general phenomenon known as assortative mixing, or just simply assortativity (Aral, Muchnik, & 

Sundararajan, 2009). Assortativity is the observation that any two people with similar attributes 

are more likely to be linked in some way than any two people with dissimilar attributes. This 

pattern could be produced by one person influencing friends toward similarity (contagion), it 

could be the result of already-similar people seeking each other out (homophily), or it could 

simply be the result of shared history in a group of people. Regardless of its origin, assortativity 

is nearly ubiquitous in human social networks. In fact, it is so common that it is argued to be one 

of the statistical signatures that distinguishes human social networks from their non-social 

counterparts (i.e., technological or microbiological networks; Newman & Park, 2003).  

For instance, assortative mixing has been documented across numerous and diverse types 

of human behavior, ranging from smoking to obesity (Christakis & Fowler, 2007, 2008). Even 

measures of happiness have been shown to be assortative in both online and offline networks 

(Bliss, Kloumann, Harris, Danforth, & Dodds, 2012; Fowler & Christakis, 2009). Perhaps even 

more surprising than its breadth, assortativity also exhibits substantial reach in human networks. 

In each of the examples above, people were observed to be more similar than would be expected 

by chance, even when there were three degrees of separation between them (Christakis & 
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Fowler, 2013). That is, the friends of our friends’ friends are more like us (e.g., in terms of 

happiness) than would be predicted by chance alone, despite the fact that we will likely never 

meet them.  

Quantifying assortativity 

 Although assortativity was only recently defined mathematically (Newman, 2002), 

readers should note it is actually already quite familiar to them. In fact, it is closely related to the 

Pearson correlation coefficient, which is why we label our assortativity estimates with ‘r’ 

throughout this investigation. Indeed, it is even bounded by the interval -1 to 1, with a value of 1 

representing complete similarity across links (e.g., a marriage network of only gay couples), -1 

representing complete dissimilarity across links (e.g., a marriage network of only straight 

couples), and a value of 0 representing random pairing of people on either side of a link (e.g., a 

marriage network with a high proportion of bisexual members). 

For example, consider Figure 1, in which an example network of seven nodes (e.g., 

people), in which each node is given a score on some attribute of interest (e.g., sex, scored 0 or 1, 

light or dark). Imagine also that this network includes six total links among those seven members 

and we assign numeric ID numbers to label each link for clarity. If we create a table, where each 

link is a row and the attributes of the nodes at either end of that link are columns, we will get two 

columns for our attribute of interest (e.g., the sexes of the people on either side of a link). Note 

that any node with multiple links will appear in this table multiple times, once for each link to 

which it is adjacent. When the data are arranged in this way, the network assortativity of a given 
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node attribute is simply Pearson correlation between those two attribute columns.1 Thus, 

assortativity is the correlation of different people’s attributes across the links that connect them. 

Working with assortativity  

Because contagion, homophily, and shared history all give rise to assortativity, they are 

mathematically confounded in most observational contexts and cannot be reliably distinguished 

(Shalizi & Thomas, 2011). This counter-intuitive finding is admittedly frustrating. However, in 

the case of suicide, remaining agnostic about the origin of assortativity of suicidal behavior may 

not be a disadvantage. While most research on the assortativity of suicidal behavior has focused 

on identifying the origins of that pattern (Haw et al., 2013), more basic (and unanswered) 

questions about the fundamental pattern of suicidal assortativity continue to have growing 

importance for prevention. For example, mobile apps are especially scalable (Sanderson, 2009) 

compared to traditional mental health treatment, and they have now been shown effective for the 

mitigation of suicidal and non-suicidal self-injury in multiple randomized control trials (Franklin, 

Fox, et al., 2016). Harnessing multiple aspects of social media for large-scale risk detection and 

prevention efforts has been the focus of increased attention in recent years (Franklin, 2016; 

Luxton, June, & Fairall, 2012; Robinson et al., 2016), for many of the same reasons. 

Delivery of these new techniques can potentially be achieved through existing digital 

mechanisms (e.g., targeted advertising on social media sites), but to whom should they be 

delivered? Effective models of assortativity offer an important basis for answering this question. 

If assortative patterns of suicide risk can be characterized mathematically, then the identification 

of one at-risk individual will also constitute the probabilistic identification of many others as 

                                                           
1 Note, assortativity coefficients are more general than Pearson coefficients and can be computed on unordered 

nominal variables as well (e.g., race). There, the relation to the Pearson correlation, above will not hold. In such 

cases, as well as with binary variables, the interval bounding the assortativity coefficient may contract to be 

narrower than -1.0 to 1.0, but will never be wider (Newman, 2002). 
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well. Phrased somewhat colorfully, if the pattern by which birds of a feather flock together is 

discovered, then it is only necessary to find one bird to infer the location of the whole flock – 

even if the etiology of that pattern remains enigmatic. Thus, establishing effective statistical 

models of assortativity for multiple kinds of suicidal behavior has important prevention potential, 

especially for the administration of emerging population-scale interventions and screening 

approaches. 

Unresolved questions in suicide assortativity 

 Unfortunately, while assortative clustering of suicide fatalities have been documented in 

several studies (Haw et al., 2013), little is known about the degree to which assortativity is 

involved in other forms of suicidal behavior, including attempts, ideation or other gestures (e.g., 

online verbalizations). This is likely because fatalities are more discrete than other forms of non-

lethal suicidal behavior (e.g., ideation), and they are more likely to produce contact with the 

medical and legal systems in which they occur. Thus, they are also more likely to be included in 

population-sized datasets capable of uncovering clustering (e.g., datasets with contextual 

variables like time and location of event). In contrast, suicidal ideation and attempts also 

generally require disclosure on the part of people who experience them, which has historically 

implied traditional survey methods for collecting data on such behavior. Unfortunately, these are 

hampered by a range of shortcomings, including non-disclosure due to stigma and retrospective 

biases. Collecting a dataset that is sufficiently large to study assortativity in this relatively 

uncommon behavior, along with the necessary precision about the contexts in which the behavior 

occurred to assess whether such behavior is assortative, is thus rarely achieved .  

Moreover, when research on assortativity in non-fatal forms of suicidal behavior has been 

conducted, the designs have so far been unable to assess how far into the network clustering 
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extends. For example, in one study, college roommates who chose to live together were found to 

have more strongly correlated suicidal ideation scores than roommates who were randomly 

assigned (Joiner, 2003). However, this study did not incorporate information on participants’ 

broader social networks, instead collecting only individual dyads. Thus, it still unknown whether 

suicidal behavior is assortative beyond just one degree of separation, as has been shown for 

positive emotional states, which are assortative even up to three degrees (Bliss et al., 2012; 

Fowler & Christakis, 2009). As we discuss below, the ability to assess for both subtler behavior 

and to assess its reach is one of the key advantages of data collected from online networks. For 

example, many suicide attempts have been disclosed online that likely would not have been 

registered in a medical database (Wood, Shiffman, Leary, & Coppersmith, 2016).  

When assortativity is expected, it has also been difficult to assess what the actual 

dimension of similarity is: are people clustered along suicide-specific characteristics or merely 

along mood states that are correlated with those characteristics (e.g., depression)? For example, 

in a study of over 3,000 adolescents from 46 high schools, Randall, Nickel, and Colman (2015) 

used logistic regression to show that exposure to a friend’s suicide attempt increased a 

participant’s risk of suicide attempt over the next year. They attempted to assess for ‘assortative 

relating’ by controlling for 50 potential confounds (e.g., depression, anxiety), finding that 

exposure to suicide was still an important predictor of subsequent attempts after inclusion of 

control variables. But the technique employed – logistic regression – doesn’t actually evaluate 

assortativity in any of the confounds they attempted to control. Specifically, they would need to 

model the similarity between the attempter and the participant on these confounds to demonstrate 

or refute assortativity. Instead, only the overall level of each confound observed in the participant 

was controlled, not the similarity (i.e., assortativity) between the attempter and the participant on 
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that confound. Thus, it remains an open question whether suicidal behavior is assortative at all. It 

may in fact be that another dimension of behavior, such as low mood, is the primary driver of 

these relationships and suicidal behavior is ancillary. For effective testing of the assortativity in 

suicidal behavior, more rigorous assortativity-specific control procedures must be implemented. 

This deficit in our understanding of assortativity in non-fatal suicidal behavior should be 

especially concerning to researchers, as histories of non-fatal suicidal behavior are widely 

regarded as the most potent risk factors for subsequent death by suicide (Ribeiro et al., 2016). 

Indeed, the reader will quickly recognize how improbable it is that any well-established suicide 

clusters emerged sui generis, with members sharing no precursor risk factors prior to their 

deaths. Clearly more plausible is the expectation that when a cluster of suicide fatalities 

occurred, some clustering of non-fatal suicidal behavior (e.g., ideation, attempts) preceded it. 

Thus, for an effective prediction and prevention scheme, quantitative modeling of cluster-like 

phenomena in non-fatal suicidal behavior is a high priority. 

Suicide and Twitter 

 Social media platforms of all kinds have offered an unprecedented volume, velocity, and 

variety of data to social scientists (for introductions, see Kern et al., 2016; Kosinski, Matz, 

Gosling, Popov, & Stillwell, 2015; Russell, 2013). Among these, the most consistently studied is 

likely Twitter (Twitter, 2016a), a ‘micro-blogging’ platform in which users broadcast 140-

character posts directly to one another, or to the entire user-base of the platform simultaneously. 

Twitter’s scientific popularity is likely owed to how easily accessible it makes its data, the fact 

that most data collection schemes can be implemented for free, and the ease of data management 

(Russell, 2013). For example, Twitter requires limits all posts to 140-character units, which are 
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more easily stored and analyzed than a corpus of longform blogposts from different servers, each 

with their own formatting and embedded media (e.g., video, images).  

 Like other social media platforms, Twitter has also been a boon to suicide researchers, 

who can now observe the behavior of individual people unobtrusively, collecting time-sensitive 

information that might not otherwise be shared due to stigma. For example, Wood et al. (2016) 

were able to analyze 125 users who publicly announced they had attempted suicide, finding that 

there were distinct signals in their pre-attempt posts that could have been used to predict their 

attempts. This is a relatively large sample, given the base rate of attempts (Drapeau & McIntosh, 

2016), and it is possible that many of those participants would never have otherwise been 

studied, especially if their attempts were not severe enough to produce contact with the medical 

system. Elsewhere, strong correlations have now been documented between the use of suicide-

related keywords on Twitter and state-specific age-adjusted suicide rates (Jashinsky et al., 2014); 

users posting suicide-related content are now understood to exhibit distinct linguistic profiles 

from those who do not (O’Dea et al., 2015); and unique temporal posting patterns have been 

detected for service members who died by suicide, relative to controls who died from other 

causes (Bryan et al., 2017). Taken together, these results provide compelling support for the 

value of the verbal content people post on social media platforms, especially on Twitter. In a 

range of designs, their verbal behavior has provided unique insight into suicidal behavior of 

various forms.  

Unfortunately, while the scraping and analysis of data retrieved from social network 

platforms has exploded in suicide research, our understanding of the relationship between social 

networks and suicide has not. To our awareness, still no one has studied the actual social network 

contained in their social network data. Given that the structure of social the social landscape 
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plays a significant role even in self-destructive behavior of non-social bacteria, we argue this is a 

critical deficit in our understanding of suicidal behavior and address it directly in this 

investigation. 

The present investigation 

Despite some methodological shortcomings, existing research implies two important 

questions about the assortativity of suicidal behavior. First, is any form of suicidal behavior 

assortative beyond one degree of social separation, as has been observed for many other 

emotional, physiological, and behavioral states (Christakis & Fowler, 2013)? Second, does that 

assortativity persist, even after another plausible source of assortativity (i.e., mood) – has been 

controlled? That is, holding the distribution of mood in the network constant, will the observed 

assortativity in suicide-related behavior still be higher than chance? Following previous research 

on assortative social behavior in humans, we predict suicide-related behavior online will be 

significantly more assortative than chance, up to three degrees of separation, but not further 

(Christakis & Fowler, 2013). We predict the same pattern will hold, even when accounting for 

the distribution of mood in the network. To address these two questions, the present investigation 

will utilize novel bootstrapping methods for the evaluation of assortative mixing in social 

networks (Christakis & Fowler, 2013; Newman, 2002), using data from a large online social 

media network, Twitter (Twitter, 2016a).  

Methods 

Methodological overview 

This investigation involves several steps, a visual depiction of which are given in Figure 

2. As shown by the large arrows in the top-left side of the figure, we began by collecting a 

random sample of real-time posting activity from Twitter – specifically, two non-sequential 28-
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day periods. The second period was a replication sample for the first. Concurrently, Mechanical 

Turk (MTurk; Amazon, 2016) raters produced suicide-relatedness ratings for each of the 10,000 

most common words in contemporary English. When both processes were complete, a machine 

scored each Twitter post according to whether it used words that were determined by MTurk 

raters to be highly related to suicide and whether it used words from a pre-existing list of ‘sad’ 

words, which were later used to infer users’ general moods (second hypothesis below). Note, 

these sad words had been previously rated and validated by a large group of MTurk raters for 

their relatedness to happiness and sadness, similar to the way suicide-relatedness was measured 

here (Dodds, Harris, Kloumann, Bliss, & Danforth, 2011).  

After each post was scored by machine, a new group of MTurk raters then evaluated a 

random sub-sample of machine-scored posts, to ensure the validity of machine-scoring. Twitter 

users were then given total scores for both suicide-related verbalizations (SRV) and for sadness, 

which were simply the total numbers of posts that used words for the suicide-related and sad 

word lists, respectively. After user SRV and sadness scores had been totaled for each Twitter 

user, we estimated the social network. Specifically, we defined two users as linked if they 

engaged in at least one reciprocal reply with one another (i.e., Alice replies to at least one of 

Bob’s posts and Bob replies to at least one of Alice’s posts).  

Analysis of the resulting network involved three phases. First, we estimated the observed 

assortativity (r) of SRV in the network using standard formulas (Newman, 2002), repeating the 

process for one to six degrees of separation (i.e., the approximate average distance between any 

two people in the world (Dodds, Muhamad, & Watts, 2003; Travers & Milgram, 1967). Second, 

we bootstrapped what the SRV assortativity distribution would look like if SRV posting were 

random in the network – the marginal null distribution – and assessed whether our observed r 
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was significantly different from that distribution. Third, we bootstrapped what the SRV 

assortativity distribution would look like if SRV scores were conditional on sadness scores in the 

network – the mood conditional null distribution – and then re-assessed whether our observed r 

was significantly different than that distribution as well. Thus, the observed r at a given degree of 

separation remains constant, but is compared to two different null distribution benchmarks: (1) 

the marginal benchmark distribution and (2) the mood conditional benchmark distribution. This 

process was conducted at different degrees of separation, to assess whether SRV assortativity 

wanes with increasing social distance in the network. We evaluated one through six degrees of 

separation, as six is expected to be the approximate average social distance between any two 

people in the world (Dodds et al., 2003; Travers & Milgram, 1967).  

Participants 

The participants under investigation in this study were all active, English speaking users 

of Twitter. Twitter is a social media network of users who broadcast posts called ‘tweets’ (i.e., 

140-character messages) to one another, or to the broader network of users (Twitter, 2016b). At 

the conclusion of 2015, it was estimated to have approximately 300 million monthly active users, 

worldwide (Twitter, 2016a). Through the Twitter Streaming Application Programming Interface 

(API), Twitter makes a random sample of the real-time activity inside the network available to 

anyone with an active Twitter account and a small amount of programming knowledge (Twitter, 

2016c). The available information available through the API includes the text of posts, along 

with basic information about those posts (e.g., language, date created) and the users who 

produced them(e.g., number of friends, account age) that has not been explicitly flagged by the 

user as “private.” Importantly, research on other social media platforms indicates that although 

most users are familiar with available privacy settings, few users choose to engage them 



13 
 

(Debatim et al., 2009), suggesting that being unable to collect ‘private’ information on users 

would not likely have a substantial effect on data collection.  

Through the Twitter Streaming API, we recorded all tweets flagged as having occurred in 

English for two non-sequential periods, 28 days each. The first period lasted from July 9, 2016 to 

August 6, 2016. The second period lasted from September 12, 2016 to October 10, 2016, and 

was used to verify the first period’s results were replicable. Previous research has shown that 

assortativity in mood on Twitter can be detected over time scales of days, weeks, and months 

(Bliss et al., 2012), suggesting our choice interval was appropriate for the hypotheses above. 

 This collection procedure yielded a final dataset of 64,499,981 posts, produced by 

17,438,868 unique users. In the first period, there were 11,112,312 unique users; in the second 

period, there were 11,002,813 unique users; and 4,676,257 unique users were observed in both. 

Among all posts, 8,998,898 (14%) were marked by Twitter as replies to other users, 475,469 

(<1%) were marked as coming from verified accounts (e.g., organizations, celebrities, other 

professional-level accounts), and 30,882,608 (48%) began with the letters RT, indicating they 

were retweets (i.e., re-posts) of other posts - these were not counted as replies for establishing 

links between users.2 There were 456,358 user interactions that involved at least one reciprocal 

reply between users. This is the total number of links in the network per our definition. 

Approximately 20% percent of posts were produced through the Android app, 44% through the 

iPhone or iPad apps, 14% through the web app, and 21% were produced through an alternative 

source, like a computer visiting the Twitter website itself. The mean number of posts across all 

users was 3.70 (SD = 11.82) with a median of 1 post per user. Thus, this distribution had a strong 

positive skew, with 50% of users posting approximately one time, but with the top 5% posting 

                                                           
2 Retweets were, however, counted toward each user’s overall sadness and SRV scores. This decision is addressed in 

more detail in the discussion. 
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more than 12 times throughout the entire study period. The mean and median account ages were 

3.28 years (SD = 2.29) and 3.15, respectively. 

Notably, other more traditional demographic information about the users in this sample 

(e.g., gender, age, race) is not available through the Twitter API. For that reason, the exact age, 

gender, and racial distributions of the users in this dataset are unknowable. However, previous 

research has indicated that, in general, Twitter users are more likely to be urban and male than 

the US general population (Mislove, Lehmann, Ahn, Onnela, & Rosenquist, 2011). It is also 

known that their racial and ethnic patterns differ from the typical geographic distribution 

observed in the US, with African American Twitter users over-represented in the Western US 

and users of Asian or Hispanic descent being over-represented in the eastern US (Mislove et al., 

2011).    

Raters  

In addition to the Twitter users (participants) described above, this investigation also 

recruited two distinct groups of Mechanical Turk raters (MTurk; Amazon, 2016). The first (n = 

2,429) was used to create a measure of whether posts included suicide-related words, which was 

used in the scoring procedure described below. Notably, word ratings from MTurk raters have 

previously been shown to be highly convergent with ratings from multiple alternative samples, 

when performing similar tasks to that employed here (see Dodds et al., 2011). The second (n = 

162) was used as a validity check to evaluate whether the scoring procedure described below 

indeed tracked intuitive differences in perceived risk of suicidal behavior from posts’ users.  

Measures 

 Sadness and happiness. Previous research has established a measurement system – 

termed a hedonometer by its creators – for  the assessment of mood in online networks, including 
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Twitter (Dodds et al., 2011). This hedonometer was constructed by first collecting over 10,000 of 

the most frequently used words in English, including digital ‘slang’ (e.g., lol, :p). These 

researchers then recruited a group of MTurk raters to rate each word on a scale of 1 (sad) to 9 

(happy) several times, retaining each word’s mood average. The result is a kind of dictionary, 

where each word is associated with a mood score from 1 (sad) to 9 (happy). These mood 

averages were observed to be highly correlated (i.e., r > .90) with previous research on the 

emotional valence of common English words, as rated by university undergraduates (Bradley & 

Lang, 1999; Dodds et al., 2011), suggesting the mood quality of such words is consistent across 

groups. 

Words with scores between 4 and 6 on the hedonometer (e.g., manufacturers, diameter) 

are typically treated as stop words (i.e., mood-neutral words) and removed before mood-based 

analysis because of their general irrelevance to either happiness or sadness (Bliss et al., 2012; 

Dodds et al., 2011). Functionally, this exclusion yields two lists: one of highly ‘sad’ words and 

one of highly ‘happy’ words. Here, we are primarily concerned with sad mood states. Thus, we 

regard a post as sad (scored 0, 1), if it includes any word with a mood score below 4 (n words = 

1,043; 10% of the entire corpus). A user’s overall sadness score is thus simply the number of 

posts that were marked as sad during a given study period. All posts were scored in the same 

way, regardless of their type (e.g., original, reply, retweet). Note, we did not estimate a user’s 

overall happiness, as it is beyond the aims of this investigation; however, we do utilize happy 

words to help rule out sarcastic or colloquial talk about suicide-related content, as below. 

 Suicide-related verbalization (SRV) scores. The present investigation extends work of 

Dodds et al. (2011) on mood measurement to the assessment of suicide-related verbalizations in 

online social media. This process consisted of a measure creation phase and a validity check 
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phase. First, the same 10,000 words utilized for the hedonometer above were re-rated by a new 

group of MTurk raters (n = 2,429) for their relatedness to suicide. Each rater responded to 

approximately 100 randomly selected words, for which they were asked: how closely related are 

each of the following words to “suicide”? Ratings were made on a 1 (not at all related) to 9 

(highly related) scale and the mean rating for a given word was retained. The average reported 

age of raters was 36.43 (SD = 12.22), 56% reported being female, and 82% reported being white, 

7% reported being Hispanic or Latino. Raters were paid $0.50 for their ratings.  

Following previous studies using the hedonometer (Bliss et al., 2012; Dodds et al., 2011), 

we define stop words that are excluded from analyses. Specifically, we remove any word with an 

average suicide-relatedness score at or below 5 as negligibly related to suicide, retaining only 

words with a score greater than 5. Note, we utilize a different cut point than previous research 

(Dodds et al., 2011), given our scale is unipolar (not suicide-related to highly suicide-related) 

rather than bipolar (sadness to happiness) and because 5 represents the point on our scale where 

is word is closer to highly related to suicide than not at all related to suicide. When scoring SRV 

for each post (0 or 1), we further ruled out posts that included any happy word (i.e., any word 

with a hedonometer mood score above 6). This latter standard was included to help exclude 

disingenuous or otherwise colloquial suicide-related posts (e.g., I’m so happy I could kill 

myself).3 Thus, a post was treated as SRV-positive (scored 1) by our machine-scored algorithm if 

it (a) contained at least one word with a suicide-relatedness score greater than 5 and (b) did not 

contain any happy words (with hedonometer scores above 6), outlined above. It was regarded as 

SRV-negative (scored 0), otherwise. Examples of hypothetical posts, how they would be scored, 

                                                           
3 Note, no additional criteria of this kind were applied to the scoring of sad posts. This was to maintain 

comparability to previous research using the hedonometer, in which post mood scores were assigned based only one 

which words are present in a post (regardless of which words are absent).  
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and how those scores are aggregated to create user total scores is depicted in Table 1. All scoring 

was conducted by machine, using an R script run on an Elastic Cloud Computing (EC2) server 

hosted by Amazon Web Services (Amazon, 2017; R Core Team, 2017). Again, all posts were 

scored in the same way, regardless of their type (e.g., original, reply, retweet). 

SRV descriptive statistics. Following the lexicon creation procedure described above, a 

sample of MTurk raters (n = 2,429 rated the 10,222 most common words in English for their 

relatedness to suicide. Each word was rated an average of 20.61 times (SD = 4.52), with a 

minimum of 5 ratings for any word overall. Ninety-eight percent of words received an average 

rating less than or equal to a 5 on the 1 to 9 scale. The remaining 219 words with an average 

rating greater than 5 were denoted as words with high suicide-relatedness (see Figure 3). 

In both study periods combined, the SRV post scoring algorithm described above flagged 

6,453,415 (1%) posts as including at least one word with high suicide-relatedness and 

24,072,770 (37%) posts as including at least one sad word. There were 54,750,738 (85%) posts 

marked as including a happy word. These findings are consistent with previous research showing 

English is a positively valenced language (Dodds et al., 2011), as well as research suggesting the 

short-term prevalence of suicide-related behavior like suicidal ideation is relatively uncommon 

(Nock et al., 2008) and research showing words specific to suicide are relatively uncommon 

among languages of European origin (Daube, 1972). Among posts with at least one highly 

suicide-related word, 5,638,419 (87%) also included a happy word and were ruled out, resulting 

in a total of 814,996 (1%) of posts marked SRV-positive. Conversely, 742,308 (91%) of SRV-

positive posts also included at least one sad word. SRV-positive posts were produced by 688,610 

(<1%) unique users throughout the entire study period. Posts that scored positive for SRV came 

from accounts that were slightly older (d = 0.06), but had a similar number of total posts (d < 
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0.01), a similar number of people followed (d = 0.02), and a similar number of followers (d < 

0.01), compared to SRV-negative posts. SRV-positive posts were somewhat more likely to be 

produced with Apple products (iPhone or iPad = 52%) than SRV-negative posts (iPhone or iPad 

= 44%).  

SRV validity. Our scoring system was designed to aid in an initial proof of concept: that 

verbal behavior related to suicide is assortative in large social networks. It was not designed to 

be a risk assessment measure with diagnostic-grade precision. However, we did perform a range 

of validity checks to ensure the instrument was measuring a suicide-relevant behavior with 

potential clinical importance.  

First, if using words with high suicide-relatedness roughly tracks a construct analogous to 

suicidal ideation, then it should have a moderate (but not high) correlation with hedonometer 

mood scores among sad words (convergent validity); it should also have negligible correlation 

with hedonometer mood scores among happy words (divergent validity). This latter expectation 

arises from the assumption that the move from ‘depressed’ to ‘disappointed’ likely impacts 

suicidal behavior of all forms more than the move from ‘happy’ to ‘joyful’. As shown in Figure 

3, this is indeed what we find. Among only sad words (i.e., mood score below 4), the absolute 

Spearman correlation between a word’s suicide-relatedness and mood score was ρ = .38 (p < 

.001); among only happy words (i.e., words with a mood score above 6), that correlation was ρ = 

-.06 (p < .001). Figure 3 also refutes the concern that ‘all suicidal words are already sad words,’ 

showing that there are words that fall in the high suicide-relatedness range and not the sad range, 

as well as the reverse. Thus, the set of words the individual word-ratings for our SRV measure 

demonstrate both initial convergent validity (i.e., correlated in the appropriate context) and initial 

divergent validity (i.e., uncorrelated in the appropriate context) with an existing measure. Figure 
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3 demonstrates this visually, in which existing hedonometer scores are shown to be related to 

suicide-relatedness scores only at the low (sad) end of the spectrum. 

The second validity check directly evaluated whether there was differential information 

in SRV-positive and SRV-negative posts themselves. That is, after scoring each post as SRV-

positive or negative by machine, we asked a new group of SRV-blind MTurk raters (n = 162) to 

evaluate a random subsample of these posts (n = 1500, 50% SRV-positive). Specifically, raters 

were asked “is the author of the following post at risk for suicide?” and were instructed that 

“posts that are sarcastic, informational, or totally unrelated to suicide should be rated lower; 

posts that appear to imply risk for suicide should be rated higher.” Ratings were made on a 0 

(extremely unlikely) to 5 (extremely unlikely) scale. Raters were paid $0.50 for their ratings. Each 

rater rated approximated 65 posts. The average reported age of raters was 35.96 (SD = 12.39), 

66% reported being female, and 80% reported being white, 3% reported being Hispanic or 

Latino.  

If scoring a post SRV-positive tracks something like suicidal ideation or suicide risk more 

broadly, then the users who authored SRV-positive posts should be perceived by external 

observers of their posts to be at greater risk for suicide than users who authored SRV-negative 

posts. Indeed, that is again what we found. Results show SRV-positive posts are perceived by 

MTurk raters (n = 162) as having been produced by users with significantly higher risk for 

suicide (b = 0.59, SE = .04, p <. 001, Cohen’s d = .82), suggesting our scoring rule broadly 

tracks the kind of intuitive judgements about suicide-related behavior that would be made by 

humans who are hand-rating social media-posts. This indicates at least two things. First, SRV-

positive posts are unlikely to be dominated simply by casual or sarcastic comments, with raters 

having been explicitly told to rate such comments as having lower risk. Second, SRV posts – at 
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least on-face – involve more concerning suicide risk than non-SRV posts making them a 

worthwhile proxy for this initial investigation on assortativity in suicide-related verbal behavior. 

raters 

Network assembly 

Data streamed from Twitter include both the text of individual posts and information 

about those posts, such as the user account that produced them. While most posts are general 

broadcasts to the entire network, some posts are designated by the user as replies to the posts of 

other users (e.g., Alice posted X, but Bob replied Y to Alice’s X post; (Twitter, 2016b). 

Following Bliss et al.'s (2012) work on the assortativity of mood on Twitter, we designated two 

users as linked in a network when they have each replied to one another at least once. For 

example, Alice and Bob are linked if (1) Alice has replied to at least one of Bob’s posts and (2) 

Bob has replied to at least one of Alice’s posts (i.e., reciprocal-replies), in the period under 

consideration. This standard thus requires that any users regarded as linked must have 

deliberately interacted with one another at least once.  

Network analysis 

 Observed assortativity. A network is simply a collection of nodes (people) and the links 

(interactions) among them (Newman, 2010). Here, the nodes also have attributes of interest: their 

total numbers of SRV-positive posts and sad posts. The propensity of linked nodes to have 

similar numbers of SRV-positive posts is estimated with the assortativity coefficient, r, detailed 

in the introduction (Newman, 2002). 

 Degrees of separation. Assortativity quantifies the similarity of nodes across links in a 

network. To assess how that quantity changes at increasing levels of social distance, we estimate 

the assortativity coefficient for each network at 1 through 6 degrees of separation. That is, we 
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calculate the assortativity of direct ‘friends’ (links of degree 1), ‘friends of friends’ (links of 

degree 2), ‘friends of friends of friends’ (links of degree 3), and so on up to degree 6, which is 

thought to be the most plausible upper limit for the average social distance between any two 

people in the world (Dodds et al., 2003; Travers & Milgram, 1967). This is a conservative upper 

bound and the actual upper limit of social distance in online networks may be as low as three or 

four degrees (i.e., it may be possible that the true average degree of separation between people 

online is as low as three; Backstrom, Boldi, Rosa, Ugander, & Vigna, 2012). For clarity, we 

denote rd as the assortativity (r) of SRV in a network, at d degrees of separation (e.g., ‘r3 = .15’ 

would signify that the assortativity of SRV at three degrees of separation is .15)   

Hypothesis tests. Once the assortativity is estimated for a given observed network (e.g., 

from the first study period) at a given degree of social distance (e.g., 2), it is important to assess 

whether that observed level of assortativity could plausibly be the result of chance. The observed 

assortativity coefficient was thus compared to two benchmarks. The first benchmark was the null 

marginal assortativity distribution (or simply, the marginal null), which represents the range of 

values an observed network’s assortativity coefficient could take on if (a) the network structure 

remained the same, but (b) SRV scores were assigned to the nodes at random. Following 

previous research, this is achieved by bootstrapping (Christakis & Fowler, 2013). Specifically, 

we take the observed network and hold the links among people constant, but shuffle their SRV 

scores many times (with replacement). By recording what the assortativity coefficient would 

have been during each shuffle, we achieve a null distribution of what ‘random’ assortativity 

would look like and can estimate a bootstrapped p-value for the observed assortativity 

coefficient. Specifically, if our observed assortativity coefficient was in the top 2.5% of the null 

marginal distribution, we regarded it as significantly different from the marginal null.  
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 The second benchmark was termed the null conditional assortativity distribution (or 

simply, the conditional null), which represents the range of values an observed network’s 

assortativity coefficient could take on if (a) the network structure remained the same, (b) the user 

sadness scores in the network remained the same, and (c) the SRV scores were shuffled within 

sadness score groups. This is the null distribution of SRV, conditional on mood. Phrased 

statistically, the conditional null represents what SRV assortativity scores would look like if SRV 

were random, once the sadness scores of users were controlled. Phrased practically, the 

conditional null is the distribution of what SRV assortativity scores would look like if users 

SRV-positive posting remained correlated with their own sadness scores, but were not at all 

associated with the SRV-related posting of any other users. Thus, by shuffling SRV scores 

within each sadness level and recording what the assortativity coefficient would have been 

during each shuffle, we achieve a null distribution of what mood-conditional random 

assortativity would look like. Consistent with standard hypothesis testing, an observed SRV 

assortativity value is regarded as significantly different from a null distribution (i.e., the totally 

random marginal null or the mood conditional null), if it occupies a low-probability region of 

that distribution – either near the end of or completely off the tail (i.e., it is as extreme or more 

than the top 2.5% of bootstrapped samples). Thus, if our observed assortativity coefficient was in 

the top 2.5% of this null conditional distribution, we regarded it as significantly different from 

the conditional null. This is analogous to concluding the assortativity of SRV is even stronger 

than would be expected, given the distribution of mood scores in the network.  

Results 

Results of the assortativity hypothesis tests are depicted in Figure 4, which displays the 

plausible range of assortativity values (horizontal axis) for the marginal null distribution (dark) 
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and the conditional null distribution (light), along with the observed SRV assortativity 

coefficients (points) for each degree of separation (vertical axis). Again, an observed SRV 

assortativity value is regarded as significantly different from a given null distribution, if it 

occupies a low-probability region of that distribution – either near the end of or completely off 

the tail. 

Observed assortative distance 

As expected from previous research (Bliss et al., 2012; Christakis & Fowler, 2013), 

observed SRV assortativity values generally decline in magnitude at each increasing level of 

social distance (degrees of separation).4 Users’ SRV scores are most like those with whom they 

interact directly (r1 = .08 - .10), slightly less like the SRV scores of those who are two degrees 

away (r2 = .06), and least similar to the scores of those who are six degrees away (r6 = .01 - .02). 

Of note, because the SRV scoring algorithm utilized in this investigation was a relatively course-

grained (i.e., based on the presence and absence of key words), it likely includes notable random 

error variance, which is known to shrink measures of association like correlations (Casella & 

Berger, 2001), the family to which assortativity coefficients belong (see above). As such, there is 

good reason to expect the assortativity coefficients observed in this investigation are 

conservative estimates of the true assortativity of suicide-related behavior on Twitter or in other 

online and offline networks. Future measures with more diagnostic-grade precision are likely to 

produce even higher assortativity values. 

Observed assortativity versus marginal null (random SRV)  

                                                           
4 Note, a few small wrinkles are observed in this pattern. For example, the transition from three to four to five 

degrees of separation in Period A is not a perfectly decreasing trend (i.e., four degrees is slightly less assortative 

than five). However, statistical noise is likely the best explanation for this small deviation from the broader expected 

pattern, given that unexpected trend was not observed in both periods. 
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Recall, the first hypothesis in this investigation was that SRV would be significantly 

assortative, up through three degrees of separation. Results show this prediction was met and 

exceeded, with SRV demonstrating significant assortativity all the way through six degrees of 

separation. Specifically, all observed assortativity values were as high or higher than the top 

2.5% of bootstrapped values from the null marginal distribution, regardless of study period or 

degree of separation. Statistically, this indicates socially linked people are more similar on SRV 

(e.g., low with low, high with high) than would be expected by holding the network constant and 

randomizing individual SRV scores; that is, the SRV assortativity on Twitter is significantly 

greater than random chance alone and that this effect remains significant at least up to six 

degrees of separation.  

Phrased practically, a randomly selected person from this network is more similar to the 

friends of their friends’ friends’ friends’ friends’ friends than would be expected by chance. 

From a prevention perspective, this implies that there is information on that person’s suicide-

related behavior that we can infer from the behavior of people they have never known and never 

will. We further demonstrate the significance of this finding for prevention with an illustrative 

simulation example later in the Implications section of the Discussion. 

Observed assortativity versus mood-conditional null  

The second hypothesis in this investigation was that SRV would remain significantly 

assortative, even after mood was controlled in the network.  In both study periods, observed 

assortativity values were significantly greater than would be expected at both 1 and 2 degrees of 

separation, even when sadness scores were controlled. In other words, the assortativity of SRV at 

1 and 2 degrees of separation is too high to be a plausible artifact of mood assortativity. Thus, 
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results indicate the observed assortativity of SRV on Twitter is not statistically attributable to the 

already well-documented assortativity in mood (Bliss et al., 2012). 

However, at social distances greater than 2, the observed assortativity at each increasing 

degree of separation was typically significant in only one of the two study periods, with only 

degree 5 being significant in both periods. Absent a compelling justification for why 5 degrees of 

separation are in some way unique from 3, 4 and 6 degrees, a scientifically conservative 

interpretation of these results is that the observed assortativity coefficients for degrees 3 through 

6 cannot be reliably distinguished from what would be expected given the already established 

assortativity of mood. That is, following the often neglected insight that negative scientific 

evidence is more powerful than positive (Meehl, 1978), we interpret these mixed results for 

degrees of 3 and above as functionally null. 

Taken together, results are consistent with the hypothesis that SRV is significantly more 

assortative than pure chance (marginal null), all the way up to 6 degrees of separation. In 

addition, the observed assortativity in SRV is also significantly greater than would be expected 

based on the known assortativity in mood and the expectation that low mood states are 

associated with various other forms of suicidal behavior (conditional null). However, SRV is 

only more assortative than would be expected from mood, for 1 and 2 degrees of separation. For 

3 or more degrees of separation, SRV is still assortative, but could plausibly be an artifact of 

social connections driven by mood alone. 

Discussion 

 This study investigated the connection between a social network (i.e., the Twitter 

network) and the suicide-related behavior enacted by individuals who occupy it (i.e., verbal 

behavior involving suicide-related words; SRV). Although several studies have previously 



26 
 

attempted to evaluate the similarities of people at risk for suicide or the clustering of suicidal 

behavior, to our awareness this is the first study to directly estimate the assortativity of any kind 

of suicide-related behavior. It is also among the first of its kind to evaluate suicide-related 

behavior in a network of this scale, having analyzed over 64 million posts from more than 17 

million unique users in two 28-day periods. Consistent with the expectations of previous research 

on the assortativity of mood (Bliss et al., 2012; Fowler & Christakis, 2009), SRV was observed 

to be significantly more assortative than would be expected by chance alone – remaining 

significant up to at least six degrees of separation between individuals in the network. When 

mood was controlled, the assortativity of SRV was still significantly higher than would be 

expected by chance, up to 2 at least degrees of separation.  

 Taken together, our results suggest that verbal behavior related to suicide (i.e., SRV) 

occurs in a socially assortative patterned way on Twitter, with individuals who engage in such 

verbal behavior having a significantly higher likelihood of interacting with one another than 

chance. Although the magnitude of this correlation-style estimate was modest (i.e., r1 = .07 - 

.10), its reach was quite substantial – observed at up to 6 degrees of separation. Moreover, in the 

neighborhood encompassed by two degrees of separation, the assortativity of SRV was not 

plausibly be attributable to the already known assortativity of mood. The remainder of this 

discussion addresses the implications of these findings, along with caveats to their interpretation 

and directions for future research. 

Implications 

 There are two primary implications arising from the findings presented earlier: one 

pragmatic and one etiological. Pragmatically, the results imply that for at least one form of 

suicide-related behavior, ‘birds of a feather flock together’ in a statistically regular way. 
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Assuming more serious forms of suicidal behavior (e.g., suicide attempts) follow a similar 

pattern – a priority question for future research - only a small number of ‘known birds’ are 

needed to locate much of the ‘flock.’ We emphasize that this is true, regardless of the causal 

origin of that assortative ‘flocking’ pattern. 

 The most obvious way to exploit such a pattern is to use snowball sampling when 

screening for suicide risk. To see this, consider Figure 5, which depicts a random subset of the 

first period’s network. In this subsample, there are 107 total people, 29 of which produced at 

least one SRV-positive post during the study period (dark nodes). Among those 29 SRV-positive 

users, 17 knew at least one other SRV-positive user (highlighted in red). Thus, the probability an 

SRV-positive user knew at least on other is 17/29 = .59 and the probability an SRV-negative user 

knew at least one SRV-positive user is 42/78 = .54. This difference may appear numerically 

modest, but it is practically quite powerful. 

 For example, imagine the network in Figure 5 represents a small high school, in which 

one student has recently taken his life. Concerned about the suicide risk of the remaining 

students, an administrator asks the district’s lone school psychologist to locate any other students 

are at risk so they can be referred for psychotherapy. Unfortunately, the school psychologist 

knows she only has the time and resources to perform 25 total screens, guaranteeing 82 students 

will remain unscreened. She has a list of every student in the school, but how does she choose 

who to screen? 

 The most common approach is likely simple random screening (without replacement), in 

which the school psychologist chooses 25 people from her list in advance, then screens them one 

after another. Such a scenario will follow a hypergeometric distribution (Casella & Berger, 

2001), where the mean number of true positives she will locate after 25 screens is 6.78 
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(sensitivity = .23). However, if she is aware that suicide risk has non-zero assortativity, she can 

exploit that pattern with snowball sampling: (1) ask a teacher who the decedent’s closest friends 

were and screen them, (2) ask any positives from that group to list their closest friends and 

screen those friends, (3) ask any positives from that new group who their closest friends are, 

screen them, and so on, (4) if ever there are no more positives in a friend group, screen students 

at random until a positive is found and begin the snowball procedure again until resources run 

out.  

If this strategy is simulated 1,000 times using only the data in Figure 5, the average 

number of true positives using 25 screens is 8.30 (sensitivity = .29), about 22% higher than 

random sampling’s average. Beyond the averages, comparing their overall distributions shows 

that exploiting even the modest assortativity of r1 = .12 from this network will cause the 

snowball-style screening to find more true positives than random sampling 68% of the time, even 

though the same total number of people are screened in each case.  

Readers will also note these results are from a small network, with an even smaller 

number of available screens. But as the size of the network and available screens grows (e.g., 

online) the superiority of the assortativity-informed snowball approach accelerates non-linearly. 

For example, if there were 1,000 screens applied to the whole first-period network (n = 168,098, 

21% SRV-positive), the random sampling approach would find on average 207 true positives, 

but the snowball approach would find and average of 358 (across 10 simulated runs), a 73% 

improvement. 

Aside from the obvious benefits of enhancing the proportion of true positives located 

during mass screening, capitalizing on assortativity is likely to have other benefits for suicide 

research as well. For example, researchers struggling to acquire participants from a low-base rate 
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group like suicide attempters could employ assortativity-informed recruitment strategy like the 

snowball approach above.5 Second, and more speculatively, it is possible that assortativity-

informed interventions could produce positive ripple effects throughout the social network after 

the treatment of only a few at-risk nodes. Such a possibility would improve both issues related to 

limited resources and difficulties reaching at-risk people who wouldn’t otherwise present for 

treatment (i.e., because they would indirectly receive a dose of treatment through their friends 

who were treated). We emphasize, however, that this treatment approach first requires 

confirmation about the causes of suicide-related assortativity in social networks, which the 

current study was not designed to disentangle. While the current results provide an initial hint of 

an assortativity-informed treatment approach, additional research will be required prior even to 

pilot interventions of this kind. 

A final comment here, although our school example above was employed only for its 

simplicity, the reader may still wonder: what do the current results say about the assortativity of 

suicide-related behavior in offline networks? In the interest of transparency, we report the current 

results say little about behavior in offline networks because no offline behavior was studied here. 

However, as we explained in the introduction, assortativity is one of the defining statistical 

signatures of a vast majority of human social networks studied so far (Newman, 2002, 2003). 

Thus, there is good reason to expect that if it has been observed online, it will be observed offline 

as well. For example, previous research on mood has shown it to be assortative in both online 

and offline contexts (Bliss et al., 2012; Fowler & Christakis, 2009). In addition, the observed 

                                                           
5 Researchers concerned about this admittedly non-random sampling approach are reminded that (a) their existing 

samples were already highly likely to be non-random, (b) this kind of non-random sampling bias is better than the 

status quo because it is quantifiable and thus able to be accounted in the final model (Bareinboim & Pearl, 2012), 

and (c) knowledge of the social relationships between participants in a study actually opens a whole new dimension 

of investigation (e.g., the effects of the network on the study topic). 
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clustering of suicides in both time and space imply that at least some kind of assortative pattern 

must apply to at least some kinds of suicidal behavior (Haw et al., 2013).  

Although further research is needed, there is good reason to expect some forms of 

suicidal behavior (e.g., ideation, attempt risk) in offline networks to be as assortative as we 

observed here, if not more so. Indeed, we even suspect that the long-form interaction available 

offline will facilitate even higher assortativity than we observed on Twitter, where interactions 

are limited only to 140-character bursts available for all the public to see. Instead, the privacy, 

information density, and potential for a much higher number of interactions (albeit with fewer 

others) in offline social relationships likely allows for much more assortativity in suicidal 

behavior to emerge over time and we look forward to future research investigating this 

possibility. 

The second implication of these results is related to our more basic understanding of the 

etiology of suicide. Specifically, the mood-controlled results suggest that the observed clustering 

of suicide-related behavior in the social environment is not merely a side-effect of pre-existing 

clusters of people with similar moods, who also happen to be at greater risk for suicidal behavior 

because their moods are low. Rather, results imply that a suicide-specific mechanism is likely to 

be involved in the assortative clustering of at least suicide-related verbal behavior.  

Thus, while it is not currently possible to disentangle the causal mechanism of assortative 

patterns in non-experimental network settings (Shalizi & Thomas, 2011), the current results have 

still narrowed the search. That is, whether the cause of this assortative pattern is social contagion, 

homophily, or shared history, it is likely to be a suicide-specific class of one of those 

mechanisms. For example, people may exhibit similar SRV scores because one high-SRV 

member of the network unintentionally influences his neighbors to engage in such suicide-related 
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verbal behavior as well (social contagion); however, the present results imply it is unlikely that a 

the similarity of SRV scores among socially connected people is merely the result of one having 

influenced the others to become sad, which had the secondary consequence of also increasing 

their propensity to utilize highly suicide-related words.  

Interpretive caveats and future directions 

 As described above, this study breaks ground in new area of suicide research, utilizing a 

model capable of reconciling large group-level patterns with the individual-level behavior that 

gives rise to them; however, as an initial study in this area, several caveats are important for the 

interpretation of results. Most importantly, we employed a relatively coarse-grained measure of 

individual behavior, SRV. This was intentional, as the present study was designed to demonstrate 

the significance of potential large-scale assortativity in suicidal behavior, rather than to screen 

and refer people for intervention. However, the limitations of the present study do still imply a 

few important agenda items for future research to resolve.  

First, it will be important to confirm that more refined methods for measuring suicide-

related verbal behavior online remain assortative, like the SRV measure here. For example, an 

intuitive next step would be to assign each post a score (e.g., cosine similarity) based on its 

grammatical similarity to a known set of suicide notes (Pestian et al., 2012). Using such scores, it 

would be possible to ask whether people with a propensity to write content with high similarity 

to a suicide note associate more often with one another than chance. More directly, is suicide-

note-like posting also assortative? 

A related question is what kinds of posts should be included in any kind of SRV 

calculation? For example, this investigation counted ‘retweets’ – cases where one user re-posted 

another user’s original post – in the sadness and SRV calculations. Thus, if one user produced an 



32 
 

SRV-positive post and a second user retweeted that post, the second user’s SRV score would 

increase. This was done to treat all posts as equal, as little empirical means were available to 

prioritize one kind of post over another. We note this decision could be either desirable or 

undesirable for the measurement of SRV. On one side, being at elevated risk for suicide may 

increase the likelihood a user retweets a suicide-related post, making it important to include such 

re-posts in their SRV score. On the other side, it may also be that users predominantly retweet 

other users’ suicide-related posts out of concern for those users, making such re-posting 

unreflective of the re-posters actual suicide risk. We concede this is an open question in need of 

empirical resolution. Depending on its resolution, the assortativity coefficients in this study could 

increase or decrease; however, it is our general expectation that they would increase, as resolving 

this question would reduce another form of random error variance, resulting in more precise 

measurement. 

Second, it is critical to verify whether the kinds of suicide-related verbal behavior that are 

assortative are also predictive of more serious suicidal behavior offline. Specifically, there is 

already good reason to believe that online verbal behavior is predictive of offline suicide risk 

(e.g., Bryan et al., 2017; Wood, Shiffman, Leary, & Coppersmith, 2016), but it is not clear 

whether the features of verbal behavior that are risk-predictive are themselves assortative. For 

example, imagine the ratio of verbs to nouns a user posted online predicted offline suicide 

attempts in some way, but that verb-noun ratios were not assortative among users – there were 

no ‘flocking’ pattern. In such a case, the practical advantages accrued from network models 

would likely be null: assortativity-driven snowball screening would be no better than random 

screening, and would probably be worse. 
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Importantly, our validity check shows that external raters perceive the users who 

produced SRV-positive posts to be at greater risk for suicide attempts. Coupled with the fact that 

we observed reliable assortativity in those SRV scores across two independent periods, this 

implies that at least some features of suicide risk are likely to be assortative. However, a study 

that can directly test the assortativity of a strong index of suicide risk – or of suicidal behavior, 

directly – is an important next step in this line of research, without which strong 

recommendations cannot be made. 

Lastly, because of the sheer volume of data, we were only able to evaluate one online 

network, Twitter. There are important features of Twitter that make it different from offline 

networks (e.g., the ability to directly approach and interact with celebrities) and from other 

online networks (e.g., nearly everything is public, posts are all sharply limited to 140 characters). 

Additionally, the demographic characteristics of at least US Twitter users are different from the 

general US population, a difference that may hold for other online and offline networks as well.  

For these reasons, a variety of network-related phenomena could likely manifest differently in 

other networks. Establishing quantitative models of their potential differences, is thus, a priority 

before augmenting preventions schemes in those networks with the approaches discussed here. 

 

Conclusion 

 Assortativity is a hallmark of human social networks (Newman, 2002), observed in 

numerous and disparate forms of behavior (Christakis & Fowler, 2013). This investigation 

demonstrates that suicide-related verbal behavior is also among them, and suggests that other 

more serious forms of suicidal behavior might be as well. Notably, the coefficients in this 

investigation were of only modest magnitude, but they demonstrated substantial social reach – 
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lasting up to at least 6 degrees of separation. If exploited, such a pattern has the capacity to 

substantially improve screening approaches in both small and large networks alike, increasing 

the number of people at risk for a suicide attempt found in advance, using only existing 

resources.  
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Figures 

 

 

Figure 1. Illustration of assortativity as correlation of node attributes across links. The left panel depicts an 

example 7-node / 6-link network, in which each node belongs to one of two groups (0 = dark grey, 1 = light 

grey). Nodes are labelled with arbitrary letter IDs and links are labelled with arbitrary number IDs. Group 

membership is assortative in this network (r = .50), with 60% of links holding like-type nodes on either end. The 

right panel shows the same network, now represented as an ‘edge-list,’ in which each row is a link and each 

column is an attribute of that link (e.g., its link ID number) or of the nodes residing on either of its ends. Note 

that when a network is represented in this way, the Pearson correlation between the two columns of a given node 

attribute – group membership in this case – is identical to the assortativity of that attribute in the network (with 

some specific exceptions).  
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Score each post: 
Any sad words? 
Suicide-related words? 

Score each user: 
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Figure 2. Diagram of study process. Investigation begins with the collection of two discontinuous 28-day 

periods of Twitter posts (a random sample of all posts). Simultaneously, MTurk Group 1 re-rated an 

existing set of 10,000 English words for relatedness to suicide (MTurk Group 1). Word ratings were used 

to define sad posts and posts with suicide-related verbal content (SRV). Posts were then scored by 

machine, but a random subsample were also re-evaluated by humans (MTurk Group 2, blind to machine 

rating). Users were assigned total scores base on their post scores and linked to other users with whom they 

mutually interacted to establish a network. Data were analyzed as described in the Methods section. Note, 

Obs. r = observed SRV assortativity value for the observed network. 

Analysis 
 
Marginal Assortativity: 

• Are socially-connected users more similar 
on suicide-related verbal content (SRV) 
than chance alone?  

• Up to how many degrees of separation? 
 
Conditional Assortativity: 

• Even when user mood (sadness) is 
controlled? 

Marg.
Null

Cond.
Null

Obs. r

Null Assortativity Distribution 
(Bootstrapped)
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Figure 3. Mood and suicide-relatedness of the 10,222 most common words in contemporary English. 

Original mood scores are plotted along the horizontal axis and the suicide-relatedness ratings from the current 

study are plotted along the vertical axis. Each word is represented by a grey dot, a random sub-sample of which 

also have text displayed for the reader. The curved solid line represents the smoothed relationship between mood 

scores (sad to happy) and suicide-relatedness scores among words. The vertical dashed-lines demarcate sad and 

happy words (mood scores below 4 or above 6, respectively). The shaded box represents the set of words leading 

to a positive SRC score for a post. Application of these scores is further described in the Methods section and 

illustrated for hypothetical posts in Table 1. 
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Figure 4. Observed assortativity (r) up to six degrees of separation and across two periods. Each point 

represents an assortativity estimate (horizontal axis) for the network at a given degree of separation (vertical 

axis). The bootstrapped null distributions for both marginal SRV assortativity (dark) and conditional SRV 

assortativity (light) are also provided as benchmarks for evaluating the statistical significance of those sample 

assortativity estimates. Consistent with traditional hypothesis testing, a sample assortativity estimate is 

significant when it occupies a low density (low probability) region of its null distribution. In this case, all 

observed assortativity estimates are significantly different than the marginal null (complete randomness), so 

the significance values depicted by hollow or filled points illustrate only whether the observed assortativity 

was significantly different from the conditional null (randomness conditional on sadness), at a given degree 

of separation. Note, because marginal null distributions are completely random, they will always center 

around 0 assortativity; however, because the conditional null distributions account for the assortativity in 

sadness (which is known to decline as a function of social distance), these distributions will center at 

difference values. Specifically, they will be centered on the most plausible SRC assortativity value one would 

expect, knowing the sadness scores of everyone in the network. 
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Figure 5. Visual demonstration of actual SRV assortativity in a subsample of nodes from the first study period. 

Light circles represent nodes with no SRV-positive posts during the first study period; dark circles represent 

nodes with one or more SRV-positive posts during that period. Thick red outlines highlight the SRV-positive 

nodes that are linked to at least one other SRV-positive node in the subsample. In this subsample, 59% of SRV-

positive nodes are directly connected to another SRV-positive node; likewise, 54% of SRV-negative nodes are 

directly connected to at least one SRV-positive node.  
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Tables 

Table 1. Example posts with application of scoring rules from Methods 

User Text 

Sad 

Word 

Happy 

Word 

Suicide-related 

Word Sad Post SRV Post 

User 

Sadness  

User SRV 

Score 

A "I'm so sad! Gonna kill myself" sad, kill  kill 1 1 

3 2 
A "I'm the worst lol :)" worst lol, :) worst 1 0 

A "My final day on Earth…"   final 0 1 

A "Just got in a fight" fight   1 0 

         
B "It’s a sad day" sad   1 0 

1 0 
B "I love my life"  love, life  0 0 

Note. User represents the ID of a hypothetical Twitter user, whose posts are given in the Text column. The Sad 

Word, Happy Word, and Suicide-related Word columns identify which words (if any) from the user's post fall into 

the sad, happy, or suicide-related word categories described in the Methods section and depicted in Figure XXX. 

Sad Post and SRV Post represent dummy coded variables representing whether the post would be classified as sad 

(scored 1 if the post included any sad word; 0 otherwise) or SRV-positive (scored 1 if the post included a suicide-

related word, but no happy words; 0 otherwise). User Sadness and User SRV Score columns represent the total 

number of sad and SRV-positive posts by each hypothetical user; these are the scores being analyzed in this 

investigation (i.e., Are SRV scores more assortative than chance? Do they remain so after controlling for sadness 

scores?).  

 

 


