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Abstract 

 

Rocket and gas turbine engine combustion instabilities, which lead to rapid engine failure 

through enhanced heat transfer rates and high-cycle fatigue, continue to be a serious concern for 

engineers. Experimental pressure measurements remain the best approach in determining the 

susceptibility of an engine to acoustically coupled combustion instabilities. However, the harsh, 

high-temperature environment requires that pressure transducers be remotely mounted to the 

engine's main chamber using “sense-lines”, creating an area-contraction at the connection point 

between the sense-line and combustor. Preliminary measurements have shown large 

discrepancies between sense-line measured and engine pressure amplitudes. To elucidate these 

discrepancies, this experimental study measured the nonlinear acoustic response of the area-

contraction and sense-line with and without purge air flow. To do this, a multiple-microphone 

impedance tube was used to measure the acoustic impedance of the combined area-contraction 

and sense-line. Measurements were performed over a range of frequencies, area-contraction 

ratios, acoustic velocity amplitudes, and sense-line length-to-diameter ratios. These 

measurements revealed the acoustic response of the sense-line and area-contraction combination 

is highly nonlinear. 
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Chapter 1 

Introduction 

 

 The power generating gas turbine industry is approximately worth 20 billion USD 

globally.1 In 2015, the net worth of the space industry, utilizing solid, liquid, and hybrid rocket 

engines for space propulsion, was estimated to be 330 billion USD globally.2 These two 

industries hold considerable value in the world market, and when problems arise in testing or 

fielding these expensive engines, costly maintenance and downtime result in substantial loss in 

revenue. The reliability of solid and liquid rocket engines, used in missile defense systems, is 

also of serious concern for national security reasons. One of the leading causes for concern in 

both markets is thermo-acoustic oscillations, i.e., combustion instabilities.  

 Combustion instabilities are caused by a dynamic coupling between the heat release 

oscillations and acoustic pressure oscillations as shown in Figure 1. Example data of these high 

amplitude heat release and acoustic pressure oscillations in a laboratory combustor are shown in 

Figure 2. The resulting acoustic velocity oscillations cause increased heat and mass transfer rates 

leading to high-cycle fatigue and failure of structural engine components, leading to costly 

maintenance and downtime.   

 Combustion instabilities are particularly distressing 

in that the problem often arises unexpectedly. Historically, 

otherwise stable combustors can suddenly become 

unstable when operating conditions or ambient conditions 

change. Component wear as the engine system ages, not 

 

Figure 1: Illustration of the coupling 

between heat release and acoustic 

oscillations. 
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to mention a seemingly minor modification of 

combustion system hardware, could also cause 

unexpected combustion instabilities or can 

result in an inoperable engine. Modifications as 

simple as moving fuel injection location, 

changing fuel injector hole size, or moving a 

perforated plate or swirl vane can cause a 

combustor to become unstable.3 

It has been said that, at least to date, there is 

no single solution to the problem of combustion instabilities. Rather, most designers and 

manufacturers employ teams of engineers dedicated to adapting a complement of fixes to the 

problem. Due to the severity, importance, and large costs involved in the problem of combustion 

instabilities, a great deal of time, money, and effort has gone into developing several passive 4-21 

and active 22 methods to prevent or eliminate these combustion instabilities and into testing 

combustion system hardware to determine stable operating conditions, testing combustion 

instability damping hardware, and generally trying to address combustor problems. These fixes 

have traditionally been applied to unstable combustion systems using the costly and time-

consuming “cut-and-try” approach.  

 What is needed is a rational approach for testing and understanding these instabilities at 

realistic operating conditions for stable combustor operation and engineering level acoustic 

instability detection tools that allows designers to quickly and efficiently assess the acoustic 

stability characteristics of a given design at the early design stages and to investigate a wide 

range of options to mitigate combustion instabilities once a problem has been encountered. This 

 

Figure 2: Plot of acoustic pressure and heat 

release oscillations versus time for an unstable, 

premixed combustion system. 
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framework should be useful to a designer who are not themselves an acoustics expert. One 

possible framework is a measurement tool that allows the user to obtain high-accuracy high-

resolution experimental acoustic response measurements of the natural acoustics of an engine. 

However, these measurements are difficult to obtain due to the corrosive and high-temperature 

environment of combustors. Sensors, such as dynamic pressure transducers, are not able to 

withstand this environment for extended periods of time, if at all. A work around that effectively 

removes the transducers from this harsh reacting environment is an acoustic sense-line.  

A sense-line is a metal duct of some length and diameter with a transducer remotely mounted at 

one end. By employing the use of sense-lines for pressure measurements, an area-contraction is 

created at the connection point between the sense-line and the combustion chamber. This area-

contraction has an associated impedance to acoustic forcing, which causes a modification of the 

acoustic pressures amplitude and phase that is communicated to the transducer at the other end of 

the sense-line. In fact, the acoustic impedance, which is defined as the ratio of the acoustic 

pressure to the acoustic particle velocity23, behaves nonlinearly with frequency. Additionally, 

purge air flow of an inert gas is often introduced into sense-lines to further protect the sensors 

 

Figure 3: Schematic of an acoustic sense-line configuration branching from an acoustic cavity 

attached to the injection plate of a fictional liquid rocket engine. 
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from elevated temperatures. This introduces further discrepancies between the measured pressure 

and the desired pressure measurement of combustion instabilities in the reaction chamber.  

 A schematic of an example sense-line is shown in Figure 4. Sense-lines comprise an area-

contraction followed by an extension tube. The area-contraction is located between points 1 and 

2 with the extension tube extending to the right of this location with some length L  and area 2S . 

The acoustic cavity, or the combustion chamber, is located to the left of the area-contraction and 

has some larger area 1S . By obtaining the acoustic response of a simulated sense-line and 

extension tube, the acoustic response of the area-contraction may be obtained in the lab. This 

will allow an engineer to correct the time-domain pressure-history measurements, taken using a 

sense-line, yielding an accurate estimate of the pressure history in an unstable combustor. 

Furthermore, models of the acoustic response of sense-lines and area-contractions can be 

developed based upon the measured data to aid in the prediction of combustion instabilities 

during the initial design phase.   

 

Figure 4: Area-contraction and sense-line combination where the area-contraction is located 

at x=0 and the sense-line is of length L with an area of S2. 
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 This work seeks to expand the knowledge base of acoustically compact area-contractions 

and sense-lines by experimentally recording acoustic response measurements to a range of 

frequencies, area-contraction ratios, acoustic velocity amplitudes, and sense-line area-contraction 

ratios via the use of an impedance tube. At present, these data are only sparsely available in the 

literature and often under conditions not appropriate to the combustion systems under 

consideration.24-26  

 The following chapter presents the background and theory pertaining to combustion 

instabilities, definitions of important acoustic parameters, the nonlinear acoustic response of 

area-contractions and the associated dampening mechanism, and previous observations of 

dependence on acoustic velocity amplitude of various geometries. The later chapters present a 

literature review, experimental setup, data reduction process, results and discussion, and final 

conclusions.  
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Chapter 2 

Background and Theory 

 

 This chapter presents some background and theory of combustion instabilities, their 

detection, an acoustic model and parameters used in characterizing sense-line nonlinear acoustic 

response, and the dampening mechanism involved in area-changes. 

 Combustion instabilities are caused by a coupling between the dynamic heat release of 

combustion and the natural acoustic modes of the combustor. In reacting flows, the potential exists 

for a coupling between acoustic, vortical, and/or entropy oscillations and the combustion heat 

release process resulting in large heat release, acoustic pressure, and acoustic velocity oscillations. 

Therefore, acoustic oscillations lead to heat release oscillations, which tend to amplify the acoustic 

oscillations thus completing the cycle.  According to this feedback loop, the amplitude of the 

acoustic oscillations continues to build until losses offset the driving of the system. The degree of 

amplification, if any, depends on the magnitude of the linear and nonlinear acoustic losses in the 

system. Eq. (1), the Rayleigh criterion27, is an expression for the system gain which is the 

difference between the net system driving and damping. 

 
,

term 1:  driving term 2:  damping

( , ) ( , ) ( , )
t V t V S

p x t q x t dVdt x t G          (1) 

The gain G is negative or zero for a stable system and positive for an unstable system.  Term 1 

represents the heat release coupled driving oscillations and the acoustic pressure integrated over 

the combustion zone. Term 1 indicates that the driving is positive when the phase between the 

,G
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acoustic pressure and heat release oscillations is around  . This means that energy is added to 

the acoustic-field when this intermittent energy addition through heat release oscillations is within 

the phase limit of the acoustic pressure oscillations.27 The damping term or term 2, is integrated 

over either the volume and/or surface of the net system depending on if the losses are assumed to 

occur within the fluid volume or at the boundaries of the system . When damping and driving are 

equivalent, the system is considered to be at its limit cycle. Detection of combustion instabilities 

has been shown to be possible since combustion instabilities in and of themselves are a coupling 

of the heat release and natural acoustics of the combustor. This coupling allows for measurements 

of combustion instabilities via the use of acoustic pressure sensors. As previously mentioned, 

sense-lines can be an effective method for removing sensors from the harsh reacting environment 

of a combustor allowing for the safe detection of combustion instabilities. However, sense-lines 

have a natural nonlinear acoustic response that skews acoustic pressure measurements. The 

nonlinear acoustic response of area-changes has been previously demonstrated by several authors. 

It was Sivian28 who was the first to identify the nonlinear acoustic response of a circular 

orifice. Specifically, the resistance of the orifice scaled nonlinearly with the acoustic velocity 

amplitude. Sivian28 also reported that the resistance becomes important at acoustic velocities 

around 0.5 m/s. Shortly thereafter, Ingard29, reported observations similar to Sivian’s, and Ingard 

and Labate30 stating that the nonlinear acoustic effects in orifices were closely tied to the flow 

patterns around the orifice. In 1967, Ingard and Ising31 demonstrated that the impedance of 

orifices were constant at low pressure amplitudes. However, the impedance has a relationship, 

similar to a square law, for higher driving pressures. Zinn32 in 1970 presented a theoretical model 

for the nonlinear real part of the impedance, or the resistance, of an orifice that also incorporated 

a discharge coefficient that includes the acoustic effects of the vena contracta and various flow 

2



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coefficients. Johnston and Schmidt33 in 1967 reported substantial discrepancies between results 

of experiments and linear acoustic model predictions in which they attempted to measure the 

reflection coefficient of an obstruction in a pipeline. This discrepancy was attributed to wall 

radiation losses in the pipe. Cummings34 presented an expression for the impedance of tube 

terminations similar to the one used in this study. The impedance expression developed included 

the nonlinear effects of the acoustic velocity and steady mean flow effects. Both depend on the 

area ratio between the cross-sectional area of the main duct and the effective area of the orifice 

connected to that main duct. Cummings34 also found that the total losses in the system are 

different when the flow was forced out of and into the orifice.  

Observations25, 28, 34 have shown that both orifices and sense-lines have a nonlinear 

acoustic response and form an area-contraction at the interface of an acoustic cavity or 

combustor. This loss mechanism in the outflow from an orifice or area-contraction can be 

explained by a viscous dampening or jetting effect.  

Figure 5 shows incompressible flow streamlines for conditions of outflow and inflow 

through an abrupt area-contraction. Figure 5(a) suggests that the flow loses very little total 

energy as it flows through the nearly isentropic area-contraction from 1 to 2. However, this 

geometry causes an increase in velocity of the flow resulting in a transition from laminar to 

turbulent flow. The flow turbulence dissipates vastly more energy due to high velocity at the tube 

wall. Therefore, some energy loss may be associated with the flow into the area-contraction.  
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Figure 5 (b) shows the flow path from regions 2 to 1 forms a turbulent jetting effect upon 

exiting the smaller tube. This jetting effect becomes turbulent at Reynolds numbers approaching 

100 and higher35. This turbulent jetting flow from region 2, separates from the mouth of the area-

contraction causing complex vortical structures to form, more commonly known as vortex 

shedding. Vortex shedding from the detached flow at the area-contraction leads to substantial 

energy loss and is the main culprit for the nonlinear acoustic response of orifices and area-

contractions. In the case of steady mean flow from regions 2 to 1, the energy that was dissipated 

by the separated flow is proportional to .36   

Figure 6 illustrates the effects of low frequency acoustic velocity oscillations subjected to 

steady mean flow. For illustration purposes, the steady flow velocity is in the “forward” 

direction, i.e., flowing from the larger to the smaller area. In this case, isentropic flow conditions 

persist for the time marked  and separated conditions exist for the time marked . 

 2 2

2 1 / 2V V

,forwardt
reverset

 

Figure 5: (a) Incompressible flow streamlines for an abrupt area-contraction with the flow 

direction going from region 1 to region 2. (b) Incompressible flow streamlines for an abrupt 

area-expansion with the flow direction from region 2 to region 1.25 
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Because damping is associated with the 

separated flow, the amount of damping depends 

on the direction and the magnitude of the 

steady velocity relative to the acoustic velocity. 

However, when the flow direction is reversed, 

i.e., flow from smaller to larger area, jetting 

flow occurs over the entire cycle, and the 

damping is due only to the steady mean flow. 

This energy loss due to damping and net 

system resistance discussed above, can be obtained and represented mathematically by the 

complex reflection coefficient R̂  and the complex acoustic impedance Ẑ .  

The complex reflection coefficient is an indication of the amount of damping present at a 

specific frequency and is the ratio of the reflected and incident energies of the acoustic wave, 

assuming no energy is transmitted through radiation losses. Linear acoustic theory says that in 

the absence of damping, the system impedance will be purely imaginary and the magnitude of 

the complex reflection coefficient, measured at any location in the system, will be one because 

all the incident acoustic energy is perfectly reflected causing no energy loss. If any type of 

acoustic loss mechanism is present within the system, the acoustic impedance will have a real 

and imaginary component and the magnitude of the complex reflection coefficient will be less 

than one. In the situation where the reflection coefficient is zero, all the energy entering the 

measurement field is transferred out of the system completely or is perfectly absorbed.  

The acoustic impedance has a real and imaginary part which is described by a resistance 

and reactance. The real part of the acoustic impedance acts as a resistive term, which is a 

 

Figure 6. Steady flow imposed on an 

acoustic velocity oscillation vs. time. 

u0

u0+u’

time

velocity

tforward treverse



 11 

measure of the system’s ability to dissipate or drive energy and is related to the damping present 

in a system, however, is not a measure of the damping. A positive real part of the impedance 

corresponds to the system’s ability to dissipate energy while a negative real part of the 

impedance is the system’s ability to drive energy. The resistance of a system can be increased by 

simply adding damping elements such as an area-contraction, valve, or internal geometry 

change. Conversely, a negative real part of the impedance is an indication of driving internal to 

the system and can only be achieved by adding driving elements such as purge air flow in the 

direction of the reflected wave or by adding acoustic speakers. The imaginary part of the 

impedance acts as the reactive term, or a measure of the systems potential to store energy and 

can be thought of as a mass-like inductance and spring-like capacitance. The inductance of the 

system can be increased by adding extensions of tubing or large element volumes such as an 

acoustic cavity, which adds mass to the system.  

In acoustic response models, it is common to neglect nonlinear acoustic effects at low 

acoustic pressure amplitudes. For most applications, this assumption does not produce large 

errors and has the benefit of significantly simplifying calculations of the frequency response 

function of the system. However, it has been shown that certain geometries such as sudden area-

changes, valves, and orifices, behave nonlinearly. These nonlinearities can only be neglected 

when the acoustic velocity amplitude is extremely small relative to the steady flow velocity, or in 

other words, never for systems without steady mean flow. In other words, the impedance of these 

geometries is dependent upon the acoustic velocity amplitude. Since purge air flow through 

sense-lines has been shown to alter the nonlinear acoustic response of area-contractions and 

orifices, flow terms must be accounted in the calculation of the acoustic impedance. This model 

needs to also account for the fact that over a small fraction of the oscillation period, the flow is 
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aligned with the same direction of the steady mean flow, and in the opposite direction for the 

other part of the cycle. The phase of the flow usually depends on the ratio of the acoustic 

velocity to the magnitude of the steady mean flow velocity. Thus, the order of dissipation will 

depend on the oscillation amplitude and the steady flow velocity component. For adequately high 

steady mean flow velocities, no flow reversal will occur. However, nonlinear acoustic effects 

will be dampened out well before this happens. Scarborough et. al.37, 38 previously derived a 

model of the complex acoustic impedance describing a compact area-contraction including 

steady flow terms  

  

2

1

2
101 2

1 1 1 1

1

,
2

L
e

S
K

i L Suup pZ c

c c S u S c c S



 

  
   

           
  

 (2) 

which indicates that the real part of the acoustic impedance depends on both the acoustic velocity 

amplitude and the steady flow velocity, as well as the squared area ratio.  

Linear acoustic theory says that in the absence of damping the phase of the acoustic 

impedance measured just upstream of the area-contraction must be . This is because the 

acoustic velocity and pressure are always 90 degrees out of phase with each other resulting in no 

dissipation of acoustic intensity. When a damping element is present in a system, the phase 

between the acoustic pressure and velocity will shift towards zero degrees depending on the 

amount of damping present in the system.  

Based upon the theory above, high acoustic velocity amplitude at the area-contraction 

leads to large nonlinear acoustic damping. Therefore, driving frequencies leading to high 

2



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acoustic velocity amplitudes at the area-contraction are of interest. Assuming the sense-line 

closely approximates an open-closed tube, the anti-resonances and resonances are given by  
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where 1,2,3,...n    and  
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where 1,2,3,...n  , respectively.  

 High acoustic velocity amplitudes and acoustic damping is expected at the area-

contraction for driving frequencies calculated using Eq. (4). Conversely, damping is expected to 

be low for frequencies calculated outside the resonant frequencies of the sense-line.  

 The flow behavior of an area-change is complex and depends on the acoustic and steady 

flow velocity through the area-change. Figure 5, a schematic representation of the flow through 

an area-change, demonstrates that the losses for case (b) are much greater than those in case (a) 

with the same flow velocity due to the presence of the recirculation zones. Since the pressure on 

either side of the area contraction are nearly equal during the jetting outflow process, flow 

kinetic energy and acoustic energy is dissipated. To characterize the nonlinear acoustic response 

of area-changes outside of a combusting environment, the area-change must be subjected to a 

driving element such as acoustic forcing by an electronic speaker. In this investigation, a 

multiple-microphone impedance tube, complete with electronic acoustic speakers as the driving 

element, was used to measure the acoustic response of sense lines, extension tubes, and area-

changes.  
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 An effective tool for characterizing the acoustic response of various geometries, 

materials, and components is the impedance tube. An impedance tube is comprised of a main 

duct with some inner diameter and length, an acoustic driving source usually placed at one end 

of the main duct, a location to install any sample of interest usually on the opposing end of the 

driving source, and two or more sensors arranged along the sidewall of the main duct. The 

acoustic drivers generate a standing sinusoidal pressure wave of some known frequency and 

amplitude that propagates down the main duct, interacts with the sample of interest, and returns 

with a modified amplitude and phase. Some impedance tube measurement techniques include; 

the multiple-microphone method, single microphone method, and the standing wave ratio 

method. Some sensor types include; piezoelectric pressure transducers, microphones, and 

microflowns. Some driving methods include; pure tone excitation, pseudo-random noise 

excitation, and random noise excitation. In post processing, the measurements obtained in an 

impedance tube can be converted from the time-domain to the frequency domain allowing the 

user to identify natural acoustic features of the impedance tube or of the sample of interest with 

high-accuracy.  

The next chapter describes impedance tube best practices and measurement techniques 

available in the literature. This survey is followed by a review of the available literature to 

identify works that have characterized the acoustic response of various geometries known to 

exhibit acoustic nonlinearities. This is done to identify significant gaps in the work that has been 

done on acoustically compact geometries such as area-changes.  

  



 15 

Chapter 3 

Impedance Tube Best Practices and Literature Review 

 

Several impedance tube measurement methods and driving techniques have been used 

over the last century to characterize the linear and nonlinear acoustic response of materials and 

geometries. Each of these methods are specifically designed to obtain the highest accuracy data 

possible based upon imposed experimental restrictions, such as geometric confinement and time 

considerations. The literature has been reviewed in depth below for various measurement 

methods used in conjunction with an impedance tube. The reason for this separate and more in-

depth literature review, is for taking into consideration past lessons learned and best practices in 

the design of an impedance tube since one goal of this study is to obtain high-accuracy and high-

resolution acoustic response data. It is also to identify the most accurate method for obtaining 

acoustic pressure measurements using an impedance tube with the most accurate driving method 

possible. This chapter includes a comprehensive review of the available literature to (1) obtain 

impedance tube best practices and to compare measurement method accuracy, and (2) to identify 

significant gaps in the literature. 

 

3.1 A Comparison of Impedance Tube Measurement and Driving Methods 

 

Several authors reviewed below, have focused on implementing potential improvements 

to the single microphone, two-microphone, and the multipoint methods, or more widely known 

as the multiple-microphone method. Another purpose of these articles was to identify 
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measurement method accuracy and compare their data acquisition time with various methods of 

acoustic driving.  

Most recently, De Bree39-41, has employed the use of a new method for measuring the 

acoustic behavior of sound absorbing materials in an impedance tube. This method makes use of 

a novel particle velocity sensor called a Microflown, which has been used in other works41, 42. 

This method has also been compared to other, more well-established impedance tube 

measurement methods such as the standing wave ratio method invented by Fahy43, and the 

transfer function method designed by Chung and Blazer44. The standing wave ratio method 

utilizes the ratio between the maximum and minimum pressure in an impedance tube, removing 

the need for calibration of the microphones. However, this method is prone to errors in 

measuring the standing wave minima and maxima. It was found that a combination of 

microphones and Microflown’s can provide direct information about the acoustical properties of 

materials or geometries, however is prone to bias errors. It was also found that for narrow tubes, 

the visco-thermal effects on the wave propagation are important.  

Likewise, the single microphone method used by Fahy43 and Chu45, 46 were used in an 

attempt to determine measurement capabilities in a restrictive environment. The multiple 

frequency driving version of the multiple-microphone method, or pure tone excitation method 

utilized by Chu47, was included in this investigation as an extension of the multiple-microphone 

method. Chu46 also utilized a pseudo-random noise driving method, which generates a 

combination of discrete frequencies, each at a selected phase and amplitude. Out of each of these 

driving methods, it was found that the pure tone excitation driving method yielded the highest 

accuracy data with the least measurement error. 
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Schurer42 compared the single microphone method with the standing wave ratio method 

by measuring horn input impedance. It was found that Microflowns allow for faster and easier 

measurements of acoustic properties, however with less accuracy. 

Jones48 article was to compare each of the normal incidence acoustic impedance 

measurement methods in use at the NASA Langley Research Center for accuracy, consistency, 

and efficiency. Specifically, three impedance tube measurement methods were explored with 

three varying driving conditions. The measurement methods were the multiple-microphone, the 

two-microphone, and the single microphone methods. The driving conditions were random 

noise, pseudo-random noise, and pure tone excitation. Based upon method accuracy and amount 

of time needed to conduct the experiment, it was found that the single microphone method was 

accurate with a single discrete frequency source, but was still found to be less accurate compared 

to the multiple-microphone method with the same driving method. Whereas the single 

microphone method lacks in accuracy in a broad frequency range, the multiple-microphone 

method minimizes the degradation in signal to noise ratio in order to measure a potentially 

infinite frequency range. Overall, it was found that the multiple-microphone method yields the 

highest accuracy however, it is the most time-consuming method. 

Seybert49 used the two-microphone method in conjunction with random frequency 

excitation to characterize normal acoustic properties in a tube, without steady mean flow. Three 

test cases were looked at; one with a randomly excited open-ended tube, a rigidly terminated 

tube, and a prototype muffler to compare experimental results with the standing wave ratio 

method. It was found that the two-microphone random-excitation method was less time 

consuming and thus less labor intensive as compared with the standing wave ratio method. The 

data collection process took only seven seconds of continuous data to reproduce the desired 
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frequency spectrum of 0 to 3500 Hz, whereas the pure tone excitation method would have taken 

several minutes. However, it was found that the two-microphone random-excitation method can 

cause an increase in random and bias errors in the data and thus would not be an appropriate 

choice for high-accuracy data acquisition. Seybert did show potential in the two-microphone 

method for obtaining high-accuracy low frequency data.  

Chu47 also improved and compared three existing methods for measuring the acoustical 

properties of materials using an impedance tube. Three test materials were used; carpet, foam, 

and resonant absorber, in conjunction with an improved version of the standing wave ratio 

method with pure-tone excitation, an improved version of the transfer-function method with 

pure-tone excitation, and the least-squares method with broad-band excitation. It was found that 

the improved version of the transfer-function method with pure-tone excitation is simple and 

very accurate, but requires the correct sensor spacing for each individual frequency. This method 

is better than the standing wave ratio method mainly due to the freedom of having less accurate 

sensor placement. The least-squares method with broad-band excitation is much faster than the 

other two methods, but yields less accuracy.  

 Jang50 compared several methods for measuring acoustic properties in the presence of 

steady mean flow. The author described how the standing wave ratio method can be, in some 

cases, more accurate than the two-microphone method, but with a drawback. It can be very time 

consuming especially across a wide range of frequencies. The two-microphone method, on the 

other hand, can be just as accurate, but conducted in a fraction of the time that the standing wave 

ratio method would require.  
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3.2 Sensitivity Analyses and Error in Impedance Tube Measurement Methods 

 

Several articles in the literature considered the error associated with measuring acoustic 

parameters and identified best practices used in various measurement techniques, such as proper 

sensor spacing, proper impedance tube length/diameter considerations, and the avoidance of 

acoustic noise.  

Katz51, looked at errors relevant to microphone and sample locations using the two-

microphone method, specifically using the measured transfer function between two microphones. 

The author investigates and incorporates previously known “best practices” for measuring 

acoustic properties within a duct as noted by the ASTM52 standard. According to these standards, 

the diameter of a working Impedance tube should be less than  where  is the 

maximum frequency desired by the investigator. Another method of best practices that the author 

incorporates into their work, suggested by the ASTM standard, is to not place the reference 

transducer closer than one duct diameter from the sample location. This is to avoid the effects of 

exponentially decaying evanescent wave forms reflecting from the sample. Otherwise, the 

pressure measurements obtained would be less accurate due to increased noise. It is stated that 

the optimal sensor spacing for minimal amount of error is defined by  , or is less than 

the resonant frequency of the closed-closed duct. It was also found that by varying sensor 

location from the nominal sensor position, the induced error on the reflection and absorption 

coefficients of a sample of typical acoustically dense foam, changed on the order of the location 
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mismatch error. The author did not provide experimental data that reproduced the accuracy of 

their method.  

Chu45, also used the single microphone method with a periodic pseudorandom noise 

driving source. One advantage to the use of the single microphone method is elimination of a 

calibration step. The elimination of the calibration step negates any error associated with phase-

mismatching. However, the accuracy gained by eliminating the calibration step is heavily 

outweighed by measurement error in the method itself. On the other hand, Chu45 was able to 

obtain a simple equation that calculates nominal sensor spacing, by using data acquired from 

various sensor locations, based upon the maximum desired test frequency, . This 

equation is consistent with the one found by Katz51. It was also suggested by this author that a 

longer spacing from the reference transducer in the two-microphone method, yields higher 

accuracy data at low frequencies, which is consistent with theory behind the multiple-

microphone method. Though the single microphone method can drastically improve testing time, 

it lacks the accuracy needed to take high-quality low-error acoustic response data.  

Boden and Abom53 studied the error associated with the two-microphone method for 

measuring acoustic properties within ducts. Their goal was to discuss and analyze the influence 

of all types of error associated with the two-microphone method developed by Chung and 

Blaser44. One source of error was the error due to microphone spacing. Another was the 

measurement error below 400 Hz, which was found to be due to low signal to noise ratios. The 

final source of error was induced error found in calculated quantities. The authors introduced a 

slight phase and amplitude error in the measured quantities and then proceeded to calculate the 

reflection coefficient and acoustic impedance via the transfer function method. Random errors 

max

0.7
2

c
s

f




 21 

induced in the calculated quantities were chosen to be 1% in the magnitude and phase which is 

the error magnitude expected in testing. Errors in the sensor spacing’s were also chosen to be of 

1%. This was done to analyze the sensitivity of the calculations to errors in the input data. In 

conclusion, to minimize bias errors, the maximum duct length that should be used is between 

five and ten duct diameters long, the source end of the duct should be as non-reflective as 

possible, and the reference transducer should be placed as close to, but a minimum of one duct 

diameter away from the sample location to avoid the influence of near field effects. To obtain 

relative error of less than 1% of transducer spacing, a spacing of greater than 50 mm or 1.97 

inches is required otherwise length errors might dominate. Finally, it was found that to avoid 

large errors in sensitivity of input data, the two-microphone method should only be used in the 

range of  for two microphones with optimal spacing s .  

Boden and Abom54, again looked at the error associated with the two-microphone method 

for measuring acoustic properties within ducts subjected to steady mean flow. Error related to 

neglected attenuation, non-ideal microphones, and flow noise were considered in this 

investigation. It was found that neglecting acoustic attenuation between transducers, or the 

energy lost by sound propagation in a medium, leads to a low frequency limit. At low 

frequencies, there is an increase in acoustic energy loss when subjected to steady mean flow. 

This effectively causes large bias error due to low signal to noise ratio at low frequencies with 

high flow rates. If a sufficiently high sound pressure level is not produced compared to the flow 

noise level in the duct, a large bias error will dominate.  

Scarborough25 analyzed measurement error in the complex reflection coefficient by 

taking the total derivative of the complex reflection coefficient with respect to the complex 

pressure ratio as measured using the multiple-microphone method. An initial measurement error 

0.1 0.8ks  
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could be assumed and applied to this total differential to obtain the total error in the measurement 

of the pressure ratio. This allows the author to identify practical sensor spacings for frequency 

ranges with minimal measurement error using the multiple-microphone methods.   

The authors above have explored the use of the single microphone method, the transfer 

function method, the standing wave ratio method, the multiple-microphone method, and the two-

microphone method. Each measurement method can then be conducted using varying methods 

for driving including pure tone excitation, pseudo-random noise excitation, and broad-band 

excitation. It has been shown that by far the most accurate measurement technique in 

combination with driving method is the multiple-microphone method in conjunction with pure 

tone excitation, which are the measurement and driving techniques chosen for this current study. 

The benefits of this method are carefully laid out in.41, 48 It has also been shown that certain 

standards, lessons learned, and deficiencies in the data should be employed in the data collection 

process. Several other design parameters that are outline above are discussed and used in the 

experimental setup of this investigation.  

 

3.3 Significant Gaps in the Acoustic Response Data of Area-Contractions 

 Several significant gaps exist in the available acoustic response data for abrupt area-

contractions and sense-lines. While several papers have been published on the effects of steady 

mean flow on the acoustic response of orifices, perforated plates, and sound absorbing materials, 

the data on area-contractions and sense-lines is almost nonexistent. Not a single study was found 

in the available literature on the specific acoustic response of area-contractions with high-

resolution data acquisition in the frequency range of interest other than previous works conducted 
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by Scarborough25. This section surveys the literature for works that have looked at the acoustic 

response of various geometries with and without steady mean flow.  

 The acoustic response of orifices was one of the most widely studied geometries in the 

literature. Of the 16 journal articles considered 28, 34, 55-65, two studies 57, 60, focused solely on the 

linear behavior of orifices in the presence of an acoustic field. The remaining articles 

concentrated on the nonlinear acoustic response of orifices, with some discussion of linear 

behavior in the presence of steady mean flow. In almost all the studies, measurements were made 

for isolated frequencies or over sparsely populated frequency ranges, sometimes with a 

frequency step of 100 Hz to over 1 kHz.  

 Several articles 55, 57-62, included the effects of steady mean flow and concluded that 

without steady mean flow the acoustic impedance of an orifice is inherently nonlinear and 

therefore, cannot be modeled by linear acoustic theory. However, as references 55, 57 show, 

orifice resistance is directly proportional to the grazing flow velocity at sufficiently high, steady 

flow velocities. Several studies present models for orifices in grazing flow, but do not provide 

experimental data to confirm their assertions.  

 The literature indicates that data and models are needed for the following conditions to 

fill some of the gaps in the knowledge base on the acoustic response of orifices; (1) high sound 

pressure levels greater than 150 dB to provide data for the rocket community, (2) high frequency 

resolution at or less than frequency spacing’s of 10 Hz for acoustic response data, and (3) 

complete acoustic impedance data as a function of acoustic velocity amplitude describing the 

systems nonlinearities. 

 Perforated plate acoustic response was the second most extensively studied acoustic 

element 41, 66-74. Of the 11 journal articles considered, four 66, 70, 73, 75 studied the effects of bias 
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flow, five  68-71, 73studied the effects of grazing flow, and one 73 studied the effects of grazing and 

bias flow together. None characterized the nonlinear acoustic response of perforated plates 

without steady mean flow. Perforated plate acoustic response was also studied for frequencies as 

high as 10 kHz, but lacked the relevant data at frequencies where plane waves form below 1500 

Hz. However, many studies 41, 66, 68, 70 focused on the frequency range of 0 to 1000 Hz with broad 

frequency spacing between tests. Five studies 41, 66, 68, 70, 71 omit low frequency data from 0 to 300 

Hz completely. 

 Perforated plate acoustic response experimental data and models are needed for the 

following conditions: (1) high-resolution high-accuracy frequency response data for frequencies 

under 300 Hz, (2) grazing and bias flow studies from Mach 0 to 0.3, (3) and a high-resolution 

overall frequency range of 0 to 1500 Hz with step sizes at or less that 10Hz. 

 Area-contraction studies25, 44, 76-78 are not nearly as pervasive in the literature as orifices 

and perforated plates. Only a single study, conducted by Lambert and Steinbrueck78, looked at 

the effects of bias flow in area-contractions. While Simonich76, looked at the effects of grazing 

flow. The only work found, in the available literature, on area-contractions without steady mean 

flow was that of the dissertation work conducted by Scarborough 2010 25, who looked at various 

area-contraction lengths and diameters to characterize their nonlinear acoustic response.  

 Two journal articles were found on area-expansions 79, 80. Dupere and Dowling79 

conducted bias flow studies for Mach numbers between 0.015 and 0.1. Similarly, Gikadi80 

conducted studies at Mach 0.2. 

 Several significant gaps exist in the available acoustic response data for area-contractions 

with and without steady mean flow. While numerous papers have been published on the effects 
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of the nonlinear acoustic response of orifices, perforated plates, and sound absorbing materials, 

the data on area-contractions is almost nonexistent. Based upon the described deficiencies in the 

available literature, it is the goal of this article to create a comprehensive log of area-contraction 

acoustic response data over a wide range of (1) driving frequencies with a frequency resolution 

of less than 10Hz, (2) driving acoustic pressure and velocity amplitudes at the area-contraction 

with and without steady mean flow, and (3) to compile a complete collection of acoustic 

impedance data as a function of acoustic velocity amplitudes. Since longitudinal combustion 

instabilities in modern combustors such as gas turbine engines or liquid rocket engines present 

themselves as plane waves in the range of 100 Hz to 1000 Hz25 and the broad literature review 

given above is consistently missing data at low frequencies up to 1500 Hz, the frequency range 

of interest for this work was chosen to be 100 Hz to 1500 Hz. This frequency range allowed for 

the initial design and optimization of the impedance tube used in this study.  
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Chapter 4 

Experimental Facility 

 

 This chapter makes use of the best practices and design criteria, found in the available 

literature, for constructing a multiple-microphone method impedance tube. The data acquisition 

and control of the impedance tube is also discussed.  

 The objective of this study was to measure the nonlinear acoustic response of simulated 

sense-lines with four area-contraction ratios and a single sense-line length over a wide range of 

acoustic velocity amplitudes and frequencies. A multiple-microphone impedance tube was 

constructed for this investigation. The multiple-microphone method is based on the two-

microphone method developed by Munjal, Chung and Blaser44, 81. In the two-microphone 

method, the complex reflection coefficient , neglecting steady mean flow, is calculated from 

the Fourier transformed acoustic pressure-history measurements as follows 
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The complex reflection coefficient is used in this study to identify frequency regions with 

significant damping due to the acoustic sense-line. The dimensionless form  of the acoustic 

impedance , as defined by Blackstock23, is obtained from measurements of the reflection 

coefficient using 
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 The multiple-microphone method assumes that longitudinal, plane acoustic waves 

propagate in the duct without higher order modes. Therefore, the maximum duct diameter is 

limited by the cutoff frequency of the first higher order mode, which according to Blackstock23 is 

given by . This study found that unacceptable damping was present for duct diameters 

less than 50.8 mm. Therefore, using this duct diameter the first cutoff frequency was found to be 

3376 Hz, which was more than twice the maximum frequency of interest, 1500 Hz. In order to 

minimize wall radiation losses, the pipe walls were chosen to be 25.4 mm thick.  

The length of the impedance tube was minimized to limit the number of resonances and anti-

resonances within the frequency range of interest. Approximating the impedance tube as a rigid, 

closed-closed pipe, the anti-resonances and resonances are given by equations Eqs. (7) and (8) 
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respectively, where . These equations indicate the shorter the pipe length, the fewer 

resonances and anti-resonance will occur in the frequency range of interest. Given the lowest 

frequency of interest and the allowable measurement error, a sensitivity analysis was used as a 

verification tool in determining the minimum spacing between the two measurement sensors. 
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Results for this sensitivity analysis are presented and discussed near the end of this chapter. 

Increasing the sensor spacing would theoretically decrease the measurement error, but 

simultaneously require the length of the impedance tube to increase, which as discussed above 

has the undesirable effect of increasing the number of resonances and anti-resonances within the 

frequency range of interest. For a minimum frequency of 100 Hz and an allowable error of 2%, 

the sensor spacing was found to be 203.2 mm. In addition, Boden and Abom53 suggest the 

pressure sensors be no closer than one duct diameter from the sample location or the driving 

speakers. Therefore, the minimum impedance tube length is two duct diameters plus the 

maximum microphone spacing, which for the 50.8 mm diameter impedance tube used in this 

study gives a length of 304.8 mm. As a rule of thumb, several authors recommend the overall 

impedance tube length be between five and ten duct diameters.52, 53 The length of the impedance 

tube used in this study was 355.6 mm, which is seven duct diameters.  

While long sensor spacing yields more accurate results at low frequencies, the reflection 

coefficient is indeterminate for 
 12 i

nc
f

L L
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
 neglecting steady flow terms. For a sensor 

spacing of 203.2 mm, the indeterminate frequency is 844 Hz. Therefore, a second pair of sensors 

was required for measurements ranging from 450 Hz to 1500 Hz. It is suggested by Boden and 

Abom53 that the minimum sensor spacing be no less than 50 mm to maintain a relative error 

between sensors of less than 1% or the influence of length errors may begin to dominate. The 

data from these two sensor spacings was then “stitched” together in post-processing. A 

sensitivity analysis in conjunction with experimental measurements was conducted to determine 

the optimal sensor spacing, optimal distances from the sample location, and optimal distances 
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from the driving location based on the 

minimum and maximum spacings discussed 

above. This analysis and these data are 

discussed after the data reduction process in 

Chapter 5.  

Figure 7 and Figure 8 show a 

photograph and schematic, respectively, of the 

developed impedance tube. A speaker 

mounting block (SMB) is shown attached to 

the aft end of the standing wave tube (SWT). 

The SMB is sealed to the SWT with an O-ring 

and bolted in place. As shown, three speakers 

were installed in the SMB. Also shown in the 

SMB are two venting ports, one on back and 

one on top, for use during flow testing. For 

this study, solid aluminum plugs were installed 

in these ports to provide a rigid termination. The inner diameter of the SMB matched the inner 

diameter of the SWT to eliminate internal area-changes and discontinuities. Also shown in 

Figure 7, are three dynamic pressure transducers (DPTs) mounted in the sensor ports. Solid 

sensor plugs were installed in the other ports flush with the inner SWT surface. The SWT is a 

smooth continuous tube 304.8 mm long, by a 50.8 mm inner diameter and a 95.25 mm outer 

diameter. The wall thickness was milled down to 20.828 mm to create a flat surface on all four 

sides of the SWT. This flat outer surface allows the DPTs to seal flush with the outer surface as 

 

Figure 7: Sense-line attached to the fully 

functional impedance tube. 
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well as the inner surface of the SWT. Six DPT ports were machined into the wall of the SWT 

with known distances from the sample location. This was done to experimentally determine the 

effects of sensor spacing and distance from the sample location.  

As shown, one of the tested sense-lines was installed at the sample location, which was 

O-ring sealed and bolted to the SWT at the location indicated. For these experiments, the sense-

line was rigidly terminated with a tube cap. Also shown attached to the sense-line are two 

transducer mounting blocks (TMB). For some experiments, DPTs were installed in these blocks 

to obtain dynamic pressure histories in the sense-line.  

The following section describes the data acquisition and control process for the 

impedance tube described above. 

 

Figure 8. Schematic of the measurement head, simulated sense-line, acoustic sensors 

and hypothetical incident, reflected and transmitted acoustic waves. 
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4.1 Data Acquisition and Control 

 This section describes the data acquisition and control system used in the described 

experiments. The LabView graphical user control interface, shown in Figure 9, allows the user to 

control the start, stop, and resolution of the driving amplitude and frequency, and data file name.  

 A control diagram describing the data acquisition process in detail is shown in Figure 9. 

From the moment the user runs the LabView program, a National Instruments Compact-DAQ 

relays the beginning mono-frequency driving signal to two Pyle PTA 1000 two-channel power 

amplifiers. The c-DAQ generates a voltage signal, which the power amplifier outputs as a 

constant RMS power signal. The amplifiers then relay an amplified driving wattage signal to the 

three 100-Watt speakers, which generates a high-amplitude standing wave inside of the SWT. 

The LabView data acquisition program allows a time delay of 250 milliseconds to allow the 

pressure field to reach steady state. At the end of the time delay, the c-DAQ begins to record 

voltage history measurements from three Kistler 211B6 DPTs. The signal from the sensors is 

amplified using a Kistler 5134B four-channel power amplifier with low-pass filtering below 10 

kHz and high-pass filtering above 5 Hz using a built-in anti-aliasing band-pass filter. The 

 

Figure 9. LabView control interface for National Instruments c-DAQ. 
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amplified and filtered signal is then relayed to an NI9234 voltage input module, passed through 

the c-DAQ card, and saved by the computer to a multi-array global variable input excel 

spreadsheet. The voltage history signal is sampled at the maximum sampling rate of the NI9234 

voltage input module of 51,200 Hz for one second recording 25,600 samples. Once sampling is 

complete, driving continues for an additional 100 milliseconds. After driving stops, there is 

another 100-millisecond gap before proceeding to the next frequency.  

Two different tests were conducted during this study. In one, the amplitude of the driving 

signal voltage was set through the LabView interface and the frequency of the driving signal was 

varied. For each frequency-varying test, the DSW amplitude was set and the speakers were 

driven at discrete frequencies every 5 Hz from 100 Hz up to 1500 Hz. For each DSW varying 

test, the DSW was varied from the highest possible mechanical output of the speakers, limited 

only by mechanical screeching of the speaker diaphragm, down to an output of zero. A sufficient 

number of samples in between the maximum driving output and no output were chosen to 

produce enough data points to be considered “high-resolution”. 

 The following section discusses how steady mean flow is introduced into the impedance 

tube for flow experiments.  

 

Figure 10. Control diagram of the impedance tube data acquisition process. 
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4.2 Introducing of Steady Mean Flow into the Impedance Tube 

 

This section discusses how steady mean flow is applied in the forward and reverse direction 

of the impedance tube. Also discussed is the equipment used and measurement methods of the 

volumetric flow rate.  

 Compressed air is supplied to steady mean flow tests in the laboratory from a 1034 kPa 

shop air compressor and storage tank. The flow system shown in Figure 11 was used to provide a 

regulated, metered steady flow of air to the area-contraction. As shown, the air pressure was 

reduced to 420.58 kPa gauge using a pressure regulator positioned just downstream of a shut-off 

ball valve. The air flow rate and pressure drop were measured just upstream of a calibrated, choked, 

flow regulating orifice, which was attached directly to the “closed” end of the sense-line. Since the 

flow is choked at the orifice, this boundary is considered to be a rigid termination, or closed end, 

as far as the acoustics of the system are concerned. The air flow rate was measured using a 

rotameter with a 5% turndown accuracy capable of measurements as low as 0.283 m3/hour in 

 

Figure 11. P&ID flow schematic for introduction of steady mean flow through orifice plate 

and sense-line/ impedance tube combination.  
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accuracy and as high as 0.849 m3/minute. 

Several orifices were made for flow testing by 

drilling varying hole sizes into several pieces of 

12.7 mm diameter circular pieces of shim stock. 

Air from the orifice flows down the length of 

the extension-tube, through the area-

contraction, into the impedance tube, and 

finally, exits the impedance tube through 

specialized speaker plugs as shown in Figure 

12. The flow can also be reversed to travel 

through the impedance tube, across the area-contraction, and exhaust through the extension-tube 

to atmosphere.  

 The specialized speaker plugs were constructed to allow airflow to pass out of the impedance 

tube but also to appear as a mostly rigid end-condition. To determine if the perforated plugs had 

any effect on the frequency range of interest for frequency sweep tests, several tests were 

conducted with the perforated plugs and solid-walled plugs to identify any differences in the data. 

It was found that the perforated plugs caused no discernable difference in the frequency range of 

interest. These tests proved to be within repeatability error, which is discussed in a later section. 

A photograph of the orifice housing, an orifice, and a perforated plug are shown in Figure 12.  

 

  

 

Figure 12. From left to right: orifice 

housing with internal step change, shim-stock 

laser-cut orifice, and speaker plug with 

perforated disc for free air flow. 
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Chapter 5 

Data Reduction Procedures  

 

This section describes the data reduction process used in this study. A Brüel and Kjær 

(B&K) piston-phone type 4228, was used to verify DPT output. The piston-phone was factory 

calibrated to output a 250 Hz nominal sinusoidal waveform with a factory-calibrated SPL of 

124.04 dB. Each sensor was placed in the adaptor port and inserted into the head of the piston-

phone. The measured SPL of each sensor was then corrected for barometric pressure. The DPT 

output voltage amplitude was converted to a pressure history signal using 
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The measured sound pressure level (SPL) was computed using
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measured SPL was within  of calibrated piston-phone SPL. The measured frequency of 

each DPT was within  of the calibrated piston-phone frequency.  

 The Fourier transform of each DPT’s pressure history, using MATLAB’s built-in Fast 

Fourier Transform (FFT). The scaled complex pressure amplitude was obtained from the Fourier 

transformed data using  
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The complex conjugate of the FFT appearing in Eq. (7) was taken because MATLAB’s 

implementation of the FFT assumes the 
iwte  time convention. However, in this study the 

iwte

 

time convention was used.  

 The RMS amplitude was obtained from the pressure amplitude using  
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where the summation was carried out over a frequency range of  Hz about the driving 

frequency. This amplitude was compared with the true RMS amplitude of the time domain 

signal. These values were found to be within 0.01% of each other over all frequencies tested.  

 The complex pressure amplitude from the FFT at the driving frequency was converted to 

the time domain using  

 ,recon

1
ˆ ˆ

2

i t i t

i i ip p e conj p e       (12) 

Figure 13 shows good agreement between the 

reconstructed and experimentally measured 

pressure histories for one driving frequency.  

5.1 Calibration Process  

The multiple-microphone method 

requires accurate calibration of each DPT with 

respect to a reference DPT. Each DPT was 

installed in a calibration plate, which was then 

20

 

Figure 13. The reconstructed time domain 

signal (black) overlaid on the scaled original 

time domain signal (red). 
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mounted at the sample location, as shown in 

Figure 14. Plane acoustic waves were driven in 

the SWT at discrete frequencies over the entire 

frequency range of interest, and pressure 

histories for each DPT were recorded. The 

complex pressure amplitude at each frequency 

for each DPT was computed from these data. 

Pressure amplitude and phase correction factors 

relative to the reference DPT were computed 

from these complex pressure amplitudes as 

follows: ,
ˆ ˆ

ref i ref iAF p p   and 

,  ref i ref i    . The corrected complex pressure amplitude for each DPT is then computed 

using 

,

,corr ,
ˆ ˆ ref ii

i i ref ip p AF e


   (13) 

Having obtained the corrected pressure amplitudes, these values can be substituted into the 

specific complex reflection coefficient equation  
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where  and  are the steady flow wavenumbers found by solving the convective wave 

equation and represented as  

ik 
ik 

 

Figure 14. Microphones threaded into an 

end plate of the impedance tube used for 

calibration.    
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The dimensionless impedance can then be calculated using Eq. (6). 

 To demonstrate the effectiveness of the calibration procedure described above, a 

calibration was conducted to obtain amplitude and phase correction factors, as previously 

described. Next, a second “calibration test” was conducted to obtain a new set of pressure 

histories for each DPT. These uncorrected pressure histories are shown in Figure 15A Since all 

the DPTs are measuring the same pressure field, each measured pressure history should perfectly 

match. However, as the figure shows, there is a slight difference in the amplitude and phase of 

each measurement compared to the reference. The amplitude and phase correction factors were 

applied to the individual complex pressure amplitudes obtained from these pressure histories. 

These corrected complex pressure amplitudes were substituted into Eq. (11) to obtain 

reconstructed pressure histories, which are shown in Figure 15B. As the figure shows, there is 

good agreement between the corrected pressure histories.  

 

Figure 15. A) Uncorrected pressure histories versus time for each DPT. B) Corrected pressure 

histories versus time for each DPT. 
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5.2 Complex Amplitude and Acoustic Velocity  

 The acoustic pressure and velocity distributions in the tube are given by Eq. (16) and Eq. 

(17).  

  ˆ ˆˆ ikx ikx

corr avgp A e Re    (16) 

and 
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Assuming the frequency and R̂  is known, ˆ
corrA  was obtained from ,corr
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This complex pressure amplitude is constant throughout the impedance tube. The error in the 

complex amplitude , calculated using pressure histories from each DPT, was less than . 

The repeatability of these data was very good with the standard deviation in  for five tests 

using each DPT was 0.063, 0.061, and 0.064, respectively. The average  was used in the 

calculation of the acoustic pressure and velocity distributions.  

5.3 Isolation of the Area-Contraction Calculation of impedance. 

To obtain the acoustic response solely due to the area-contraction, two sensors were placed 

upstream on the sense-line using the TMBs previously described. These TMBs were clamped 

directly to the sense-line at predetermined distances from the sample location. These distances 

ˆ
corrA 1%

ˆ
corrA

ˆ
corrA
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were determined using the sensitivity analysis previously mentioned. Since data was only taken 

at one frequency corresponding to the phase flip of the quarter wave resonance of the sense-line, 

only two sensors were needed upstream of the area-contraction. The same data reduction process 

was applied to these data obtaining the reflection coefficient, dimensionless impedance, acoustic 

pressure and velocity amplitude at the area-contraction. The dimensionless impedance for the 

upstream data can then be subtracted from the corresponding impedance tube data using  
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  (19) 

where SLS   is the cross-sectional area of the sense-line, and ITS  is the cross-sectional area of the 

impedance tube.  

The following section presents an analytical sensitivity analysis that has been validated 

with experimental results to obtain the optimal sensor spacings and distances for the three DPTs 

used in this study.  

 

5.4 DPT Confirmation Experiments and Sensitivity Study 

 

 The tests and analytical results described in this section were conducted to experimentally 

determine the best possible DPT spacing and distances from the sample location of the 

impedance tube used in this study. In addition, the accuracy of the reflection coefficient obtained 

using the developed impedance tube was estimated with the sensitivity analysis, derived by 

Scarborough25, in conjunction with experimental data.  
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 In the two-microphone method, and subsequent multiple-microphone method, Boden and 

Abom53 found that a longer sensor spacing was better for measuring low frequencies and shorter 

sensor spacings are better for measuring high frequencies. The reason for this is as follows. 

Measurement error and random error, or signal to noise error, can be minimized by maintaining 

that sensor spacing is as close as possible to the driving wavelength. This implies that the sensor 

spacing should be small for short wavelengths and long for long wavelengths. A short sensor 

spacing will reduce the accuracy of measurements at low frequencies because the difference of 

the measurements taken on the standing pressure wave approaches unity when the wavelength of 

that frequency is much greater than the sensor spacing itself. Likewise, if the difference between 

the pressure measurements is small, then it is likely that this difference is on the same order as 

random errors or noise causing a decrease in signal to noise ratio. It was also found in the 

literature that the reference microphone in the multiple-microphone method must be at least one 

duct diameter away from the sample location to avoid the effects of near fields and noise. 53 Both 

DPT spacing as well as distance from the sample location must be considered in order to obtain 

the high-accuracy low-error measurements desired in this study. Thus, a sensitivity analysis was 

used in conjunction with experimental measurements to find the total error associated with 

measuring the complex reflection coefficient.  

  Scarborough25 took the total derivative of the complex reflection coefficient equation 

shown in Eq. (5) with respect to the pressure ratio 
1,

,

ˆ

ˆ

corr

R

i corr

p
P

p
  to obtain Eq. (20).  
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Measurement error of 1% was assumed and multiplied by Eq. (20) to obtain the total error due to 

measurement of the pressure ratio yielding  
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where RP  is the assumed error in the measurement of the pressure ratio and ˆ
RE  is the total error 

in the complex reflection coefficient.  

 The sensitivity analysis presented above, allows the user to input theoretical distances 

from the sample location assuming a pressure ratio that yields ˆ 1R   and  ˆ 0R   for all 

frequencies of interest. As previously mentioned, the minimum and maximum possible DPT 

spacing for the impedance tube used in this study was found to be 50 mm  and 203.2 mm , 

respectively. These DPT spacings were input into Eq. (21) to determine which frequencies 

present high measurement error above 1%. The ideal cutoff, approximately half the 

indeterminate frequency for a given DPT spacing, was also determined for the data stitching 

process previously described. Starting with the minimum and maximum DPT spacings above, 

the magnitude of the total error ˆ
RE  for several permutations of DPT spacings and distances 

from the sample location were calculated for the frequency range of interest previously 

described. The set of SPT spacings with the lowest measurement error across the frequency 

range of interest was chosen to be the optimal DPT spacing for both low frequency data and high 

frequency data. These analytical calculations indicated that the best possible minimum and 
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maximum DPT spacing was 50.8 mm and 203.2 mm, respectively.  However, since this 

sensitivity analysis does not account for near field and noise effects close to the sample location, 

experimental measurements must be obtained to identify the optimal distance from the sample 

location for the reference DPT and, in general, to validate the sensitivity analysis.  

 To obtain a wide range of DPT spacing experimental measurements, several DPT ports 

with known distances from the sample location were installed into the side-wall of the 

impedance tube described in the beginning of Chapter 4. A 25.4 mm thick rigid aluminum plate 

was placed at the sample location, simulating a perfectly rigid termination having magnitude and 

phase of one and zero, respectively. For these experiments, the reflection coefficient was 

measured for each possible permutation of DPT spacing and distance from the sample location 

across the frequency range of interest. Each of these test results were reduced using the data 

reduction process in Chapter 5 and the results for R̂  were plotted against. The sensor positions 

that were closest to ˆ 1R   and  ˆ 0R  , were considered optimal. The optimal position for 

each DPT from the sample location was determined to be 76.2, 127, and 279.4 mm for the 

reference DPT, DPT two, and DPT three, respectively. Measured data using the optimal DPT 

distances can now be compared to the analytical calculations, that used the same distances, to 

validate the sensitivity analysis.  
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 During this investigation, it was found 

using the sensitivity analysis that three sensors 

would be enough to obtain high-accuracy 

acoustic response data across the frequency 

range of interest. For brevity, a single case of 

measured data and calculated total error, using 

the optimal DPT spacings previously 

mentioned, are compared to determine how 

well the sensitivity analysis predicts measurement error in high-error frequency ranges. Figure 

16 shows low frequency data and the total error in measuring the pressure ratio using the 

minimum DPT spacing of 76.2 mm and 127 mm from the sample location. These data indicate 

high measurement error due to low signal to noise ratios at frequencies 270 Hz  and an error of 

6%  in R̂  for this DPT spacing. As frequency decreases, the total error increases in the 

sensitivity analysis. This is also the case for measured data below 270 Hz.  

 Figure 17 shows experimental data 

across the entire frequency range of interest for 

the maximum DPT spacing of 76.2 mm and 

279.4 mm. Measurement error asymptotically 

increases at a central frequency of 

approximately 845 Hz. The measured data also 

agrees with the calculated total error at this 

frequency, thus validating the accuracy of the 

sensitivity analysis. Referring to Chapter 4, the calculation of the indeterminate frequency for 

 

Figure 16: Measurement error compared to 

data taken with a short sensor spacing of 76.2 

mm and 127 mm from a rigid end termination.  

 

Figure 17: Measurement error compared to 

data taken with a long sensor spacing of 76.2 

mm and 279.4 mm from a rigid end 

termination. 
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this DPT spacing yields a similar result of 844 Hz. As the driving frequency approaches this 

indeterminate frequency, naturally the error in measuring the pressure ratio will increase to 

100%. As frequency decreases from 845 Hz, the total error decreases until reaching a 

measurement error of 700 Hz  in the ˆ .R  Measurement error begins to decrease as frequency 

increases from 845 Hz. This is most likely due to the DPT measuring the pressure on the 

downward sloping side of the following peak of the standing wave. These data were determined 

to have a low order of confidence in experimental testing due to spontaneous and error prone 

features forming in this frequency range. An example of this phenomenon is shown at 

approximately 1250 Hz. During data repeatability studies, these features were shown to be 

unrepeatable. 

 The sensitivity analysis in conjunction with experimental measurements yielded the 

optimal DPT spacing and distances from the sample location with high accuracy in the 

measurement of R̂ .  Simultaneously, the experimental measurements validated the sensitivity 

analysis. Based upon the calculated error associated with measuring the pressure ratio, the 

 

Figure 18. (a) Magnitude of the reflection coefficient and (b) phase of the reflection 

coefficient as a function of frequency for a closed – closed impedance tube for validation. 
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longest DPT spacing was determined to be effective for frequencies between 100 Hz and 450 Hz, 

while the shortest DPT spacing was determined to be effective for the frequency range of 450 Hz 

up to 1500 Hz.  

Figure 18 shows results for the magnitude and phase of the reflection coefficient as a 

function of frequency using the optimal DPT spacing discussed above. Over the range of 

frequencies tested, the magnitude of the reflection coefficient was nearly constant with an 

average value of 0.989 with a standard deviation of 0.009. The average reflection coefficient 

phase and standard deviation was 1.21 degrees and 0.003, respectively. 

 It is shown in Figure 18 centered at 430 Hz, there is a slight dip in the magnitude of the 

reflection coefficient. This feature corresponds closely to the calculated half-wave resonance of 

the impedance tube calculated to be 482 Hz. A slight rise in the magnitude of the reflection 

coefficient is also at about 1225 Hz. This rise corresponds very closely to the calculated 5/4 

wave anti-resonance of the impedance tube. The data at frequencies below 200 Hz in the 

magnitude and phase shows increased error and deviation from the mean. This is due to low 

signal to noise ratios causing an increase in measurement error.  

 The following section discusses data repeatability for each test conducted throughout this 

study. Quantities such as the standard deviation between data sets are also presented to give 

confidence in the data acquisition process.  

5.5 Data Repeatability  

 This section describes a series of experiments designed to assess the repeatability of 

reflection coefficient and impedance measurements considering sources of error such as 

electronic, signal to noise ratio, and human error. Previously described frequency and amplitude 
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varying tests were conducted in sets of three for the determination of data repeatability. The 

standard deviation and mean was calculated for each set of three tests. For brevity, a single 

calculation of the standard deviation for a typical set of frequency-varied data and amplitude-

varied data was found to be 0.0841 and 0.0834 respectively. This was then confirmed by 

repeating the process, calculating the standard deviation of both the magnitude of the reflection 

coefficient and real part of the impedance for a calibration, validation, sense-line, and amplitude-

varied test all yielding a standard deviation comparable to that of 0.083 to 0.084. This standard 

deviation in the magnitude of the reflection coefficient and real part of the impedance is 

sufficiently low to determine that the data is highly repeatable and an in-depth analysis of the 

repeatability of further tests was deemed unnecessary.  

 The following chapter presents the results obtained with the impedance tube described in 

Chapter 4. Two overarching studies were conducted to characterize the longitudinal nonlinear 

acoustic response of (a) four sense-lines with different inner diameters subjected to no flow 

conditions and (b) a single sense-line geometry with varying flow conditions. 
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Chapter 6  

Results and discussion 

 

In this chapter, a sense-line was simulated by attaching extension-tubes with different 

length to diameter ratios to the sample location of the impedance tube previously described. Two 

studies were conducted to investigate various effects. For the first study, the acoustic response of 

differing extension tube inner diameters without purge air flow was investigated. For the second 

study, the application of purge air flow in a single sense-line geometry was investigated.  

6.1 A Study on Varying Area-Ratio Sense-Lines 

The acoustic response of four 203.7 mm long, rigidly terminated extension-tubes, with 

varying area-ratios were of interest. The area-ratio is defined as or the cross-

sectional area of the impedance tube divided by the correctional area of the sense-line. The four 

extension-tubes used in this study had inner diameters of 4.57, 10.92, 17.27, and 23.62 mm with 

corresponding area-ratios of 122.8, 21.5, 8.6, and 4.6, respectively. The sections below present 

results of frequency response and amplitude response experiments for each of these extension-

tubes. 

The following sections present experimental results of experiments to determine (1) the 

normalized damping and power absorption on frequency, (2) the acoustic end correction, (3) the 

nonlinear acoustic impedance of (a) the sense-line, (b) the extension-tube, and (c) the area-

contraction for each of the extension-tubes described above. Each experiment was conducted at 

atmospheric temperature and pressure and was not subjected to steady mean flow. 

IT SLA A 
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6.1.1 Frequency Response of Different Area-Ratio Extension-Tubes 

This section presents measurements of the reflection coefficient, acoustic power 

absorption coefficient, and impedance of sense lines for a range of frequencies and acoustic 

pressure amplitudes.  

The test procedure for frequency sweep and amplitude sweep experiments is described in 

section IIB. The reflection coefficient and impedance were obtained from these experimental 

data as described in sections II-C through II-F. The normalized power absorbed by the sense-line 

was obtained from experimentally measured reflection coefficients using  
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 Figure 19 shows plots of the magnitude and phase of R̂ ,  , P̂ , and V̂  as a function 

of frequency. Figure 14(a) shows that  is less than unity for a narrow band of frequencies 

centered at approximately 410 Hz and 1235 Hz for each extension-tube indicating acoustic 

damping is present.  

Figure 19(d) shows that for 122.8   at 410 Hz the acoustic velocity magnitude is nearly 

zero and ˆ 0.79R   which corresponds to 37.6% of the incident sound energy being dissipated. 

As the area-ratio decreases, energy dissipation increases to its maximum value at an area-ratio of 

21.5. For area-ratios below 21.5, R̂  increases due to reduced energy absorption by the area-

contraction. For 1  , ˆ 1R   and 0.   Therefore, for large area-ratios, the area-

contraction and extension tube together tend to respond increasingly like a rigid termination. 

R̂
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Figure 19: From top to bottom, (a) The magnitude of the reflection coefficient, (b) phase of the 

reflection coefficient, (c) acoustic power absorption coefficient, (d) and the magnitude of the 

acoustic velocity and acoustic pressure as a function of frequency for the (a) 5.08, (b) 10.44, 

(c) 16.89, and (d) 23.22 mm diameter sense-lines. 
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Eq. (22) indicates that the power absorbed is zero for very large  Re   or  Re 0   for all 

 Im  . The power absorbed is also zero for very large  Im   and for all  Re  .  

 Figure 19(d) shows that the acoustic velocity amplitude increases as  at the 

frequency of maximum damping (410 Hz). The velocity for 4.6   exhibits some interesting 

characteristics. The maximum velocities do not coincide with the resonant frequency of the 

extension-tube, 410 Hz. Instead, the highest acoustic velocities appear at 340 Hz and 1230 Hz, 

respectively. Based on the available data it is hypothesized that as 1   these acoustic velocity 

maxima will continue to shift away from the ¼ wave extension-tube resonance and toward the 

half and full-wave system resonances of 307 Hz and 614 Hz, respectively, computed for 1  . 

There are also velocity maxima located at 940 Hz, 1230 Hz, and 1480 Hz corresponding to the 

921 Hz, 1227 Hz, and 1535 Hz half wave system resonances, respectively. The velocity 

maximum at 1230 Hz corresponds to the combined effects of the ¾ wave resonance of the 

extension-tube and the 4/2 wave resonance of the system.  

The phase of the reflection coefficient for each extension-tube is shown in Figure 19(b). 

It is shown that the phase is constant except near the resonant frequencies of each extension-tube. 

Each frequency at which the reflection coefficient phase changes sign is precisely one of the 

extension-tube resonances. These frequencies for the ¼ wave resonance of the extension-tube are 

405, 410, 405, and 410 Hz for the 5.08, 10.44, 16.89, and 23.22 mm inner diameter extension-

tube, respectively, as measured using a frequency resolution of 5 Hz increments. For the ¾ wave 

extension-tube resonant frequencies were measured to be 1230, 1235, 1230, and 1235 Hz for 

5.08, 10.44, 16.89, and 23.22 mm diameter extension-tubes, respectively.  

1 
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 Figure 20 shows a plot of the magnitude and phase of the reflection coefficient for a 

402.6 mm long extension-tube with 1  . This plot demonstrates that for an area-ratio of one, 

the phase roll-offs, or the locations at which the phase changes sign, are perfectly diagonal across 

the entire frequency range having a slope of 0.0147. This confirms the previous assertion that as 

1  , the phase of the reflection coefficient trends closer to a diagonal line. The extension-tube 

length, or rather the distance from the measurement location to the rigid end termination, can be 

obtained from the slope of the phase roll-offs by ,
4
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length of 401.8 mm. This length compares within an error of 0.2% of the geometric length which 

is 402.6 mm. Each phase sign change corresponds to a resonant frequency of the 402.6 mm long 

extension-tube. The magnitude of the reflection coefficient, on average, has a slight negative 

 

Figure 20. Magnitude and phase of the reflection coefficient for a 402.6 mm long 

extension-tube illustrating the acoustic response of an area-ratio equal to 1. 
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slope and is, excluding a few outliers, constant. The magnitude of R̂  shows that as 1,  the net 

damping due to the extension-tube goes up. This damping in Figure 20 steadily increases as the 

frequency increases and, using Eq. (22) has an acoustic power absorption of 4% to about 9% at 

200 Hz and 1400 Hz, respectively.  

 The next section presents measurements of the real part of the impedance as a function of 

acoustic velocity amplitude ˆ .V  The impedance measurements in the following sections were 

obtained using the same driving frequency specific to each  , DPT spacing and distance from 

the area-contraction, and DSW range. 

6.1.2 Sense-Line Impedance 

This section describes experimental measurements of extension tube acoustic impedance. 

In particular, the study focused on how the real part of the acoustic impedance, i.e., resistance, 

depends on the magnitude of the acoustic velocity ˆ .V  For these studies, the driving frequency 

was set to the ¼ wave resonance of the studied extension-tube, which also corresponds to the 

frequency of maximum damping, and the driving amplitude was varied from near zero to the 

maximum attainable amplitude. 

Figure 21 shows a plot of the extension tube resistance vs. acoustic velocity amplitude. 

These data reflect the net acoustic response of the combined area-contraction and extension-tube. 

These data show that the resistance of the extension tube depends on acoustic velocity amplitude, 

i.e., it is nonlinear. The following three distinct regions shown in the measured data were 

identified: (1) a constant-slope high-amplitude region, a transitional region, and an acoustic 

velocity amplitude independent region. These regions are readily apparent the 122.8   case. 
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For this case, there is a region of constant resistance below ˆ 0.06
m

V
s

  beyond which the 

resistance transitions to linear dependence on acoustic velocity amplitude.  

 These low-amplitude data show that the (linear acoustic) resistance increases with area 

ratio. The slope of the resistance also increases with increasing area ratio. Due to the reduced 

resistance, the maximum acoustic velocity amplitude that could be driven using the setup 

described above increases with decreasing area ratio.  

 

Figure 21: The measured acoustic resistance as a function of the acoustic velocity amplitude at 

the ¼ wave mode frequency for extension-tubes with area-ratios of 4.6, 8.6, 21.53, and 122.84. 
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Figure 22 shows a more detailed plot of 

low-amplitude data indicating that the 

resistance does not depend on acoustic velocity 

amplitude for these amplitudes, i.e., these data 

indicate a linear acoustic response. To 

maximize signal to noise ratio and limit 

measurement error to less than 5%, the lower 

driving limit for this study was 0.05
m

s
, which 

corresponded to a SPL of 119 dB measured at 

the area-contraction. The zero driving 

resistances were found to be 13.901, 0.659, 

0.151, and 0.089 for   was 122.8, 21.5, 8.6, 

and 4.6, respectively. 

6.1.3 Extension-Tube Impedance 

Acoustic response measurements were also obtained in each extension-tube using the 

multiple microphone method by mounting dynamic pressure transducers along the length of the 

extension tube as described above.  



 

 

Figure 22: The acoustic resistance as a 

function of the acoustic velocity amplitude at 

the ¼ wave resonance of each extension-tube in 

this study at the low-amplitude driving range. 

(a) view of all four area-ratio extension-tubes, 

(b) view of the lowest three area-ratios. 
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Figure 23 shows the extension tube resistance as a function of acoustic velocity amplitude 

as measured in each extension-tube. The measured resistances described here are likely due to 

extension-tube wall viscous and thermal damping.82, 83 However, this was not confirmed as it 

was not the focus of the study. 

These data show that the acoustic resistance for each extension tube is quite small 

compared with the corresponding acoustic resistance shown in Figure 22. The resistances for 

21.53, 8.61, and 4.6   appear to all cluster very close to each other between 0.018 and 0.028. 

These data all appear to have a small, on average, negative slope. However, when scaled to the 

same resistances presented in Figure 21, these data are independent of acoustic velocity 

amplitude. Based on these data, we expect the resistances to go to zero as 1.   Data for the 

 

Figure 23. Resistance as a function of acoustic velocity amplitude as taken in each extension-

tube. 
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case where 122.84   appears to have a dependence on V̂  with a constant negative slope 

above approximately ˆ 30 .
m

V
s

   

 It is important to point out that the measured resistance for the 8.61   case was lower 

than then 4.6   case when the opposite would be expected. These data are on average within a 

dimensionless resistance of 0.002 of each other and are slightly under the confidence interval of 

repeatability. Repeatability tests revealed that these data had a standard deviation of 0.0024 for 

4.6   and 0.0023 for 8.61.   When converted to the acoustic resistance rather than the 

dimensionless resistance, which scales based on the inner diameter of the extension-tube, these 

data will align in the expected order. Furthermore, this expected ordering is confirmed by 

measuring the impedance of an extension tube with an 1   yielding resistances of zero across 

all ˆ .V   

6.1.4 The Acoustic End-Correction 

This section presents extension tube effective length measurements obtained from 

frequency response experiments. Figure 14(b) shows that the calculated and actual resonant 

frequencies differ somewhat as   increases. This phenomenon is attributed to the effective 

length of the sense-line.23, 84, 85 These measurements are then compared with the theoretical 

values for the upper and lower limit of an infinitely-flanged open-closed pipe.  

The frequencies at which the  R̂  changes sign in Figure 19, closely correspond to the 

theoretical ¼ and ¾ wave frequencies of the extension-tube. These data show that the measured 

resonances shift further from the calculated resonances of the extension-tube as   increases. For 

an open-closed tube, these frequencies were computed using  
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 2 1

4
res

eff

n c
f

L


   (23) 

where 1,2,3,...n   and taking the geometric length of the extension-tube as the effective length. 

The difference between the actual and ideal resonant frequency can be accounted for by adding 

an end-correction23 to the geometric length resulting in a reduction in the computed resonant 

frequency.  

The effective length for each extension-tube used in this study, except for the 122.84   

case, was obtained from high-resolution frequency sweep data centered around the ¼ and ¾ 

wave resonances of the extension-tube as follows. Near the resonant frequencies, the phase of the 

reflection coefficient abruptly changed sign. The natural frequency was taken to be the frequency 

at which the phase crossed zero. To improve precision, the zero-crossing frequency, and hence 

natural frequency, was obtained by interpolating the reflection coefficient phase data. The 

122.84   case was omitted due to high difficulty in obtaining the zero-crossing frequency due 

to an extremely small phase roll-off. The uncertainty in the zero-crossing frequency yielded 

unacceptable error in the final results.  

High-resolution frequency sweep experiments were repeated three times for each of the three 

area-ratios considered. The speed of sound was obtained from the average air temperature 

measured at the area-contraction during each experiment. The average effective lengths ,effL  

was then calculated at the zero-crossing frequencies. Finally, the average length corrections 

corr eff geoL L L   were calculated and normalized by extension-tube radius. These average data 

are shown in Table I. Also shown are the theoretical upper and lower limits of the end-

correction, normalized by tube radius, for an infinitely-flanged tube radiating into an infinite 
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environment. These are given as 
8

0.85
23

SL
r d

l


   and 0.7854
24

SL
r d

l


   , 

respectively.23  

 Amplitude dependence of the zero-crossing frequency, and hence, effective length, was 

investigated by repeating the high-resolution frequency sweep tests for several different driving 

amplitudes. Despite the observed amplitude dependent damping, the zero-crossing frequencies, 

and hence effective lengths, were not found to be amplitude dependent.  

The calculated end-corrections in Table I represent the end-corrections for a finite 

flanged tube in a confined environment. Thus, it is expected that the measured and normalized 

end-corrections will not correspond to the theoretical values. Furthermore, normalization of these 

tubes based on diameter may not be suitable for very small tubes as viscous effects become a 

significant factor. It is also unknown as to what the effect of a confined environment would do to 

the acoustic response of this flanged tube. Further work will need to be conducted to better 

understand the end-correction of flanged tubes in the impedance tube used in this study. for each 

area-ratio lies outside of this theoretical upper and lower limit presented by Blackstock. 

Table I. Average experimental data used in calculating the acoustic end-correction. 

    T K    
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21.53 293.79 406.5 1229.2 210.93 209.27 1.51 1.20 

8.61 293.81 410.5 1239.5 208.88 207.54 0.74 0.58 

4.6 293.82 412.5 1242.5 207.88 207.04 0.29 0.22 
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However, these end-corrections are very close to this theoretical range. As 1  , 0corrL  , 

which is expected. 

6.1.5 Area-Contraction Impedance 

This section applies the impedance subtraction process previously described to the sense-

line and extension-tube data to obtain the isolated resistance of the area-contraction.  

The measured acoustic resistance of the extension tube was removed from the measured 

resistance of the combined area-contraction and extension tube to obtain the acoustic resistance 

of the isolated area contraction. The theory and methodology for this subtraction was presented 

at the end of Chapter 5. This section presents the results for several area contractions. Figure 24 

shows the dependence of area contraction acoustic resistance on acoustic velocity amplitude. It is 

interesting, and reassuring, to note that the zero-amplitude acoustic resistance is approximately 

 

Figure 24. Acoustic resistance as a function of the acoustic velocity amplitude for solely the 

effects of the area-contraction measured at the ¼ wave resonance of each extension-tube in 

question. 
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zero. This indicates that the initial zero-driving 

resistance was solely due to the thermos-

viscous damping along the length of the 

extension-tube and not due to the area-

contraction itself. Comparison of the slope of 

the data in Figure 21 with Figure 24 shows that 

the slope decreased slightly after subtracting 

off the extension tube resistance. This is 

because the extension-tube data exhibited an on 

average negative slope for each   case.  

 Figure 25 shows the results of impedance subtraction on the low amplitude acoustic 

response data. The results show near zero resistance for each area-ratio confirming the assertion 

that the zero-driving resistance is mostly due to extension tube damping. The case with an 

122.84   was omitted due to extremely low signal to noise ratios causing high error in the 

measurement.  

The following section discusses the effects of the broadly known and understood effective 

length for an infinitely flanged open-closed tube. 

6.1.6 Area-Contraction Describing Function and Experimental Data Collapsing 

This section presents the measured data from the previous section collapsed with an 

existing model that describes the nonlinear acoustic response of an area-contraction. This was 

done to confirm the model’s validity.  

 

Figure 25. Low amplitude resistance 

versus acoustic velocity amplitude for the four 

area ratios in question isolating the effects of 

the sense-line.  
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 As described above, theoretically area contraction acoustic resistance scales according to 

 2 2

2 1 .v v  A describing function for the abrupt area-contraction, shown in Eq. (24), was 

previously derived by Scarborough.25  

   2

Re , ,

2 ˆ
3 1 1al i L i i

V

Z K
c

        (24) 

Examination of the model reveals that a single loss coefficient, LK , exists for a given compact 

area-contraction. The loss coefficient can be thought of as a correction to the geometric area-

ratio required to match the experimental data. Otherwise, the model would not fit with the 

collapsed data. This describing function was used to collapse the measured data as follows. 

 For each area-ratio, LK  was obtained by first fitting the high-amplitude region data with 

a line using MATLABs polyfit function. The slope for each line was then computed. The model 

was set equal to the slope if based on the slope equation y mx , where ˆx V  and Re ,al iy Z  

yielding 

 
  2

,1 12
.
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L i i

i

K
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c





     (25) 
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LK  was then solved for. Each area-ratios specific loss coefficient was found to be 0.9485, 

0.7052, 0.8641, and 0.7515. The average of these four loss coefficients was 0.8173. This average 

loss coefficient of 0.8173LK   was used for each area-ratio. Figure 26 shows that the measured, 

subtracted, and collapsed high-amplitude region data fits very well with the collapsed model 

assuming an average loss coefficient of 0.8173. 

 

Figure 26. Collapsed acoustic resistance of each area-contraction as a function of the acoustic 

velocity amplitude measured at the ¼ wave resonance of each extension-tube case with an average 

0.8173LK  . 
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6.2 A Study on the Acoustic Response of Sense-Lines with Steady Mean Flow 

In the following sections, the acoustic response of a single sense-line with a length and 

inner diameter of 406.4 mm and 10.92 mm, respectively, over a wide range of purge air flow 

rates, acoustic velocity amplitudes, and frequencies was measured. In addition, purge air flow 

was applied in both the forward and reverse direction relative to the impedance tube. The 

multiple-microphone impedance tube used in the previous sections was retrofitted with the flow 

system described at the end of Chapter 4. The sections below present results of frequency 

response and amplitude response experiments for several steady mean flow rates applied in the 

reverse and forward direction of the impedance tube.  

The following sections present the results of experiments with the application of steady 

mean flow to determine the dependence of (1) the normalized damping on frequency, (2) the 

dimensionless impedance of (a) the sense-line, (b) the extension-tube, and (c) the area-

contraction for a single sense-line geometry on acoustic velocity amplitude. Each experiment 

was conducted at atmospheric temperature and pressure and was subjected to steady mean flow. 

6.2.1 Frequency Response of a Single Sense-Line with Flow 

This section presents measurements of reflection coefficient and impedance at the ¼ 

wave resonance of the extension-tube for a single sense-line with steady mean flow, as described 

in Chapter 4.  The reflection coefficient, impedance, and acoustic velocity amplitude were 

obtained from these experimental data as described in Chapters 4 and 5.  
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 Figure 27 shows a plot of the R̂  and  R̂  with varying steady flow rates through the 

sense-line in the reverse direction. As previously discussed, purge air flow in the reverse direction 

relative to the impedance tube is defined as being applied through the extension-tube and 

exhausting out the aft end of the speaker mounting block (SMB).  At frequencies indicating 

resonance of the sense-line, as steady mean flow rate increases the magnitude of the reflection 

coefficient begins to decrease in the magnitude of dampening and starts to broaden in its frequency 

range. The constant frequencies with minimal damping begin to decrease in the R̂  as the steady 

flow rate increases. The opposite occurs for the magnitude of the acoustic velocity. As the steady 

flow rate increases, frequency maxima corresponding with resonances of the sense-line begin to 

increase in acoustic velocity amplitude. The phase of the reflection coefficient acts with the 

 

Figure 27. Magnitude of the reflection coefficient and acoustic velocity amplitude versus 

frequency for a single sense-line length and diameter with varying steady mean flow rates. 
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magnitude of the reflection coefficient, as the steady flow rate increases the phase roll-offs become 

less prominent and trend closer to a phase of zero.  

 The next section presents measurements of the real part of the impedance as a function of 

V̂  with varying steady flow rates in the reverse direction. The impedance measurements in the 

following sections were obtained using the same ¼ wave resonance driving frequency of the sense-

line, DPT spacing and distance from the area-contraction, and driving signal wattage range. 

6.2.2 Sense-Line Impedance with Reverse Purge Air Flow 

This section presents resistance measurements as a function of V̂  for the same sense-line 

geometry with varying steady flow rates in the reverse direction. As previously described, steady 

flow is introduced through the sense-line and exhausted to atmosphere at the aft end of the 

impedance tube. The driving frequency was set at the ¼ wave resonance of the extension-tube, the 

frequency of maximum damping, and the driving amplitude was varied from near zero to the 

maximum attainable amplitude by the data acquisition system with a high-resolution amplitude 

step size. 

 Figure 28 shows a plot of the acoustic resistance as a function of V̂  for varying steady 

mean flow rates in the sense-line. These data show that the resistance of the control case, the case 

without flow, has a dependence on acoustic velocity amplitude, or a nonlinear acoustic response. 

This is to be expected based upon the measurements obtained in the area-ratio study without flow. 

However, comparing the zero-driving resistances of the data with an area-ratio of 21.54 in the 

previous study with the data in this study having the same area-ratio yields a discrepancy. Whereas 

the extension tube with a length of 203.7 mm has an initial zero-driving resistance of 0.659, the 

data with the same area-ratio in this section for the case without flow has a zero-driving resistance 
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of approximately one. This discrepancy is expected since it has been shown in the previous study 

that the length of the extension tube causes the impedance to reflect an initial zero-driving 

resistance. Since the length of the case without flow in this section is twice the length of the same 

area-ratio case in the previous study, it is reasonable to see a higher initial driving resistance.  

 When the steady flow rate is increased, the dependence on V̂  begins to decrease. In other 

words, the slope of these data goes to zero. The dependence of the resistance on V̂  disappears at 

a Mach number of approximately 0.03 in the sense-line. As the Mach number in the sense-line is 

increased past this steady flow rate, these data appear to remain independent of acoustic velocity 

amplitude. Similar to the data presented in the previous study on varying area-ratios, each data set 

in Figure 28 has a zero-driving resistance, or an initial resistance if subjected to no acoustic driving. 

Based upon previous results, this zero-driving resistance is the product of the resistance due to the 

 

Figure 28. The acoustic resistance versus acoustic velocity amplitude measured at the ¼ 

wave mode frequency of 205 Hz for varying steady mean flow rates. 
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length of the sense-line and resistance or driving due to the flow. As the flow rate increases, the 

initial zero-driving resistance also increases.  

 Examination of low acoustic velocity amplitude resistances, such as those presented in 

Figure 22, reveals that noise due to the flow rapidly dominates with even the lowest flow rate. Any 

trends that would have been present in these data, such as independence of acoustic velocity 

amplitude, could not be obtained using the current data acquisition system. Data in this region was 

thus not presented. However, the control case without flow did show an independence of acoustic 

velocity amplitude with a zero-driving resistance of 0.98. It is hypothesized that if the data with 

higher flow rates were reached, they would reveal an independence of V̂ .  

 The following section discusses measurements of the resistance obtained in the extension 

tube with varying steady flow rates. This was done to isolate the acoustic response of the area-

contraction in a later section. 

6.2.3 Extension-Tube Impedance with Reverse Purge Air Flow 

This section presents acoustic response measurements obtained in the extension-tube via 

the use of the TMBs for several steady purge air flow rates. These data will allow for the 

subsequent isolation of the area-contraction via the impedance subtraction process previously 

discussed, in the following section. 
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Figure 30 shows a plot of the resistance as a function of V̂ measured in the extension-tube 

for several steady flow rates. These data indicate an independence of acoustic velocity amplitude 

for all flow rates shown. The initial zero-driving resistance, or the resistance at which no driving 

occurs, increases as steady mean flow rate increases. Naturally, as the steady flow rate increases, 

there is also a decrease in the signal to noise ratio at low ˆ .V  This error is shown to be present at 

low V̂  for the steady flow Mach number of 0.222 in the sense-line.  

The following section applies the impedance subtraction process to the sense-line and 

extension-tube data of the single sense-line geometry presented with varying reverse steady 

purge air flow rates. This subtraction process yields the acoustic response of solely the area-

contraction with reverse flow rates.  

 

Figure 29. Resistance as a function of acoustic velocity amplitude measured in the extension-

tube with varying steady mean flow rates.  
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6.2.4 Area-Contraction Impedance with Reverse Purge Air Flow 

This section applies the impedance subtraction process previously described to the sense-

line and extension-tube data presented in the previous sections to obtain the isolated resistance of 

the area-contraction.  

 The impedance subtraction process, described in Chapter 5, was applied to the data shown 

in Figure 28 and Figure 29 to obtain the data presented in Figure 30. These data confirm that the 

zero-driving resistance is due to the product of the resistance of the sense-line and the resistance 

or driving due to the flow. Comparing these data to the area-contraction impedance data presented 

in Figure 24 reveals, again, that the control case without flow is subtracted off to a resistance of 

approximately zero confirming that the initial zero-driving resistance shown in Figure 28 is solely 

due to the resistance of the extension-tube. This is also the case for each steady flow Mach number 

up to approximately Mach 0.03 in the sense-line. Figure 28 shows that when the critical steady 

flow Mach number is reached in the sense-line the resistance of the system becomes independent 

of ˆ .V  This holds true for data presented after the impedance subtraction process. Beyond this 

critical Mach number, the resistance of the subtracted data, shown in Figure 31, becomes negative.  
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 Negative resistances are an indication of driving when the system is subjected to high flow 

rates in the direction of the reflected wave. This causes energy to be effectively added to the 

reflected wave. As Mach number is increased, the total energy of the reflected wave increases. 

This in turn causes the reflection coefficient to increase, which is shown to occur in Figure 27. 

Thus, the net effect of purge air flow, above Mach 0.03 in the sense-line, in the reverse direction 

of the impedance tube causes driving in the pressure-history signal. Overall, these data appear to 

trend in the following manner as the steady flow Mach number increases. The initial zero-driving 

resistance for cases up to the critical Mach number is zero. As flow increases from there, the data 

trends to an independence of ˆ .V Once the data is independent of V̂ , at a steady flow Mach 

number of approximately 0.03 in the sense-line, the resistance becomes negative indicating driving 

in the system.  

 

Figure 30. Acoustic resistance versus acoustic velocity amplitude with varying steady 

mean flow rates in the negative direction relative to the impedance tube with the effects of the 

area-contraction isolated.  
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 The following section presents measurements of the resistance as a function of V̂  with 

varying steady mean flow rates in the forward direction relative to the impedance tube. The 

impedance measurements in the following sections were obtained using the same ¼ wave resonant 

driving frequency of the sense-line used in the previous sections. 

6.2.5 Sense-Line Impedance with Forward Purge Air Flow 

 This section presents resistance measurements as a function of V̂  for a single sense-line 

geometry with varying steady mean flow rates in the forward direction relative to the impedance 

tube. As previously described, flow is introduced through the aft end of the impedance tube and 

exhausted to atmosphere at the back of the sense-line. The driving frequency was set at the ¼ wave 

resonance of the extension-tube, the frequency of maximum damping, and the driving amplitude 

was varied from near zero to the maximum attainable amplitude by the data acquisition system 

with a high-resolution step size.  

 Steady flow is also applied in the forward direction relative to the impedance tube. The 

acoustic response of sense-lines with reverse as well as forward purge air flow are of interest in 

this study. Forward steady flow is applied to these experiments by forcing air into the driving end 

of the impedance tube, traveling through the sense-line, and exiting to atmosphere through the end 

of the sense-line. Data taken with varying steady mean flow rates in the forward direction of the 

impedance tube are shown in Figure 31. These data reveal very similar results to those in Figure 

28.  
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 The data presented in Figure 31 have an initial zero-driving resistance, which has been 

shown to be a product of both the resistance of the sense-line and the resistance or driving of the 

flow in the previous sections. As steady flow increases, the initial zero-driving resistance also 

increases. Again, as the steady flow rate increases, the dependence on V̂  decreases until hitting 

a critical Mach number. The steady flow Mach number in the sense-line, at which the data becomes 

independent of V̂ , is approximately 0.03 calculated at the area-contraction, in the sense-line. 

This is the same critical Mach number that was found when applying flow in the reverse direction 

relative to the impedance tube. This indicates that the flow rate at which the data presents 

independence on V̂ is independent of the direction of flow through the sense-line. In examining 

the data set for the flow case of Mach 0.045 in the sense-line for the forward flow direction, the 

 

Figure 31. Acoustic resistance versus acoustic velocity amplitude for flow rates applied in 

the positive direction of the impedance tube.  
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constant resistance of that flow rate is approximately at a dimensionless resistance of seven. The 

identical case for the reverse direction is at approximately a dimensionless resistance of 4.5. This 

indicates that the application of flow in the positive direction increases the resistance of the sense-

line.  

 The following section discusses measurements of the resistance obtained in the extension-

tube with varying steady flow rates in the forward direction relative to the impedance tube. These 

data were obtained to isolate the resistance of the area-contraction in a later section. 

6.2.6 Extension-Tube Impedance with Forward Purge Air Flow  

This section presents acoustic response measurements obtained in the extension-tube via 

the use of the TMBs for several steady flow rates in the forward direction. These data will allow 

for the subsequent isolation of the area-contraction via the impedance subtraction process 

previously described. 
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Similar to the data presented in Figure 30, the data shown in Figure 32 indicates an 

independence of acoustic velocity amplitude for all flow rates shown if scaled to the same 

resistances presented in Figure 31. The initial zero-driving resistance again increases as steady 

mean flow rate increases. As steady flow rate increases, there is a decrease in the signal to noise 

ratio at low ˆ .V  This error is present at low V̂  for steady flow Mach numbers of 0.222 and 

0.045 in the sense-line.  

The following section applies the impedance subtraction process to the sense-line and 

extension-tube data of the single sense-line geometry with varying forward steady flow rates. 

This subtraction process yields the acoustic response of solely the area-contraction with forward 

flow rates.  

 

Figure 32. Resistance as a function of acoustic velocity amplitude measured in the extension-

tube with varying steady mean flow rates in the forward direction. 
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6.2.7 Area-Contraction Impedance with Forward Purge Air Flow 

This section applies the impedance subtraction process to the sense-line and extension-tube 

data presented in the previous sections to obtain the isolated resistance of the area-contraction.  

 Applying the same subtraction process as before, the isolated effects of the area-contraction 

were obtained for varying flow rates subjected in the forward direction relative to the impedance 

tube. The data shown in Figure 33, indicates that as steady flow is increased in the forward 

direction, the resistance of the area-contraction increases. This is due to added energy in the 

incident wave. As the incident wave increases in amplitude, the ratio of the reflected to incident 

energies will begin to decrease causing an increase in resistance. The flow case with Mach 0.013 

 

Figure 33. Acoustic resistance versus acoustic velocity amplitude with varying steady mean 

flow rates in the positive direction relative to the impedance tube with the effects of the area-

contraction isolated. 
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in the sense-line indicates that at an acoustic velocity of 1.8 m/s and up, appears to merge with the 

data without flow. It could be that each of these data sets are trending towards merging with the 

control case without flow and this case could be a boundary at which the data cannot cross. On the 

other hand, these data could be trending towards intersecting with the case without flow and since 

each data set was driven to the maximum acoustic velocity amplitude possible, this intersection 

point could have been missed in the data acquisition process. Higher driving capabilities would 

help to ascertain if these data are trending to merge or to intersect.  

 The following chapter discusses the conclusions obtained from the data presented in this 

thesis followed by the future work and questions that remain to be answered.  
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Chapter 7 

Conclusions 

 

 This investigation focused on presenting acoustic response measurements of a 

compact area-contractions and sense-lines under both low and high-amplitude acoustic forcing 

with and without steady mean flow. These measurements reveal that contrary to linear acoustic 

theory, the acoustic response of the area-contraction was highly nonlinear when subjected to 

high-amplitude acoustic forcing without steady mean flow. The isolated acoustic response data 

of the area-contraction confirmed that the nonlinear effects were indeed caused by the area-

contraction and only had a very small effect from the sense-line itself. However, at very low 

acoustic velocity amplitudes, the nonlinear acoustic response of the compact area-contraction is 

non-existent. This nonlinear acoustic response was primarily exhibited when the acoustic 

velocity was high at the open-end of the extension-tube and was due to the area-contraction 

formed at the connection point of the sense-line to the acoustic-cavity. The acoustic response 

data of the extension-tube and ultimately of the area-contraction, revealed that the initial zero-

driving resistance was solely due to visco-thermal effects in the extension-tube and not due to the 

area-contraction. The experimental data obtained for four different area-contraction ratios was 

normalized by a describing function of a compact area-contraction, previously derived by 

Scarborough.86 Normalization based on the developed model of the area-contraction acoustic 

resistance collapsed the data for different area-contraction ratios roughly about a single line. This 

indicates that the developed model is a useful tool in capturing the dependence of the acoustic 

resistance on acoustic velocity amplitude. However, it has come to light that these data are 
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affected by more than just acoustic velocity amplitude. Viscous effects, frequency, and mode 

shape play a significant role in the acoustic response of area-contractions as well.  

 

 Examination of the data with steady mean flow for a single sense-line length and area-ratio 

revealed that the nonlinear acoustic response of the area-contraction was reduced to a linear 

acoustic response at low Mach numbers through the sense-line. Observation of the frequency 

response data revealed that as the steady mean flow rate increased, the damping due to the 

resonances of the sense-line decreased and the frequencies indicating high dampening due to the 

resonances began to broaden. The constant regions outside of these frequencies began to exhibit 

increasing damping as the Mach number in the sense-line increased. It is hypothesized that if the 

steady mean flow rate continued to increase, the heavy damping regions indicating resonance of 

the sense-line would “blend” with the constant regions in the magnitude of the reflection 

coefficient causing constant damping across the entire frequency range of interest. It is estimate 

based upon the experimental data with steady mean flow that this limiting Mach number in the 

sense-line is approximately 0.32 and R̂  equals approximately 0.8 through the frequency spectra. 

Further observations of the data reveal that the direction of steady mean flow, relative to the 

impedance tube, is important to consider. If flow is applied from the sense-line to the impedance 

tube, the reflected wave will appear to have greater energy than that of the incident wave 

effectively driving the system as steady mean flow increases. Negative resistances are an 

indication of driving in the system. The opposite is shown for data with steady mean flow applied 

from the impedance tube to the sense-line. The incident wave appears to have greater energy than 

the reflected wave causing the area-contraction resistance to increase as steady mean flow 

increases.  
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7.1 Future Work 

 This work has yielded a better understanding of the nonlinear acoustic response of sense-

lines and ultimately area-contractions which ultimately will allow engineers to correct skewed 

acoustic response data obtained using sense-lines with various purge air flow rates and various 

area-ratios in unstable combustors. These data have answered several questions pertaining to the 

nonlinear acoustic response of sense-lines and compact area-contractions. However, there are 

several other questions to be answered on the topic of acoustically compact area-contractions. One 

such question yet to be answered is how the area-contractions acoustic response will change with 

varying sense-line length? Another is how different resonant wave mode frequencies of the sense-

line effects the nonlinear acoustic response of the area-contraction? Finally, the literature review 

suggests that the ultimate goal of this work is to characterize the acoustic response of sense-lines 

to more realistic engine conditions such as at high pressure, temperature, and eventually reacting 

flows of liquid and solid propellants. This problem still has a great deal of work to be done in order 

to fully characterize the nonlinear acoustic response of sense-lines and area-contractions.  
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