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Abstract 

Power density in microprocessors is increasing rapidly, which results in higher operating 

temperature, and systems are prone to overheating. Dynamic thermal management has been 

used to dissipate heat, reduce the operating temperature to avoid thermal emergencies but is not 

aware of the application behavior. Several techniques like thread migration, Dynamic Voltage 

Scaling (DVS), Dynamic Voltage Frequency Scaling (DVFS), clock gating etc. are used to

resolve the problem of thermal emergencies but are reactive to the increased chip temperature. 

In this thesis, we propose a proactive dynamic thermal management method that is based on 

grouping of the applications by thermal behavior. In the experiments, offline data is used as the

primary resource for the categorization of running application. The temperature of a core is 

predicted by the rate of temperature change at the core proportional to the difference in current 

and steady state temperature. We evaluate this method in a multicore system running several 

benchmarks. The experiment results show a decrease of 1.2 -1.6C in the average peak 

temperature of the CPU with a little performance overhead as compared to Linux standard 

scheduler. 
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Chapter 1 

Introduction 

Temperature awareness is an important aspect in multicore processor systems because the 

rising temperature of processing elements such as microprocessors is the issue of major concern. 

Research shows in order to run an individual 300W server for a year costs $338, and more 

significantly, it can emit close to 1,300 kg CO2, without even considering the cooling expenses 

[2]. In the latest reports it is concluded that the datacenters in the United States consumes

approximately 2.0% of the total electricity consumption in 2014 and this number has been

estimated to approach double in the coming decade [2, 4]. It is also estimated that the costs to run 

the servers will surpass the costs to purchase server hardware. As we know the energy used by a 

microprocessor converts into heat, this exponential rise in the heat causes temperature rise which 

further causes problems in maintenance, consistency and manufacturing prices. The design of a 

microprocessor must remove heat and hence control the temperature of the cores but 

unfortunately most of the designs which consumes low-power have become very expensive.  

The existing techniques to prevent thermal emergencies in the area of thermal 

management in multicore processor systems are reactive to the increased chip temperature. There 

are many dynamic thermal management (DTM) techniques like dynamic voltage and frequency 

scaling (DVFS) and clock gating that had been used in modern day’s multicore processor 

systems. In the dynamic voltage category, the supply voltages are scaled down using the 

operating clock and thus the thermal management is achieved. The power consumption from this 
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technique is substantially reduced and at the same time it depends on the hardware components 

and configurations to perform all scaling tasks. On the other hand, dynamic frequency 

management promises better thermal awareness, as it confirms close to zero electricity usage by 

being turned off servers. The above-mentioned hardware based DTM techniques are reactive to 

the increased chip temperature and hence the demand of efficient proactive DTM techniques is 

prevailing in the thermal management research area. There have been always search for a model, 

which can provide thermal fairness and determine which core would be best for migration in a 

multicore system environment.  

1.1 Motivation and Problem Definition 

Dynamic thermal management has been used to dissipate heat, reduce the operating 

temperature to prevent thermal difficulties but is not aware of the application performance and 

behavior. The temperature difference between different applications in a multicore processor 

system can be up to 9C (ranging from 1C to 9C). It is also found that the temperature difference 

between on-chip modules can be up to 10-15C [14].  

Dynamic thermal management schemes that have been used were broadly classified into 

temporal and spatial. Temporal techniques like DVFS and clock gating are reactive and have 

high performance overhead. Spatial techniques like thread migration where it is very difficult to 

determine the hot and cool threads at runtime because of the different thermal profiles of 

different application. In migration process the main overhead comes from task suspension and 

resumption [18, 20].  

There is a significant difference in the temperature characteristics of different 

applications on different cores in the same multicore chip [20]. Therefore, it is very important to 
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study the behavior and thermal profile of different applications. Also, it is critical to use an 

efficient scheduling technique which should consider the application’s thermal behavior and 

profile.    

1.2  Proposed Solution 

We have proposed a proactive dynamic thermal management method based on the 

classification of the application’s thermal behavior. The application benchmarks classified and 

grouped based on the steady state temperature and thermal profile. The future temperature of the 

core is predicted by considering the rate of change of temperature at real time where the steady 

state temperature of any application is known.  

The grouped applications are scheduled using the coolest core algorithm where each 

application group has its own user defined threshold temperature. The threshold temperature of 

all the application groups is kept below to the average of grouped applications’ steady state 

temperature that is calculated offline.  

1.3 Report Organization 

This report is organized as follows. Chapter 1 discusses the introduction with the problem 

statement and proposed solution. Chapter 2 presents a detailed background study of different 

scheduling techniques. Chapter 3 presents the literature survey and review where we discussed 

different temperature aware scheduling techniques and results. In the Chapter 4 we discussed the 

research overview and methodology. Also, in the same chapter we explained the assumptions, 

experiment design and validation of the prediction method used in the experiments. In Chapter 5 
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we discussed the graphs and results of all the benchmarks. In Chapter 6 we conclude the report 

and discuss about the future work. 
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Chapter 2 

Background 

In this chapter, we take a look into the various basic terms used in the scheduling of a 

process. We start with the basic background about scheduling and different basic scheduling 

algorithm. Also, since our research focuses on temperature aware scheduling, we would discuss 

few basic scheduling techniques used to schedule tasks. We also emphasize on the different 

techniques that has been used at various levels – hardware, operating systems and applications.  

2.1 Scheduling Basics 

Scheduling is a method used to allocate system resources like memory, processor time 

and communication bandwidth to achieve the target with a minimum performance overhead. 

Scheduling algorithm is required to achieve multitasking (executing numerous tasks at a time) 

and multiplexing (simultaneous multiple flow transmission). The basic terms that are used with 

the scheduling process and algorithms are discussed below. 

 Turnaround time: The time between the process submission and its complete execution.

 Response time: It is defined as the amount of time scheduler takes when a request is

placed and when the first reaction is made.

 CPU utilization: It defines the busyness of the CPU. Typically, it ranges from 40% to

90% depending on the requests made to the processor.
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 Throughput: In the event when CPU is executing different processes that means some 

work had been done. The numbers of processes completely executed per time unit is 

called throughput. It may range from milliseconds to hours for long processes. 

 Waiting time: It is the time spent by the process spent waiting for the resources to receive 

the resources required for its execution. 

 

There are different kinds of operating system schedulers. These schedulers are responsible for 

making all the decisions from selecting next jobs to be admitted to next processes to execute. 

The different types are schedulers are discussed below. 

 Long-term scheduler: It is also called as the admission scheduler and is responsible to 

select the next job to be considered in the ready queue (main memory). When a process is 

requested to execute, the denial and authorization is decided by the long term scheduler. 

It is also responsible to control the extent of multiprogramming in the processor. It plays 

an important role in real time operations where it makes sure that the real time process 

gets sufficient CPU time to complete the execution. 

 Medium-term scheduler: In some cases scheduler removes the processes in main memory 

and then these processes are moved to secondary memory. It is also called as swapping-in 

and swapping-out. The medium-term scheduler is responsible for making decisions on 

processes to swap-out based on certain conditions. In case if the process is of low 

priority, process which is not active, when a process is page faulting or when the process 

requires a lot of space in the main memory.  

 Short-term scheduler: It is also known as the CPU scheduler. It decides which processes 

are ready in-memory and are ready to be executed after an I/O interrupt, clock interrupt 
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or a system call. The scheduling decisions by short-term scheduler more frequent and 

more as compared to long-term and medium-term scheduler. 

 Dispatcher: Dispatcher is the element in CPU scheduling that gives access of the CPU to 

a process which is selected by a short-term scheduler [21]. This involves the following 

functions- 

o Context switching 

o Switching to the user mode 

o Jumping to the location in the program to restart that program 

It should be very fast because it is invoked in every process switch. The time lag between 

stopping one process and starting another running is called dispatch latency [21]. 

 Scheduling Algorithms is responsible for making the decision on the allocation of 

processes which are already in the ready queue. In this section we describe different scheduling 

algorithms and how they minimize resource starvation. 

 

2.2   First-Come, First-Served Scheduling 

In this algorithm CPU is allocated to the process which has requested it first. The 

implementation of this algorithm is easily managed by the FIFO (First-In First-Out) queue. The 

process enters the ready queue and when the CPU is free it is allocated at the head of the queue. 

The average waiting time in FCFS algorithm is long as compared to other priority driven 

algorithms [21].  

  

P1 P2 P3 

0                                                                                                     24                    27               30 
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Figure 2.1: Gantt chart with Processes in Order 

As we can see the in the above figure, processes are arriving at time 0 with the length of 

the CPU bursts given in seconds. The waiting time for the process P1 is 0 milliseconds, for 

process P2 it is 24 milliseconds and for process P3 it is 27 milliseconds. Now if we calculate the 

average waiting time of the three processes, it is 17 milliseconds. If the processes arrive in 

different order say, P2, P3, P1, the average waiting time is 3 milliseconds. The waiting time 

difference is substantial in FCFS policy and it is a non-preemptive algorithm. 

 

2.3 Shortest-Job-First Scheduling   

 In this policy the length of the process next CPU burst is associated with the process and 

is used to allocate CPU to a particular process. It can also be explained as when CPU is open to 

accept process, it is assigned to the one which has smallest next CPU burst. In case if the next 

CPU burst is same for two or more processes, then FCFS algorithm is used to prevent a 

deadlock.  

 

P4 P1 P3 P2 

0          3                                                    9                             16                                              24 

Figure 2.2: Shortest Job First Gantt chart 

 From the figure [21] which shows the scheduling of different processes according to 

shortest job first algorithm. The waiting time of process P1 is 3 milliseconds, process P2 waiting 

time is 16 milliseconds, 9 milliseconds for process P3 and 0 milliseconds for process P4. The 

average waiting time is 7 milliseconds which is better than FCFS where the waiting time in this 

scenario would have been 10.25 milliseconds. This algorithm is proved better than FCFS in 
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terms of average waiting time. The real difficulty to implement this algorithm is in the prediction 

of the processes having next smallest CPU burst. Also, starvation is possible especially when we 

have too many small processes running in the system.  

 

2.4       Priority Scheduling 

 The priority scheduling is defined as the scheduling technique in which priority is 

assigned to each process and the process with the highest priority is scheduled first. In this policy 

the processes with equal priority are handled by the FCFS algorithm. In this technique the 

priorities can be assigned both internally and externally. Internal priorities depend on certain 

factors like, memory requirements, number of open files and time limits. External factors can be 

importance of the process, department sponsoring the work and others.  

 The priority scheduling can be both preemptive and non-preemptive. In an event when a 

process arrives in the ready queue, the priority of the process is weighted and compared to the 

other process currently executing. If the priority of the new process is higher than the one 

running and the process in the CPU is replaced by the new process, this will be preemptive 

priority scheduling. In non-preemptive scheduling the new task had to wait at the head of the 

ready queue till the current process is finished.  

 Starvation is one of the biggest problem with priority scheduling. In heavy loaded system 

with many processes with high priority, most of the processes of lower priority had to wait 

indefinitely and hence they are blocked for very long.  

 A solution to this indefinite blocking of lower priority processes is called aging. In this 

technique the priority of the processes that are waiting for a long time gradually increases with 

time. 
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2.5    Round-Robin Scheduling 

 Round-Robin scheduling is a preemptive algorithm. In this scheduling policy a time slice 

is defined and it is used for time-sharing systems. The ready queue behaves as a circular queue 

where CPU is allocated to each process for a pre-defined interval of time (time-slice). The 

implementation of the RR scheduling is done in a FIFO style where any new process is added to 

the end of the ready queue [21].  

 In RR scheduling, typically there are two cases, first where the time slice for a given 

process is larger than required and the process releases the CPU voluntarily to assign it to the 

process located at the very first place in the ready queue. In second case, if the time required to 

complete for a process is larger than the time-slice, the timer will go off, cause an interrupt to the 

operating system and execute context switch to put the process at the tail of the ready queue.  

 The performance of a RR scheduling algorithm depends on the size of the time slice or 

time quantum. If the time slice is extremely large, then the policy is very similar to FCFS and if 

the time slice is very small then RR policy is called processor sharing where it appear like n 

processes has its own processor. 

  In the software level context switching also plays an important role in the performance 

of the RR algorithm. If we have only one process of 13 time units and time slice is 15  time units, 

the process finishes in less than one time slice or time quantum. If the time slice is 7 time units, 

then the process will take 2 slices and a context switch to complete.  

 If the time slice is 1 time unit there is 11 context switches resulting in slowing the overall 

execution of the process. It can be concluded that turn-around time also depends on the size of 
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the time slice. Time slice should always be larger than the context switch time to avoid slow 

processing [21].      

 

2.5.1 Linux Process Scheduling 

 In Linux based system a priority based scheduling is used. It depends on the ranking of 

the processes depending on their need for the processor time. Higher priority tasks are scheduled 

before the lower priority tasks and the tasks with same priority are scheduled as per round robin 

algorithm. Higher the priority of the task longer the processor time-slice the process will receive. 

In Linux scheduling, priority of the tasks are defined by both, user and the system. Initially, 

every process has a priority called nice value, which ranges from -20 to 19. With 19 being the 

lowest and -20 is the highest priority, default value is always considered as zero. This is also 

known as static priority as it cannot be changed by the user [10].  

 The process scheduler makes decision based on the dynamic priority.  The dynamic 

priority is based on the function of static priority and process’s interactivity. The scheduler 

computes the priority by either penalizing or giving bonus to process by +5 to -5 range. In this 

way the priority of the process is defined and scheduled in a Linux based system.  
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Chapter 3 

 

Literature Survey and Review  

 

 In this chapter, we take a look into the various research techniques in the areas of 

temperature aware scheduling in single and multicore processor systems. Also, since our 

research focuses on temperature aware scheduling, we would discuss few reactive as well as 

proactive techniques used to schedule tasks with temperature control. We also emphasize on the 

different algorithms that has been used at various levels – hardware, operating systems and 

applications.  

 

3.1   Green Strategies in Large Scale Distributed Systems 

 The green strategies in large scale distributed systems explains the temperature and 

power saving problem in electronic devices. For the experiment Orgerie, Lefevre and Gelas [3] 

considered a Grid 5000 test bed which has 3400 processors. Here users can reserve the resources 

in advance. By analyzing it is concluded that the real percentage of work time is 50.57%. Energy 

consumption can be reduced by following methods. 

 Unused nodes switched off 

 Nodes usage is predicted based on what is required in the near future 

 Frequent ON/OFF cycles are avoided by aggregated reservations 



 13 

 To do this an Energy Aware Reservation Infrastructure (EARI) is implemented using an 

ON/OFF algorithm where resources is managed by the scheduler. The functions of the 

scheduler are (a) Scheduler gives resource access to users who have made reservations on 

scheduler program. (b) Energy parameters from the resources are monitored by energy 

senors. (c) Green advices data is sent to users back in order to let users choose the resources. 

(d) Infrastructure computes the consumption diagrams of past reservations and sends it back 

to the users. (e) This also makes decision over the resources ON/OFF state. 

 Energy monitoring is done for the different resources. Nodes at boot time consume 300W 

to 400W. The consumption of processor when it is idle takes 190W and quantity of power 

required while shutting down is 20W. The power consumed by the disk access application is 

10W and consumption due to high performance network communication is 20W-22W. CPU 

intensive application consumes power up to 20W-25W.  

 Resource Managing Algorithm uses R as a tuple (l, n, and t0) where l is the length of 

seconds of reservations, n is the required number of resources and t0 is the wished start time. To 

support a request it should have n < N, t0 > t where t is the actual time and L > 1. Every past and 

the future reservation write down into agenda. PIDLE and POFF is the power consumption when it 

is idle and off. EON to EOFF is the energy required to switch between ON and OFF. The algorithm 

is defined into two parts described as follows. 

 When reservation is submitted, R (l, n0, t0), we estimate different amount of energy 

consumption by R if it starts at  

i. at t0 (if not possible, t1 is the next possible start time) 

ii. Just after the next possible end time of the reservation tend 

iii. L seconds before the next possible start time tstart 
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iv. During the slack period tstack 

 Our goal is to aggregate reservation to avoid booting and turning off which consumes 

energy and raises temperature. The scheduler makes resource allocation by choosing resources 

with smallest power coefficient. Lower the energy consumed bigger will be the power coefficient 

and all this information is provided to the user. Also, the resource allocation uses the imminent 

reservation where the reservation will start in less than Ts seconds in relation to present time. Ts 

is the minimum time which ensures energy saving if we turn off the resource during this time. 

Using this algorithm they compared results in Figure 3.1 [3] for surprise reservation which is 

reduced substantially by EARI algorithm.  

 

 

Figure 3.1: Percentage of surprise reservations in relation to total reservation number 

 

3.2       Thermal Aware Task Allocation and Scheduling for Embedded Systems 

 In this section we look forward to an idea of task allocation and scheduling algorithm 

called as the thermal-aware approach for embedded structures. It is implemented by reducing 

peak heat ups in the circuitry and uniform thermal dispersal. W.L Hung et al. [6] proposed that 
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power, area and performance triangle in VLSI, says that optimization in one is achieved at the 

cost of the other two parameters. With the advent of VLSI technology, the miniaturizing of 

circuits has led to larger number of circuits to be mounted in one single chip. This hints rising 

power consumption, resulting heating up of the chip. High temperatures not only mar the device 

operation by affecting the delays in the circuit, electron level failures and leakage currents. This 

leads to additional expenses of cooling the chip by supplementary external hardware. The 

outcome of all above is the degraded reliability of the system. The power-aware design alone is 

inadequate to tackle the temperature glitch and so are various low power designs. The low power 

designs do not include spatial and temporal behavior. Though thermal-aware scheme being a 

subset of power-aware scheme, it proves to be a better solution as it marks maximal and average 

temperature reduction. The allocation and scheduling procedure (ASP) works with the task graph 

and architecture with target library as input. It outputs task mapping and scheduling on the final 

design. The worst-case power consumption and worst case execution times are saved for 

different implemented Processing elements.  

 The static and dynamic criticalities are computed. The distance between the present and 

last task is called the Static Criticalities (SC). The dynamic criticalities (DC) depend on a number 

of factors. The conventional ASP is applicable only in few areas but it ignores the temperature 

influence. To take care of this they proposed power/energy aware ASP and thermal-aware ASP. 

The thermal-aware accounts for the temperature in the system. The heat generation of an 

embedded system depends on various factors like the placement of the section and the power 

used up by various components. Computer aided tools are also implemented for sketching heat 

generation patterns. The temperature outline is obtained using a simulator named Hotspot. This 

tool considers the overall placement of sub circuits and their power and approximates almost 
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correct temperatures for each unit. The cumulative power used by each PE and overall power is 

passed as inputs to the ASP. The outputs from Hotspot are aggregated and DC is worked out. 

Using this approach the overall temperature of the embedded systems test bed is substantially 

reduced. As we can see from the Table 3.1 [6] below, temperature aware approach to schedule 

the tasks is proved to be better than power aware approach. The overall temperature and power is 

reduced in the experiment reading of thermal aware architecture technique. 

 

 Power Aware Arch. Temperature Aware Arch. 

Benchmarks Total 

Pow 

Max. 

Temp. 

Avg. 

Temp. 

Total 

Pow 

Max. 

Temp. 

Avg. 

Temp. 

Bm1 10.90 85.88 75.5 6.37 65.8 61.5 

Bm2 24.09 106.3 97.4 22.37 96.7 93.6 

Bm3 25.70 103.5 94.6 24.98 102.5 94.1 

 

    Table 3.1: Temperature Comparison of Power and Thermal Aware Approach 

 

3.3       Thermal Aware Scheduling in Multiprocessors (Operating System Level) 

 In this section we take a look into thermal aware scheduling in multicore processor at 

operating system level. Current microprocessor suffers decrease in performance due to more 

complexity and operating frequency. Due to multiple cores on common chip, results in more heat 

dissipation and hence affects the reliability and performance of processor. In this section a 

technique is presented to minimize those problems at operating system level. Stavrao and 

Transcoso [7] introduced dynamic thermal management in a multicore processor by combining 

coolest core and maximum scheduling threshold techniques.  
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Thermal-Aware Scheduling (TAS) helps in minimizing problems by considering temperature 

into process scheduling. In this technique temperature history is used by the operating system to 

determine the core on which a new and existing processes run. Dynamic Thermal Management 

(DTM) technique is used by most to avoid the workloads when temperature is increased. Lower 

temperature helps in cooling solutions when using DTM but high operation temperature can 

affect performance and hence reliability becomes the issue as it is based on operating 

temperature. In chip multiprocessors architecture per-core cooling capabilities are less efficient 

then single chip multiprocessors. 

 There can be two states in operating system that it can be idle or busy in executing some 

process and hence comes the need of scheduling for multiprocessor operating system. By 

implementing thermal aware scheduling at the system level (OS level) helps chip 

multiprocessors to avoid the modification of micro architecture. In this experiment Thermal 

Scheduling Simulator (TSIC) is used where different numbers of cores are modeled using 

different parameters including scheduling algorithm and maximum allowed chip temperature. 

Error recorded was less than 1 degree Celsius and thermal model was also validated using 

Hotspot simulator. Coolest Core algorithm is used in experiment. Using this algorithm process is 

scheduled on coolest available core. Maximum Scheduling threshold (MST) restricts scheduling 

on a core if threshold temperature is reached. If threshold is reached process is migrated to other 

core. 

 Results from the experiment indicates improved performance. First Experiment results 

shows inefficiencies increase when thermal awareness is done without scheduling. Algorithms 
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such as Coolest Core combined with MST heuristic result in decrease of number of migration 

and performance loss is reduced with temperature awareness. 

 

3.4       Thermal Aware fully loaded Process Scheduling 

 According to the Arrhenius equation, temperature increase of 10C results in 50% 

decrease in the reliability of an electronic device. In situations when we use DVFS to reduce the 

temperature rise caused due to processes, it may degrade the overall performance of the system. 

The technique of process migration provides support in these situations but there is no solution 

currently that can solve thermal problems when all cores or threads are active. In this section we 

take a look at the solution to this problem proposed by Dong Li et al. which is independent of the 

architecture and operates at the user application level without any change in the operating system 

kernel. To implement they used AMD 64bit Athlon processor and AMD K8 embedded 

temperature sensors. When the temperature of the processor is above the specified value, the 

process scheduling algorithm is initiated which resets the process priority to control rising 

temperature. 

 The process scheduling algorithm is described in the Linux 2.6 kernel on which the 

whole framework is based. In a typical Linux environment process with higher priority is 

scheduled before the less priority process and if the priority is same it will be accommodated in 

round robin. The process with higher priority receives longer time slice in Linux. All the 

processes have an initial priority which called nice value and its values ranges from -20 with 

highest priority to +19 of lowest priority. It doesn’t change with the user specification as it is 

defined as static priority. The actual or dynamic priority depends on the static priority as well as 

task’s interactivity which is defined by the scheduler and computes as a bonus or penalty of -5 to 
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+5. The thermal management system assigns nice value to each process depending on the 

relative resource intensity which allows reduction of the time slice for the higher priority hot 

processes when the temperature is high. In this way hot and cold processes are interleaved to 

reduce the heat produced due to high intensity processes.  

 

 

Figure 3.2: Thermal Management System Design 

  

 The thermal management framework shown in the above Figure 3.2 [10] has a process 

profile and a control daemon. The process information and reading of temperature sensors is 

done by the control daemon. Profiler is used to keep record of resource access counts. The 

scheduling algorithm works by initializing the process set as empty and reading the configuration 

file to access the threshold temperature and process priority range. The current CPU frequency is 

recorded.  

 Now the segment ID store is scanned to remove the finished processes and register the 

new ones in the process set. The current temperature is accessed through the sensor and 

compared if it is greater than the threshold and emergency temperature. In case it is more than 
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emergency temperature, CPU frequency is set to lower by DVFS. On the other hand if the 

temperature is lower than the threshold temperature, the event number of the process is accessed 

from the shared memory and its priority is decreased by 5. The advantage of using this algorithm 

is, it doesn’t compromise the system throughput if compared with Linux. The finishing time is 

within 4% of what achieved by Linux scheduling. The scheduling algorithm allows cold 

processes to finish up earlier than Linux scheduling and it is due to higher priority is assigned to 

cold processes to prevent the temperature rise. After the cold processes finish, the hot processes 

are immediately allocated more time slices and thus it can run faster. This helps to compensate 

time which was used by cold processes. By the end of all processes the final temperature is much 

lower when process scheduling algorithm is used.  

 

 

Figure 3.3: Comparison of both Scheduling Schemes 

  

 From the Figure 3.3 [10] it can be concluded that the processor temperature is lower 

when they have implemented the process scheduling algorithm than under normal Linux 

scheduling. 
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3.5       Other Temperature Aware Scheduling Techniques 

 Most of the current processors manufactured by Intel, AMD, and IBM uses dynamic 

voltage scaling in which clock speed is controlled by varying the supply voltage in the processor. 

This technique gets the maximum work done and hence is considered even when the objective is 

complex. In any case when the objective is complex or simple, the best strategy is always that 

makes more work done. D. Rajan and P.S. Yu [14] explains the difference in the decisions 

comprising job selection and system operating load. The concerns are with scheduling decisions 

with the decision of processing time to the active tasks as compared to the other task scheduling 

techniques. 

 It is proved that under many scenarios, simple system-throttling rules are sufficient to 

guarantee the maximum amount of work done. In this case they considered an alternate strategy, 

which is referred as the Zig-Zag operating policy. In this strategy, the scheduler operates 

between alternate stages of cooling and heating, in an attempt to increase the amount of work 

done while ensuring that the maximum temperature is below the threshold and emergency 

temperature. 

 B. Shirazi et al. [1] explained capable subdivision and scheduling of parallel programs on 

CPU and distributed computer systems which are considered challenging and significant issues 

in parallel processing. The parallel programs tasks are portioned into clusters. Once the parallel 

programs are portioned into clusters it can be represented as the directed acyclic graph.  

 Algorithms use properties of the input directed acyclic graph for determining the 

priorities, where it classifies the existing scheduling algorithms into four categories according to 

the properties used. These properties are node weights, distances, critical path, and few 
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combinations of these parameters. Some the algorithms used by implementing this technique are 

HNF (Heavy Node First), LC (Linear Clustering), DSC (Dominant Sequence Clustering), CPND 

(Critical Path Node Dominant) algorithms. In [20], an attempt has been made to study the nature 

of the application executing at the core using different kind of parameters. Wang et al. [20] have 

used OCIP (Off-Chip Instruction proportion), Cycle per instruction (CIP) and Off Chip rate 

(OCR) to determine the thermal characteristics of the given task and further made use of this 

information in the decision making and time-slice scaling implemented on the temperature aware 

scheduler. 

 In another study [11], Inchoon Yeo el al. presented another way to study the thermal 

profile of the application. They have used SPEC 2006 benchmarks to determine the steady state 

temperature of the overall multicore processor. By classifying different application into several 

categories, grouping is done using k-method. This grouping of different applications using k-

method from steady state temperature helped to put different applications in the same group with 

their thermal profiles. The applications in the same group is assumed to have similar thermal 

pattern.  

 Using this information and application grouping the thermal scheduling algorithm is 

designed to migrate the task in the multicore processor environment to the core which will take 

maximum time to reach the threshold temperature during the execution of a particular 

application, grouped in a specific category. Also, they have used the slope value of the thermal 

patterns of the application to determine the group of that application at run time. In this method, 

access the current running temperature of the application. The thermal pattern can be divided 

into two major regions which are steep and flat region. In the steep region, the temperature of the 

running application suite will increase quickly before it reaches flat region where after sometime 
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the temperature reaches close to the steady state temperature and that region of the pattern 

becomes flat because the temperature in this region remains more or less the same in the range of 

±5C.  

 To show the regions and method to determine the group of the application suite, 

following graph can be used.

 

 

Figure 3.4: Thermal Pattern of an Application 

 As we can see from the Figure 3.4 that the thermal pattern of an application is divided 

into two parts, i.e. steep and flat region. Also    it clearly shows that the temperature of the 

system rises till 250 seconds and after that period of time it tries to achieve a steady state 

temperature and maintains its temperature within the range of ±2C. To determine the group of 

the application first we have calculated the slope of the groups of SPEC CPU applications which 

were grouped based on the steady state temperature. In order to calculate the slope following 

equation is used. 

Sr  =   T(r + Δt) – Tr    (3.1) 
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In the above equation (3.1), Sr is the slope of the thermal pattern of any application in the 

r region. R region can be either steep or flat depending on the value of the slope. T(r + Δt) is the 

current temperature, Tr is the previous temperature and Δt is the predefined time interval. Using 

this equation group of the running application is determined. In the case of new application the 

current temperature of the running application suite is accessed twice in a predefined time 

interval. Using above equation to compute the slope value, any given running application can be 

matched with the slope value of the group in a particular region. Also, the slope value of all the 

four groups is known in both steep and flat regions to match with the running application slope. 

In our experiments we have used the same assumptions but the classification of applications is 

done based on their steady state temperature.  

We have done a rigorous survey and had gone through many different techniques and 

scheduling algorithms which helps in reducing the power and temperature at different levels i.e. 

application, operating systems and hardware. These different research articles has given a lot of 

directions for the future work in the field of power and temperature aware scheduling and 

computing. These techniques presented in this chapter helps decreasing the temperature of the 

cores of the processor as well as total energy consumption. In this way we are still in search of 

more feasible and cheaper technique that can be easily applicable. Based upon these studies we 

evaluated our temperature aware scheduling algorithm using different CPU intensive benchmark 

applications. Also, most of the techniques discussed so far has not considered the behavior of 

different applications. In the next chapter we have explained the experiment setup, assumptions, 

simulators and algorithm used towards the completion of our experiment and research thesis. 
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Chapter 4 

Research Overview and Methodology 

In last chapters we have discussed the motivation behind the research and where most of 

the techniques discussed so far has not considered the behavior of different applications at the 

processor level. In this chapter we have explained the research overview, experiment setup, 

assumptions, simulators used and algorithm used towards the completion of our experiment and 

research thesis. 

4.1  Research Description 

In the previous few chapters we have discussed about the different dynamic thermal 

management techniques and concluded that most of the techniques are not aware of the type of 

application. It is discussed that there are different functional units in applications which affects 

the operating temperature and hence the temperature difference between different types of 

applications can be up to 9C [11].  

In this research project we propose a simple accurate prediction method that is used to 

profile the thermal behavior of different applications and then use that data to classify these 

applications into different groups. The main contributions of the project is divided into following 

parts. 
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 We have classified applications into different groups by their thermal behavior which is 

based on the steady state temperature. Steady state temperature is defined as the 

temperature reached at the processor level when an application is executed infinitely.

 We have implemented coolest core temperature aware scheduler in the multicore 

processor system and we demonstrate that our technique has successfully decreased the 

peak and overall temperature of the processor. We have compared our proposed method 

with the Linux Standard Scheduler (LSS) and had achieved better results. Also, in order 

to implement this technique no additional hardware is required.   

4.2  System Characteristics 

The system characteristics in which the experiment is performed are listed in the table 

below. 

Parameters Description 

CPU Intel (R) Core (TM) 2 Quad Q6600 2.4 GHz 

L2 Cache 4096KB 

Memory 2GB 

Storage Intel SATA X25-M 80GB SSD 

OS Ubuntu 10.10 

gcc/g++ v4.4.5 

emacs v23.1.1 

Table 4.1: System Environment 
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4.3  HotSpot and Quilt Tools 

We have used HotSpot v 5.0 simulator and Quilt v1.0 tool for implementing our proactive 

temperature aware scheduling method and to design the floor plans for multicore processor 

system. HotSpot helps to provide the runtime responses which can be used to implement 

thermal aware algorithm that can change the processor’s behavior and hence prevent thermal 

emergencies rather than depending on the expensive thermal packaging solutions. We have 

used Intel Quad Core Q6600 processor design to implement our proactive temperature aware 

method. HotSpot is written in C and it also have a very simple set of interfaces to study 

power aware aspects and can be used with other simulators to include more parameters in the 

experiment.    

Quilt tool allows user to rapidly build floor-plans of integrated circuits providing both 

visual aid and input to the HotSpot simulator. It stands for Quick Utility for Integrated circuit 

Layout and Temperature modeling. This tool is platform independent and is written in Java.  

4.4  Assumptions 

We have proposed a method to predict the future temperature at any point of time during 

the execution of a specific kind of application. This method depends on two proven 

assumptions.  

According to the first assumption, the rate of change of temperature during the execution 

of any application depends on the difference between current temperature and the steady state 

temperature of the application [11] [14]. This assumption gives a heat transfer equation 

which can be used to determine the future temperature in a core at any given point of time. 
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By solving the differential equations considering initial and infinite time, the future 

temperature of a core executing any application can be estimated. The heat transfer equation 

is derived as follows. 

           dT/dt = c × (Tss – T)                          (4.1) 

where c is the processor constant, Tss is the steady state temperature and T is the current 

temperature. 

 At the initial and infinite time, T(0) = Tinit and T(∞) = Tss              (4.2) 

Solving these two equations with the differential equation (4.1) is done as follows, 

Equation (4.1) can be written as, 

dT/dt + bT = cTss                             (4.3) 

the above equation is in the form of dy/dx + P(y) = Q 

Now the integrating factor is e ∫ P.dt  and the integrating factor in the above equation would be, 

I.F = e∫c.dt = ecT  

 The complete solution of the equation is computed as follows, 

T × I.F = ∫ Q (I.F) dt + C (4.4) 

Putting values of equation 4.3 into the complete solution equation (4.4) we get, 

T ecT = c Tss × ∫ect dt + C  

Solving this further, T ect = Tss ect + C   (4.5) 

Considering the initial and infinite time and putting those values in equation (4.5) we get, 

Tinit = Tss + C 

And, C = Tinit – Tss at T(0) 

Now putting the value of C in equation (4.5) to get a complete solution we have, 

T ect = Tss ect + (Tinit – Tss)   (4.6) 



29 

Rearranging equation (4.6) we get our final desired equation as follows, 

T(t) = Tss – (Tss – Tinit) × e-ct  (4.7) 

Equation (4.7) is the final equation that can be used to predict the future temperature of 

the core executing any specific kind of application. It is also used to validate the groupings of the 

application discussed in next section. 

The second assumption we have considered in this method is the applications in the same 

thermal groups have similar thermal patterns. We have also considered and measured the slopes 

of the different thermal patterns in steep and flat regions and concluded that the thermal pattern 

of the applications belonging to the same groups have similar slopes in the particular region. The 

regions of the slopes considered are steep and flat regions. 

4.5  Grouping of the Applications 

We have done the classification of all the applications by the steady state temperature. In 

our experiments we have used SPEC CPU 2006 benchmark applications, as most of the 

applications are CPU intensive with almost 100% utilization. We have also calculated by running 

several benchmarks that the value of hardware constant b is almost equal to 0.0064 when the 

workload is 100%. We run the entire SPEC CPU 2006 benchmark application suite on the 

processor to get the steady state temperature of applications, which is required to group them into 

different category groups. We accessed the current temperature of the processor cores at runtime 

and hence calculated the hardware constant b for each core in the processor.  

We measured the steady state temperature of each application to identify the thermal 

group. We run SPEC CPU 2006 application suite on HotSpot to calculate the steady state 
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temperature and then calculating the average temperature of the chip microprocessor. The suite is 

supposed to run until the temperature doesn’t change further. In this way steady state 

temperature for each application suite can be calculated.  

The table below shows the different SPEC CPU 2006 application groups with steady 

state temperature. 

SPEC CPU Applications AVG. Temperature Group 

400.perlbench 78C 2 

401.bzip2 77.4C 2 

403.gcc 77.7C 2 

429.mcf 81.2C 3 

433.milc 73.5C 1 

435.gromacs 84.7C 4 

445.gobmk 74.5C 1 

454.calculix 81C 3 

456.hmmer 80.5C 3 

458.sjeng 73C 1 

462.libquantum 86.5C 4 

464.h264ref 75.1C 1 

Table 4.2: Grouping SPEC 2006 CPU Application Benchmarks 
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As we can see from the Table 4.2 that all the application suites are categorized into 

groups using their steady state temperature. There are four groups and all applications belonging 

to the same thermal groups have same thermal patterns. In the next section we discussed about 

the thermal patterns and prediction of the application at the runtime and how it would be used to 

determine the group of a particular application. 

4.6 Classification of Application at Run Time 

         In this section we demonstrate the method to predict the temperature of any executing 

application suite. To determine the group of any running application we will use the data of the 

last section which is calculated offline while creating different groups.  

We aimed to maintain the overall temperature of the processor below the threshold and to 

achieve it, our model consider the equation (4.7), where the current temperature of an 

application can be derived if the offline data about the group and its steady state temperature is 

known. Here we rearrange the equation to come up with another equation, which is mentioned as 

follows. 

Tss = ((T𝑡) - 𝑇𝑖𝑛𝑖𝑡 𝑒-𝑐𝑡)/(1  - 𝑒-𝑐𝑡 )      (4.8)

Using the above equation (4.8) steady state temperature of an application at runtime can 

be calculated. We run the application for a definite amount of time which can be said as t and 

then access the temperature of the core in multicore processor. Once we get the values of current 

temperature, initial temperature and hardware processor constant c, the steady state temperature 

of the running application can be calculated.
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This predicted steady state temperature can be related to the application groups which are known 

and calculated offline. In this way a running application suite can be categorized in the particular 

group. The application groups used to categorize the SPEC 2006 benchmarks are shown in the 

Table 4.2. Also, to map a running application into a group can be determined by the scheduler 

based on the data available offline and matching the steady state temperature of each group.  

4.7 Validation of the Prediction Method 

In the previous section we determined the group of the running application to predict the 

future steady state temperature. This helps to determine the behavior and thermal pattern of the 

application. In this section we discuss the correctness of the prediction method and validate the 

data calculated.  

To achieve the validation of the data and prediction method we run a few of the SPEC 

2006 benchmarks and predict its group using the method explained in the previous section. Once 

we obtain the predicted steady state temperature we actually match it with the available offline 

data which we obtained in runs. The offline run data has steady state temperature based on what 

the pre-determined applications’ groups were made. In order to make the validation process 

rigorous we tested all the application benchmarks to measure the error in the peak and average 

overall temperature before it reaches the steady state temperature. By studying the thermal 

patterns we observed the points of maximum diversion and calculated the temperature error 

value obtained by prediction method as compared to the offline. We calculated the average 

temperature error value of 0.18C.  
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In the next chapter we have discussed the results obtained by running different 

application suites using our prediction method and had compared it with the standard Linux 

scheduler runs. We have observed and had shown how our method is better as compared to 

other traditional methods. The graphs in the next chapter shows the cooler runs of the 

application suite and how it has affected the peak as well as overall temperature. 
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Chapter 5 

Results and Graphs 

The temperature aware scheduling using application behavior is implemented with the 

coolest core algorithm. In this chapter we show the different benchmark runs in graphs using our 

temperature aware predictive technique in comparison to the Linux standard scheduler. We 

compare our results with the one obtained by running the same benchmarks using Linux standard 

scheduler. In the experiment we have used Hotspot to run different application benchmarks. We 

started by running the benchmarks and getting all the offline data. In this we run SPEC 2006 

application suite individually until the temperature doesn’t change further which is known as 

steady state temperature. We analyzed the values of steady state temperature obtained offline that 

helps to categorize the benchmark applications into groups. As we discussed in the last chapter 

section 4.4 and 4.5 the application groups is the part of the prediction model. Also our 

experiments are based on the assumptions we discussed in the previous chapter. We used the 

heat transfer equations to derive the relation between steady state temperature with the current 

temperature of an executing application and initial temperature of the processor. The equation 

can be used to group the application during execution. The group of the running application 

helps us predict the future steady state temperature. This predicted steady state temperature of 

the application can be used in scheduling the application and migrate the task before it reaches 

the threshold temperature. The threshold temperature of the group can be defined at the user end. 

We defined the threshold temperature of the groups lower than the actual steady state 
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temperature of the applications’ group. The applications are then scheduled using coolest core 

algorithm. In the results we have found that our technique and prediction method reduces the 

average peak temperature as compared to the standard Linux scheduler. 

5.1  Result Graphs 

 In this section we have graphs of the results obtained by running experiments on different 

SPEC 2006 benchmarks. All the graphs are compared as per our temperature aware scheduling 

with Linux standard scheduler. In the following graphs we have clearly showed how our 

technique helps reduce the peak operating temperature at run time. In the graphs, average 

temperature of all four cores is considered and it shows how temperature aware scheduler (TAS) 

runs cooler as compared to Linux standard scheduler (LSS). 

 The graphs also shows the steady state temperature attained by each application suite and 

we have categorized each application into groups.  

  

 

Figure 5.1: Temperature pattern comparison of 400.perlbench benchmark run using TAS and 

LSS.
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Figure 5.2: Temperature pattern comparison of 401.bzip2 benchmark run using TAS and LSS. 

 

 

 

Figure 5.3: Temperature pattern comparison of 403.gcc benchmark run using TAS and LSS. 
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Figure 5.4: Temperature pattern comparison of 429.mcf benchmark run using TAS and LSS. 

 

 

 

Figure 5.5: Temperature pattern comparison of 445.gobmk benchmark run using TAS and LSS. 
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Figure 5.6: Temperature pattern comparison of 456.hmmer benchmark run using TAS and LSS. 

 

 

 

 

 
 

Figure 5.7: Temperature pattern comparison of 458.sjeng benchmark run using TAS and LSS. 
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Figure 5.8: Temperature pattern comparison of 462.libquantum benchmark run using TAS and 

LSS. 

 

 

 As we can see in the above figures that the peak temperature has been reduced using our 

temperature aware scheduling using coolest core as compared to the Linux standard scheduler in 

all of the benchmark application suites. We have also observed the thermal temperature patterns 

of the different application suites and when steady sate temperature is attained. We have 

successfully categorized the applications based on the steady state temperature. The grouping of 

the applications is done at the run time and we have validated the data and groups by running 

each application offline until we get the steady state temperature.  

 In the next section we have discussed about the different groups and application falling in 

each of the category and it clearly shows the applications having same thermal groups reach 

similar steady state temperature range. We run experiments individually for each application 

benchmarks and allowed processor to cool down before initiating another run of the benchmark.  
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5.2 Applications’ Grouping 

In this section we define the groups of the applications based on the data, which is 

collected during the experiments offline and online. The temperature range for each thermal 

group is defined by considering the steady state temperature and nature of the application. We 

have also considered other parameters such as thermal pattern, complete execution time, peak 

and average temperature, into grouping of the application benchmarks. In the previous chapter 

we have described the groups of different applications. In Table 4.2, the groups of the individual 

applications are mentioned.  

In the table below grouping of the applications made is described on the basis of 

temperature range. As per the data collected offline we considered and placed the applications 

into different groups. Please see the table below, which describes steady state temperature range 

for four different application groups.  

SPEC CPU2006 Applications 

(Grouping for 100% Workload) 

Steady State Temperature Range 

(Celsius) 

Group - 1 72 - 75 

Group - 2 75.1 - 78 

Group - 3 78.1 - 82 

Group – 4 82 - Above 

Table 5.1: Application Groups with Temperature Range 
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Chapter 6 

Conclusion and Future Work 

6.1  Conclusion 

In this research we have tried to achieve the goal of reducing the overall and peak 

temperature in a processor and also avoid thermal emergencies during the execution of 

application. This research shows considerable improvements can be achieved when we consider 

the nature and behavior of the applications. Our experiments and results show how the 

temperature characteristics of different applications differ on the same multicore chip.  

We categorized the same kind of applications in the same group according to their steady 

state temperature. Also, we have used the coolest core algorithm to schedule the tasks during 

run-time and the prediction method uses the offline data to categorize the new application and 

predict its group by accessing the operating temperature of the application in a pre-defined time 

frame.  In the conclusion, our results show that the peak temperature of different applications has 

been reduced in the temperature range from 1.0 - 1.6C. The overall temperature of the four cores 

is reduced by 1.4C on an average for the SPEC 2006 application benchmarks. We have validated 

the prediction method using the offline runs of the benchmarks. 

6.2 Future Work 

Some of the future work on this research can be as follows: 
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 This prediction method can be applied to different application suite benchmarks and real 

time applications.

 We have used the coolest core algorithm to schedule the tasks but there is a good scope of 

implementing other temperature aware scheduling algorithms with this prediction 

method.

 In coming years, applications and workload will play major role in the design and 

development of dynamic thermal management systems and this prediction method can be 

implemented to different floor plans with 8/16/32 cores. 
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