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Abstract

Evolutionary Algorithms (EAs) are useful in solving prohibitively large search problems

in a limited amount of time. Where even the most efficient standard search algorithms can

become unwieldy as the solution space expands, such algorithms can provide a near-optimal

solution in a fraction of the time.

The application of both evolutionary and more traditional search algorithms to ge-

ographic districting problems is complicated both by the need to satisfy multiple, often

contradictory, quality heuristics and also by the need for geographic connectedness. Because

of this connectedness constraint, the ability of Evolutionary Algorithms to recombine, or

evolve, existing solutions with the aim of creating even better solutions is hampered by the

high likelihood of such changes producing an unconnected, and therefore invalid, solution.

This dissertation explores the difficulties involved in solving geographic districting prob-

lems with a contiguity constraint by first evaluating performance on real-world data for a

small municipal area. Next, two key sub-algorithms — called Neighborhood Mutation and

Local Repair — are introduced that can vastly reduce the incidence of invalid solutions in

the population, and these sub-algorithms are objectively evaluated in a sandbox environ-

ment. Then, the full Evolutionary Algorithm, including Neighborhood Mutation and Local

Repair, are executed on a statewide scale and its effectiveness is observed for independently

satisfying multiple quality heuristics.

Finally, we assess the efficacy of the Evolutionary Algorithm to solve districting problems

with multiple, sometime conflicting, quality heuristics. First, a traditional weighted multi-

objective heuristic function is evaluated. Next, the heuristic evaluation task is divided among

multiple, independent agents tailored for a specific quality attribute. These agents, which
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are formed into separate pools for each heuristic, then collaborative to produce an objective

value for the entire solution.

Results show that for districting problems with a geographic contiguity constraint,

a generic Evolutionary Algorithm can produce high-quality candidate solutions, but the

progress of such algorithms is hindered by the increasing percentage of invalid solutions that

are produced over time. We show that the Neighborhood Mutation and Local Repair algo-

rithms are each highly effective in independently preventing invalid solutions from entering

the population — and are even more effective when combined — in both sandbox and real-

world scenarios, thus allowing the Evolutionary Algorithm to converge toward more nearly

optimal solutions in a similar or even shorter amount of time.

Finally, we show that multiple, independent agents can separately evaluate the quality

of part of a multi-objective heuristic and then collaboratively combine those assessments into

a single fitness value that can perform comparably to a traditional, weighted multi-objective

heuristic function.
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Chapter 1

Introduction

“Considering that we live in an era of evolutionary ev-

erything — evolutionary biology, evolutionary medicine,

evolutionary ecology, evolutionary psychology, evolution-

ary economics, evolutionary computing — it was surpris-

ing how rarely people thought in evolutionary terms.”

— Michael Crichton [51]

Evolutionary Computation (EC) in general, and Genetic Algorithms (GAs) in particu-

lar, are a “general, adaptable concept for problem solving” and are “especially well suited

for solving difficult optimization problems” involving prohibitively large search spaces and a

limited amount of time. [13, 15] Where even the most efficient standard search algorithms

can become unwieldy as the solution space expands, evolutionary algorithms can provide a

near-optimal solution in a fraction of the time.

The concept of Evolutionary Computation, and of Genetic Algorithms, stems from

observations that, in nature, the processes of selection, reproduction, and mutation not only

propagate a species from one generation to the next, but also improve the suitability, or

adaptation, of a species to its environment over time. It is theorized, but widely accepted as

axiom, that through this process the improvement and spread of desirable abilities or traits

within a species, and also speciation itself, occurs.

1



In computer science, these concepts are embraced in the field of EC, which has the

generalized aim of both effectively representing a problem within software and, over time,

recombining potential solutions to that problem in such a way as to promote the longevity,

or survival, of desirable solutions, or parts of solutions, to the problem. This is usually

accomplished by defining a heuristic function that quantifies the suitability of a solution to

the problem in such a way that it can be compared and ranked relative to other potential

solutions. This quantity, usually called a fitness measure, is used to allow the relatively

more-frequent selection of higher quality solutions as “parents” whose genetic makeup is

then recombined or altered in varying ways to produce a new “child” solution that, it is

hoped, will embody the more desirable parts of each parent and, therefore, become an even

more fit, or suitable, potential solution to the problem.

This process of recombining parents to produce children leads to a new set of potential

solutions, usually called a new generation, which then becomes the pool of available par-

ents for this to repeat for as many generations as desired or necessary. Evolutionary and

Genetic Algorithms typically continue to produce new generations until an arbitrary time

limit expires, until a set number of generations has been reached, until a certain threshold of

quality in potential solutions has been met, or until appreciable improvement in the quality

of potential solutions is no longer occurring in subsequent generations. Once an algorithm

terminates, the most suitable solution found is then returned as the best available solution

to the problem.

1.1 Research Goals

In this research, we wish to explore the ability of Evolutionary Computation, specifically

a modified genetic algorithm, to take a large geographic area and associated demographic

data for that area and produce a set of geographic districts comprised of multiple smaller

geographic parcels that are grouped according to any chosen criterion or criteria. This

type of problem, typically referred to as a districting problem, poses unique challenges both
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in achieving multiple, often conflicting, attributes of quality as well as satisfying difficult

geographic constraints.

For example, given a data set consisting of small geographic areas (e.g. U.S. Postal

Service Zone Improvement Plan (ZIP) code parcels, census tracts, or similar small sections)

and an associated set of demographic or similar information for each of those areas, we

hope to show that Evolutionary Computation can generate any number of sets of districts

of associated parcels based upon the characteristics of any desired demographic criterion or

criteria. The criteria for these associations can be quite varied, and the manner of association

of parcels can be such that associated subsets may be either geographically contiguous or

separated.

The number of possible associations can quickly lead to an unrealistically large search

space, even for small physical areas. For example, the area of Jefferson County, Alabama

— excluding the surrounding metropolitan area — alone consists of 59 distinct zip codes.

If we desired to partition these zip codes into five sets, based on an any arbitrary criterion,

we would have a solution space of 559 possible solution sets if geographic contiguity is not

required, or more than 1.7 × 1041 possible solutions. If geographic continuity of a set is

necessary, the number of possible solutions is much smaller, but still unrealistic to search.

For an implementation with a statewide data set, a significantly larger number of zip codes

— more than 800 in Alabama — vastly increases the search space. To partition this set into

seven geographic regions would result in a search space of roughly 7811 and to partition it

into 105 districts would result in about 105811 possible combinations, both of which are as

near to infinity as practicable.

More accurately, the number of ways to partition a set of n elements into k non-empty

sets is shown in the Stirling number of the second kind: [8][12][177][49]

S2(n, k) =
1

k!

k∑
i=1

(−1)i
( k

(k − 1!i!)

)
(k − i)n (1.1)
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The application of traditional and evolutionary algorithms to the solving of districting

problems is not new, but both traditional and evolutionary methods begin to degrade when

multiple, independent quality heuristics are addressed simultaneously. Performance is im-

pacted even more when geographic constraints such as district contiguity — which is difficult

to quantify in a manner other than binary — are considered.

There are general similarities between many traditional search algorithms, which typi-

cally start with a candidate solution and then repeatedly iterate through its “neighborhood”

by making small changes in hope of quality improvement, and evolutionary algorithms, which

likewise operate on a a pool of many candidate solutions, modifying them over and over in

hope of finding improved solutions. But both struggle with districting problems with conti-

guity constraints, where an otherwise good solution is considered invalid because of one or

more geographic units in a district that are disconnected from the rest. In fact, with such

a constraint in place, most random modifications to a valid solution would tend to produce

an invalid solution as a result.

We aim to implement two approaches to mitigate the effects of discontiguous solutions

in solving such districting problems with evolutionary algorithms. First, we intend to em-

ploy a preventative algorithm that uses an informed method of mutation that, compared to

purely stochastic mutation, is less likely to produce a new candidate solution that is invalid.

Secondly, we intend to create a remedial algorithm that will detect and attempt to correct

minor contiguity flaws in a candidate solution with the aim of rendering that solution valid

once again.

The problem of reconciling multiple independent quality heuristics is similar. In real-

world districting problems, many considerations such as population equality, geographic

compactness, preservation of communities, and socioeconomic equality, to name a few, must

each be addressed, despite in many cases being incompatible with each other.
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We attempt to address this by utilizing multiple intelligent software agents, each with a

differing perspective of the simulated environment, to act as “stakeholders” for one or more

quality heuristics for the search.

Research has shown that the use of intelligent software agents in evolutionary algorithms

is becoming more common [156, 45], but many approaches to this regard the individuals in

the population as agents themselves, rather than a truly independent software component.

Agents, and multiple agent systems (MAS), have increasingly been associated with Evolu-

tionary Algorithms, and although there has been wider acceptance of agent-based modeling

in geospatial systems, limited research is available on the use of EAs in discovering geo-

graphic associations among discrete geographic units. There is even less research available

on the use of multiple intelligent heuristic agents in informing the fitness functions of Genetic

Algorithms.

Utilizing separate agents for independent evaluation of specific quality attributes allows

each to inform, individually, on the quality or suitability of a solution in terms of that specific

attribute and, collectively, on all attributes. Therefore, the quality measure of any candidate

solution will no longer be based upon a single calculation, but upon the collection of inde-

pendent calculations from multiple independent agents with different heuristics particular

to the interests of each agent. When considered together, the agents can produce a single

quality measure for each candidate solution that can be used for ranking purposes, which is

necessary in Evolutionary Algorithms during selection and reproduction operations. Thus,

the population as a whole will tend to evolve and produce candidate solutions with fitness

values that, on average, are increasingly suitable for most or all of the intelligent agents.

We further expand this this concept by implementing two or more “pools,” or “agencies,”

each of which is composed of a collection of agents that — within that pool, at least — have

similar perceptions of the simulated environment and quality goals for candidate solutions.

However, since each separate pool is concerned with its own quality metric, one pool’s

perceptions may conflict with another pool. Thus, when one pool would tend to find all
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or part of a candidate solution appealing, the competing pool may not necessarily rate all

or part of that same solution as highly. The total quality of any candidate solution then

depends on the combined quality estimations of each of the agents.

When two or more separate pools of agents evaluate the quality of a candidate solution,

some of these quality measures will be adversarial in nature to the criteria favored by other

pools. But at the same time, the members within the same pool will share some in common a

set of similar, collaborative criteria. Therefore, any given candidate solution will be assigned

a quality value by competing pools of both collaborative and adversarial intelligent agents,

in which the separate pools may be adversarial in their goals, but the members within those

pools are collaborative in theirs.

The matter then becomes one of how to resolve the two competing fitness values assigned

by each pool. If we presume that the pools are adversarial in nature, then in many cases as

one pool would tend to assess a relatively high fitness value for a candidate solution, we would

expect the competing pool to assess that same candidate solution relatively lower. In this

situation, we hope to reduce these dual values to a single fitness score that reflects a measure

of agreement — or disagreement — between the two pools. Thus, the modified fitness value

that is used to order the candidate solutions in the population will come to reflect the degree

to which both pools of agents agree on the suitability of a solution. Through this approach,

we hope to show that the most mutually agreeable solutions rise to the top and propagate

into subsequent generations, eventually producing a candidate solution that both pools of

agents find to be the most nearly agreeable or, conversely, the least disagreeable.

1.2 Hypotheses

Hypothesis 1 Evolutionary Algorithms can successfully produce increasingly improving

solutions for districting problems with a geographic contiguity constraint and one or more

independent criteria for heuristic evaluation.
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Hypothesis 2 The negative impact of a geographic contiguity constraint on an evolution-

ary algorithm can be mitigated by modification of destructive operations, such as recombi-

nation and mutation, to limit the likelihood of infeasible genetic characteristics entering the

population.

Hypothesis 3 The negative impact of a geographic contiguity constraint on an evolution-

ary algorithm can be mitigated by the implementation of a mechanism to detect and repair

infeasible portions of the genetic string.

Hypothesis 4 Independent Intelligent Agents, each with differing perceptions of the sim-

ulated environment and goals for candidate solutions, can work together to provide fitness

estimates that will allow the population to evolve increasingly more fit solutions.

Hypothesis 4-A A set of Independent Intelligent Agents can disagree in the relative

fitness of candidate solutions, yet cooperatively inform on the fitness to produce a

ranking measure that will allow an evolutionary algorithm to evolve the population

over time.

Hypothesis 4-B Given a set of Independent Intelligent Agents informing on the fit-

ness of candidate solutions in a genetic algorithm, the presence of candidate solutions

that are infeasible to one or more agents, but not all agents, can still prosper and

evolve into candidate solutions that are feasible to all agents.

Hypothesis 4-C Given two or more pools of independent agents, each of which is

comprised of a group of agents that have similar perceptions of the simulated environ-

ment and goals for candidate solutions, and each of which has differing perceptions

and goals from the other pools, these pools of agents can work collaboratively within

the pool and adversarially (i.e. externally) between pools to produce a ranking mea-

sure that will allow for the operations of an Evolutionary Algorithms to positively

evolve the population over time.
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1.3 Research Overview

The first phase of this research focuses on a traditional Genetic Algorithm working with

a small set of geographic parcels — less than 60, representing a single county. This phase

centers on the construction of the Genetic Algorithm itself, the representation or encoding

of the geographic parcels in software, the development of a meaningful fitness measure, the

incorporation in the design of appropriate patterns to support later phases of research, and

establishing a baseline of performance for the algorithm and its heuristic measures.

Next, the research focuses on objectively evaluating the performance of a modified Ge-

netic Algorithm in a controlled, sandbox environment with simulated data that is of a large

enough size to contain a number of geographic parcels comparable to what would be found

when performing a districting problem on a typical U.S. state. The algorithm’s performance

is objectively assessed in terms of population size, selection method, recombination effective-

ness, and mutation effectiveness. Two algorithms are implemented for reducing the incidence

of invalid solutions in the population: a Neighborhood Mutation algorithm that attempts

to prevent the creation of invalid solutions; and a Local Repair algorithm that attempts to

correct small discontiguity errors that do occur. The effectiveness of these algorithms are

independently assessed using the sample data set and sandbox.

Third, the algorithm is tailored based upon previous results and employed on a state-

wide scale using real-world demographic and geospatial data for the state of Alabama —

Encompassing more than 640 geographic parcels — and tested with a number of differing

quality heuristics.

Finally, the algorithm’s performance is tested with a multi-objective heuristic function

and then using pools of software agents, each of which has its own quality criterion, to

together assess each of the quality criteria.
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Chapter 2

Literature Review:

Evolutionary Computing

“(I resolved to) conduct my thoughts in such an order that,

by commencing with objects the simplest and easy to know,

I might ascend, little by little, and as it were, step by step,

to the knowledge of the more complex.”

— Rene Descartes [59]

2.1 The Beginnings of Evolutionary Computation

Through the processes of neo-Darwinism evolutionary theory — reproduction, mutation,

competition and selection — the best individuals in a population are presumed to persist

and bear offspring from generation to generation, thus preserving their traits and abilities,

and more importantly the genetic material that makes them stronger, better, or otherwise

superior to the rest of the population [53].

It can be presumed that, through attrition, those individuals that perform poorly are

eliminated from the population by either physical death or by genetic death (i.e., not repro-

ducing) and those that are fit and possess desirable characteristics survive and reproduce. It

is through this process that the population as a whole evolves its fitness and characteristics.
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Fogel writes that Darwinian evolution is “intrinsically a robust search and optimization

mechanism” [68]. Artificial intelligence methods can leverage this premise to solve complex

problems [152]. Evolutionary Computation (EC), and more specifically Genetic Algorithms,

applies this biological theory to the solving of complex problems through simulated evolution.

When introducing Evolutionary Computation, Fogel succinctly describes evolution as a “two-

step process of random variation and selection” [66].

To accomplish this, a set of anthropomorphic or otherwise representative objects is

created to model, in software, a candidate solution to a complex, real-world problem. These

candidate solutions comprise the population and are considered to simulate some of the

capabilities of a biological organism, such as the ability to combine, or mate, with another

instance and, in doing so, exchange genetic material to produce a new instance: an offspring

or child [152].

The process of mating and reproduction allows the creation of any number of distinct,

subsequent generations. By selecting the individuals in the population that are deemed to be

the most desirable — and therefore are presumed, but not guaranteed, to possess the more

desirable traits — as parents for the next generation, it is hoped that the average quality

of the population can be improved over time [66]. The advantages of Evolutionary Com-

putation in solving difficult optimization problems include the simplicity of this approach,

the the ability of these algorithms to respond to changing circumstances, and flexibility in

representing different problems [68].

2.1.1 Origin of Evolutionary Computation

Modern implementations of Evolutionary Computation (EC), which now encompasses

the field of study concerning all types of evolutionary inspired algorithms, has its roots in

three very similar, but distinct and independently developed approaches: Genetic Algorithm

(GA)s, Evolutionary Programming (EP), and Evolutionary Strategies (ES) [13, 15][65][68].

10



A fourth related approach, called Genetic Programming, emerged later but is now considered

part of the domain of Evolutionary Computation [114].

The origins of these are variously attributed to several individuals, and particularly

among them George E. P. Box and Alex S. Fraser, both of whom published the initial

concepts that would later lead to the broader field of Evolutionary Computation in general

and Genetic Algorithms in particular [73] [27].

The inspiration for both of these efforts came, in part, from the much earlier work

of Sewall Wright, whose work in population genetics, specifically the relationship between

genotypes and pheontypes, would lead to his 1932 description of “adaptive landscapes” [183],

which are a metaphor to communicate the complexities of additive and epistatic effects on

fitness in a population [165]. He developed an early mathematical theory of evolution,

modeling how the frequencies of alleles in a population could vary based on “pressures” such

as natural selection, mutation, speciation, and migration [98].

The work in the late 1950s of Box on what was termed Evolutionary Operation (EVOP)

was one of the first attempts to introduce small changes to a problem or system and, over

time, determine which improvements tend to increase the suitability or quality of the prob-

lem or system being modified [27]. Box’s approach, which essentially consisted of a series of

successive experiments both in the laboratory and on the factory floor, envisioned a “yield

surface,” similar to Wright’s “adaptive landscapes,” in which the maximum yield of a chemi-

cal manufacturing process could be envisioned as a “maximum mound” on a two-dimensional

plot of time and percentage yield [28]. Box noted that the optimum conditions found exper-

imentally in the lab sometime differed from the optimum conditions for maximum yield in

large scale manufacturing, and he proposed small variations in the manufacturing parame-

ters that, while not significantly affecting the suitability of the final product, would allow the

investigation of neighboring areas of the “yield surface” to find improvements. Box wrote

that the two essential features of the evolutionary process were variation and selection of

‘favourable’ events [27, 84].
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At about the same time, A.S. Fraser was conducting the first experiments simulating

genetic systems using digital computers and evaluating the effects of selection [73]. His early

efforts studied diploid organisms represented by binary strings, each bit of which represented

a specific dominant or recessive allele and explored simulated reproduction of organisms

using a multi-point crossover operation, both of which techniques would later form the core

concepts of Genetic Algorithms [67]. His works are notable, in particular, for introducing

the Monte Carlo method for selection of parents in genetic systems and for enumerating a

variety of techniques for manipulation of the performance of genetic simulations [67].

Evolutionary Programming (EP), pioneered by Lawrence Fogel, and refined by Bur-

gin, Atmar, his son David Fogel, and others, has its roots in early approaches to demon-

strate artificial intelligence by evolving finite state machines used in symbol prediction

[9][13][34][69][70][71]. The Evolutionary Programming concept matured into an approach

for solving optimization problems that incorporates a population of candidate solutions, the

replication and mutation of solutions into new candidate solutions, and the assessment of

the fitness of candidate solutions to determine if an individual solution is allowed to remain

in the population [35].

Unlike Genetic Algorithms, which will be described in depth below, Evolutionary Pro-

gramming typically does not restrict the manner of representation of the problem domain,

the number of offspring produced by each member of the population, or employ crossover of

genetic material from multiple parents to an offspring. Although a form of selection exists

in Evolutionary Programming, it is generally used not to determine which individuals will

be allowed to reproduce, but which offspring will be allowed to survive [35].

Evolutionary Strategies (ES) were introduced at the Technical University of Berlin by

Rechenberg, Schwefel, and others beginning in the early 1970s, again with the goal of ad-

dressing optimization problems “strategically” instead of with more traditional gradient or

hill-climbing strategies [145][158][159]. That was done by applying stochastic changes, fol-

lowing the example of mutation in the natural world, to the parameters of a shape problem.
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As originally proposed, Evolutionary Strategies relied on a population of one and mutation

operations to conduct the search for other candidate solutions [117]. This approach was

augmented with a selection operation, and systematic testing of other Evolutionary Strate-

gies approaches was begun, experimenting with variations in the number of parents used

to produce offspring, the number of offspring produced by each parent, narrow and wide

variation through mutation, and other factors [36].

Evolutionary Strategies permitted some of the first detailed, empirical analysis of the

performance of Evolutionary Computation, with insights gained in population convergence,

desirable mutation ratios, and other areas [36]. The concepts of Evolutionary Strategies

would eventually spill over into other areas of Evolutionary Computation, and would partic-

ularly influence the broadening of Genetic Algorithms beyond their canonical form. Today,

Evolutionary Strategies and Genetic Algorithms share many features [117].

The subfield of Genetic Algorithms (GAs) was developed by John Holland, whose 1975

book “Adaptation in Natural and Artificial Systems” is generally considered to be among

the first definitive works on the subject and which and laid the foundation for most future

discussion and experimentation on GAs [126]. Holland’s book, which was the culmination

of his earlier work [89], arose from exploration of adaptation in nature and how it could be

used in computer systems. This work established much of the terminology and defined the

basic operations of traditional GAs, codifying the core concepts of crossover, mutation, and

inversion [92]. He presented the theoretical foundations of modern GAs, and also defined

the concept of a “schema,” or representations of genetic substrings that represent portions

of a chromosome.

Holland examines adaptation as it applied to any system, and suggests that adaption is

the “progressive modification of some structure or structures.” The precise mechanism by

which this is done is not as important as the concept that adaptation “designates any process

whereby a structure is progressively modified to give better performance in its environment”

[92].
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He refers to an “adaptive plan” that consists of the structures in the system and the

mixture of operators acting upon it. The plan’s “domain of action” is the set of all structures

that can be obtained by applying all possible combinations of operator sequences repeatedly.

Furthermore, he states that it is the purpose of an adaptive plan to provide structures “which

perform well (i.e. are more ‘fit’) in the environment confronting it” [92].

Holland describes three major components in the adaptive process: the environment,

E, of the system undergoing adaptation; the adaptive plan, τ , by which the structures are

modified; and a fitness measure, µ, of the structure’s performance in its environment [91].

Initially, an adaptive plan has no knowledge of what constitutes a fit structure in its

environment. However, over time a plan tests the performance of many different structures in

the environment. Because one environment may differ from another, the current environment

E is a subset of all possible alternative environments E ∈ ε. For each different environment,

the measure of fitness may be different, so each environment has its own performance measure

µE [91].

Holland underscores the importance of evaluating the fitness of a structure and notes

that each problem domain for adaptive systems is “defined as much by its performance

measures as by its structures and operators.” The set of these operators, Ω, can be applied

successively in any order to produce a sequence of modifications to the set of structures, α,

over time. Holland summarizes the challenges of the adaptive process by stating “that the

organization of α, the effects of the operators Ω upon structures in α, and the form of the

performance measure µE all affect the difficulty of adaption” [91].

The obstacles to adaptation include the very large — and often impossibly large – set

α and the length and complexity of representative structures that obscure which specific

subcomponents of the structures are most relevant for good performance. Additionally, the

performance measure µE is often a complicated, non-linear function with multiple parame-

ters that results in an uneven landscape comprised of local optima and discontinuities [91].
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Finally, performance measures can vary over time and location, so fit structures may only

be relevant at certain places and times.

There are biological analogues to underscore the difficulty of determining exactly which

part of a structure is most important for all or part of a high performance measure for

that structure. Holland points out that “every organism is an amalgam of characteristics

determined by the genes in its chromosomes” and that each of these genes has multiple

forms or alternatives, known as alleles. In vertebrate species there are approximately 10,000

genes, and if each gene has only two possible alleles, then the number of possible genetic

combinations is 210,000 [91].

Piglucci notes that the vastness of possible genetic combinations was apparent to Sewall

Wright [183]. “Wright quickly calculated that reasonable assumptions about the number

of allelomorphs possible even with (modest) figures was orders of magnitudes higher than

the number of particles in the universe” [137, 592].

However, in biology, a single gene is often not independent from others in affecting

characteristics of an organism. Instead, a single gene may have an impact on multiple

otherwise independent characteristics or, conversely, a single characteristic may depend on

the interactions of more than one gene. This phenomenon is referred to as epistasis and

demonstrates that the effect of one gene at a particular location in a chromosome is dependent

on the presence of one or more other genes. This tendency greatly increases the complexity

of the system and the presence of multiple alleles affecting the observed characteristics of

the system, known as the phenotype, depends on epistatic effects. Because of this, Holland

writes, “there is no simple way to apportion credit to individual alleles for the performance

of the resulting phenotype” [92].

Holland’s adaptive plans concept, and similar work by his students [38][93], was applied

to optimization problems by Kenneth De Jong in his 1975 doctoral dissertation under Hol-

land. De Jong assessed the performance of an adaptive algorithm versus stochastic search in
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parameter optimization problems using a variety of functions of varying geometry, from sim-

ple three-dimensional parabolas to more complex surfaces with multiple maxima and minima

[57]. His work provided an empirical study of adaptive algorithms, assessing variations in

population size, mutation rate, crossover rate, and elitism. These same concepts are still

central to modern Genetic Algorithm theory and practice. He would also plant the seeds for

future work in GA theory, including multi-point crossover, diploid representations, and gene

dominance [57][58].

Today, despite the relatively independent development of Evolutionary Programming,

Evolutionary Strategies, and Genetic Algorithms, the distinctions between these different

representations and approaches have sufficiently blurred to the point that “it now makes

little sense...to speak of these originally different methods as being currently disparate” [68,

12].

2.1.2 General Evolutionary Computation Algorithms

All forms of Evolutionary Computation (EC) algorithms share the same general char-

acteristics. The first of these is a population of arbitrary size containing candidate solutions,

each of which is an encoding of the problem to be solved, and each of which has an ob-

jective function that quantifies the quality, desirability, fitness, or otherwise “goodness” of

an individual candidate solution. The second characteristic is a means of recombining the

characteristics, encoding, or genes of individuals in the population to either modify existing

individuals or to create new individuals. The final characteristic is a means of selection that

is typically used to determine either which individuals are chosen for recombination or which

children are allowed to enter the population and survive. Thus, over successive iterations of

each of these processes, it is hoped the overall quality of the population increases.

One can summarize this by defining a general formula for all evolutionary algorithms:

[63, 2-3][136]

pt+1 = s(v(pt)) (2.1)

16



Algorithm 2.1: A general procedure for an Evolutionary Algorithm. [184][185]

Data: Given an empty population G of candidate solutions at time, or generation, t
Result: A population G containing one or more highly fit candidate solutions

1 begin
2 t← 0
3 Initialize population G(t)
4 repeat
5 Evaluate each individual in G(t)
6 Select parent(s) from G(t) based on fitness
7 Apply evolutionary operators to parent(s) to produce offspring
8 t← t+ 1

9 until termination criteria satisfied ;

10 end

where pt is the population at any given time t, s(x) is the selection operation for choosing

individuals from the population for reproduction, and v(x) is the genetic variation operation,

which is responsible for recombination of genes from parents to produce offspring. This can

be expressed in pseudocode as shown in Algorithm 2.1.

Evolutionary Computation is merely one of many approaches for conducting optimized

heuristic search, and some might argue that they are a logical extension to existing non-

evolutionary optimization approaches. But they are not necessarily always the best type

of algorithm for solving such problems. The “No Free Lunch” theorem, offered by Wolpert

and Macready, holds that no single algorithm or method is a “silver bullet” in that it will

perform equally well on all types or classes of problems. That is, for any algorithm or method

that excels in solving one specific class of problem, there exists another, different class of

problems for which it will perform less optimally than other algorithms or methods [181].
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Figure 2.1: A sample two-dimensional and three-dimensional rendering of hypothetical solu-
tion spaces depicting multiple maxima (peaks) and minima (valleys) that can pose difficulties
for some optimization algorithms.1

2.2 Traditional Search Methods

When discussing optimized search, a “search space” refers to the set of candidate solu-

tions to a problem which, when mapped into an n-dimensional space or hyperspace, can be

said to be separated from each other by some distance metric [126, 6]. This search space en-

compasses all possible solutions to a particular problem, and for most meaningful problems

would typically include a large number of independent variables; a search problem with n

independent variables would map to an n-dimensional search space.

For illustrative purposes, we can simplify this visualization as two- or three-dimensional

plot depicting a contiguous line or surface onto which all possible solutions are mapped

(see Figure 2.1). Although each of these usually has a single, globally maximum value

(represented by the tallest peak), we can also observe multiple local maxima (peaks) and

local minima (valleys) in the solution spaces.

The concept of a search space is similar to that of a “fitness landscape,” or an “adaptive

landscape,” originally described by Sewall Wright [183] in reference to biological genetics

and efforts to measure both the “distance” between two genotypes and the tendency of

1 Three-dimensional image courtesy of The MathWorks, Inc. [168]
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natural selection to move a population over time to a “peak” of relatively high fitness in the

landscape [126]. Box refers to essentially the same concept as a “response surface” [26].

The distance between two individuals in a fitness landscape can be expressed in terms

of the number of differing genes between two genomes and the difference between their

relative fitnesses. Wright offers a two-dimensional plot of the fitness landscape to visualize

a population as “genotypes...packed side by side ... in such a way that each is surrounded

by genotypes that differ by one one gene replacement” [137].

For example, given two genomes of length l, and a real-valued fitness measure, a fitness

landscape can be envisioned as an l+1 dimensional space in which each gene value is plotted

along the first l axes and the fitness is plotted along the l+1th axis. The number of differing

genes, referred to as the Hamming distance for purely binary-coded chromosomes, is the

number of genes that have differing allele values between the two. Therefore, in the fitness

landscape, the distance between the two individuals is a vector combination of the number

of differing genes and the difference in the fitness values between the two individuals [126].

Wright illustrates that such landscapes form hills and valleys of relative high and low

fitness, respectively, and that the process of adaptation through natural selection tends to

move a population toward a nearby peak of relatively high fitness. But Wright, writing

in 1932, foresaw a problem that would prove to daunt early Evolutionary Computation

researchers, and which remains a challenge to this day: “The problem of evolution as I see

it is that of a mechanism by which the species may continually find its way from lower to

higher peaks in such a a field” [183, 358-359]. He writes further: ”.. there must be some sort

of trial and error mechanism on a grand scale by which the species may explore the region

surrounding the small portion of the field which it occupies. To evolve, the species must not

be under strict control of natural selection.” [183, 359]

There have been a large number of optimization algorithms — both domain-specific and

generalized — developed to find either the absolute maximum value or near-maximum value

in such search spaces. However, absent a brute force exhaustive search of all possibilities,
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Algorithm 2.2: A generalized “steepest-ascent” hill-climbing algorithm [126, 96].

Data: A binary encoded problem with data length l
Result: The highest quality solution found

1 begin
2 C ← Random candidate solution
3 Cbest ← C
4 repeat
5 repeat
6 foreach bit i ∈ (0..l) do
7 Mutate bit i to produce C ′

8 Evaluate the fitness f(C ′)
9 if f(C ′) > f(Cbest) then

10 Cbest ← C ′

11 end

12 end

13 until Cbest is unchanged ;
14 C ← Random candidate solution

15 until termination criteria are met ;
16 return Cbest as the highest hilltop found

17 end

many of these algorithms generally start with a potential value or solution and then attempt

to explore nearby values iteratively in order to find increasingly better values or solutions.

Local maxima and minima can represent challenges to such algorithms, which can become

stuck at a locally high value that is inferior to globally optimum value.

2.2.1 Hill Climbing and Gradient Ascent

A common approach to optimization problems are greedy neighborhood-search algo-

rithms such as gradient ascent (or descent) and hill climbing, both of which attempt to

maximize (or minimize) a function or heuristic.

A typical hill climbing algorithm, also called an iterative improvement algorithm, at-

tempts to reach an optimum solution by iteratively improving a single solution with small

modifications to its parameters. Generally, it can be said that a hill climbing algorithm eval-

uates nearby solutions in the search space searching for a better solution than the current

one, selecting only non-declining values for the next move. In a three-dimensional context,
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one can visualize a series of iterative improvements in a solutions that, over time, move

the solution up a slope one small step at a time until, eventually, reaching a peak. The

most common approach is known as steepest-ascent hill climbing (see Algorithm 2.2), in

which all neighbors are evaluated and the most-improved is selected, but variations exist

such as next-ascent hill climbing, in which the first neighbor found with improvement is

selected, and random-mutation hill climbing [126, 96-98]. There are many other approaches

to hill-climbing, including: exhaustive neighborhood evaluation before selecting the best

move; stochastic hill climbing, which selects randomly from all increasing moves; a “first

improvement” strategy, which chooses the first potential move that results in improvement;

neutral-move policies, which enable movement across relative flat landscapes; and others

[120][121].

Gradient ascent (or descent) algorithms are similar in concept to hill-climbing algorithms

with the caveat that gradient ascent (descent) always chooses the move with the steepest

ascent (descent) at any given moment. The movement in the solution space can be seen as

choosing the steepest ascent or descent along the slope of the curve at the current location.

In this manner, gradient descent always seeks the greatest immediate improvement from

one step to the next [45]. Gradient ascent (descent) algorithms are known to have difficulty

climbing ridges (or valleys), and such algorithms tend to slowly “zig-zag” along these ridges

or valleys in an attempt reach a maximum or minimum value [117].

Problems arise in both hill-climbing and gradient ascent (descent) algorithms when the

solution space contains multiple peaks or valleys. Depending on the starting location of the

algorithm, it can tend to climb to the top of the local peak or saddle point and stop, regardless

of whether that peak represents a global optimum or merely a local one [45][68]. Various

methods have been employed to mitigate this problem, including running such algorithms

multiple times with randomized starting locations, breakout functions which will allow the

algorithm to potentially jump from its hill to a nearby one, algorithms that allow temporarily

exploring an inferior solution, and other techniques.
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Algorithm 2.3: A generalized simulated annealing algorithm [77].

Data: A random starting solution S, a constant cooling factor α = 0.9, a minimum
temperature Tmin = 0.00001, and a number k of neighbors to search before
“cooling” the algorithm.

Result: A lower-cost solution S ′

1 begin
2 Sold ← S
3 T ← 1.0
4 while T ≥ Tmin do
5 foreach i ∈ (1..k) do
6 Snew ← neighbor(Sold)

7 pa ← e
Snew−Sold

T

8 if pa ≥ randomInt(0..1) then
9 Sold ← Snew

10 end

11 end
12 T ← T × α
13 end
14 S ′ ← Sold
15 return S ′

16 end

2.2.2 Simulated Annealing

Search by simulated annealing is based on the metallurgical concept of annealing, in

which a metal is heated to a temperature that exceeds its recrystallization temperature and

then slowly cooled, thus allowing atoms in the structure to migrate, resulting in a change

in the malleability, ductility, or hardness of the metal [180]. The computational method of

simulated annealing employs this principle by defining a “heat” factor of the system in which

the search is being conducted. When the heat of the system is high, the solution or value is

allowed to fluctuate greatly between one iteration and the next, allowing the search to make

relatively large jumps from one potential solution to the next. When the heat of the system

is low, the solution is allowed much smaller perturbations [117][128].

Generally, such an algorithm starts off with a very high heat level, allowing wide jumps

around the search space and thus greater exploration of the search area. Then, as the system
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Algorithm 2.4: A generalized Tabu search algorithm [31].

Data: A starting solution S and a maximum Tabu list size Tabumax
Result: The best solution Sbest found

1 begin
2 Sbest ← S
3 while Stopping conditions not reached do
4 Set of candidate solutions C ← ∅
5 foreach Scandidate ∈ Neighbors(Sbest) do
6 if Scandidate /∈ Tabu then
7 C ← C + Scandidate
8 end

9 end
10 Cbest ← max(C)
11 if Cost(Cbest) ≤ Cost(Sbest) then
12 Sbest ← Cbest
13 Tabu← Tabu+ Sbest
14 while Size(Tabu) ≥ Tabumax do
15 Tabu← Tabu−Oldest(Tabu)
16 end

17 end

18 end
19 return S ′

20 end

is slowly cooled, the magnitude of the jumps is reduced and the solution begins to oscillate

toward a maxima or minima that is hoped to be optimal or near-optimal (see Algorithm

2.3). The fluctuations throughout wide areas of the search space as the heat is relatively

high are the means by which simulated annealing attempts to overcome the problem of local

maxima and minima [2][74][106][128].

2.2.3 Tabu Search

Tabu Search (TS), first proposed by Fred Glover in 1977, derives its name from an

alternate form of the word “taboo,” is quite similar to hill-climbing or gradient descent

algorithms, with the exception that the algorithm is not deterministic [79]. Instead, the

algorithm maintains a “memory” of previous states or values and the relative desirability, or

more accurately the undesirability, of those states. This information is stored in a “tabu list”
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Algorithm 2.5: A generalized particle swarm optimization algorithm [31][123].

Data: A population size n
Result: The best particle position found

1 begin
2 P ← ∅
3 Pglobal best ← ∅
4 foreach i ∈ (1..n) do
5 p← new Particle()
6 pvelocity ← randomVelocity()
7 pposition ← randomPosition()
8 ppos best ← pposition
9 Pi ← p

10 end
11 repeat
12 foreach p ∈ P do
13 pvelocity ← updateVelocity(pvelocity, Pglobal best, Pbest)
14 pposition ← updatePosition(pvelocity, Pglobal best, Pbest)
15 if f(p) > f(Pbest) then
16 Ppos best ← pposition
17 end

18 end
19 Pglobal best ← max(P )

20 until iteration ≥ iterationmax or quality threshold reached ;
21 return Pglobal best
22 end

of previous states in the local neighborhood [117]. As the search progresses, the algorithm

computes future states or values by taking into account previously searched undesirable states

or values (see Algorithm 2.4). The algorithm will generally endeavor to avoid previously

visited states and avoid undoing previous changes.

2.2.4 Particle Swarm Optimization

Particle Swarm Optimization, like Genetic Algorithms, is a multi-path search technique

that investigates many potential solutions simultaneously. Unlike Evolutionary Algorithms,

the particle swarm does not use selection and each solution in the population survives from

the start to end of the algorithm [105]. Like a GA, a population is initialized with a number

of random solutions, but each of these solutions is also imparted with a vector of randomized
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velocity and direction through the multidimensional search space, called a hyperspace. As

the particles move through the space over time, the objective function of each solution

is continuously evaluated and the more nearly optimal solutions are retained as potential

solutions to the problem (see Algorithm 2.5) [104][117].

2.3 Evolutionary Computation Theory

Compared to traditional search methods, genetic algorithms are sometimes described

as a “global search method that does not rely on gradient information.” Unlike many other

approaches in the field of artificial intelligence, Evolutionary Computation (EC) algorithms

are considered “weak” methods because they do not heavily depend on detailed knowledge

of the problem domain. Weak methods are considered beneficial in that they can be applied

to solve a wider range of problems than more specialized approaches [113].

2.3.1 Schemata and the Building Blocks Theory

Genetic Algorithms (GAs) require a population of candidate solutions, and these indi-

viduals typically represent their potential solution to the problem space being searched as an

array or string of values. In the case of a canonical Genetic Algorithm, the string is binary

with each bit representing a gene with only two possible alleles. Less traditional GAs and

other Evolutionary Algorithms may use an array or string of either real values or non-binary

genes with an arbitrary number of alleles.

Regardless of the representation, these strings of values comprise the individual’s genome.

For a genome with l genes, we of course have a string of length l. Within this string, there

are a large number of substrings of varying length, each representing a portion of the genetic

code of the individual. If we consider these pieces of genetic code, it might be possible to

find certain pieces that are common among individuals with high fitness and, likewise, pieces

that are common in individuals with low fitness. In theory, if we could identify a sufficient
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number of good pieces of genetic code, we could begin to form a picture of what a highly fit

candidate solution would look like.

This concept is central to the “building blocks” concept of Genetic Algorithms — that

desirable solutions are made up of good building blocks, each of which tends to contribute to

higher fitness in individuals in which they are present [126]. Holland’s concept of schemas,

or schemata, is based on this notion of desirable building blocks [92][91].

A schema, as originally proposed, is a template comprised of ones, zeros, and a “don’t

care” value, typically represented as an asterisk, that describes a set of all possible bit

strings that can be created that conform to the template. For example, a schema of the form

1 * * 0 1 would represent all possible strings that contain the value one in the first position,

the value zero in the fourth position, and the value one in the fifth position. The values con-

tained in the second and third position can be either zero or one. In this example, this schema

represents the following set of possible strings: 1 0 0 0 1, 1 0 1 0 1, 1 1 0 0 1, and

1 1 1 0 1 [81][126].

All schemata are different, and vary in both length and content. Some schema, with

fewer “don’t care” values, can be more specific than others, while those with many “don’t

care” values can be more general. In addition to the values of individual bits, or genes, in the

string, schemata have two important characteristics: an order, and a defining length. The

order of a schema H, which is written as o(H), is the number of fixed values (as opposed

to “don’t care” values) in the schema. The defining length of a schema, written as δ(H), is

the distance between the first and last specific value position. The defining length is not the

same as, and should not be confused with, the overall length of the schema. In the schema

1 0 0 * 1 * *, the order of the schema is four, the overall length is seven, but the defining

length is five. The schema 1 * * * * * *, for instance, has both an order and a defining

length of only one [81][91][126].

There are a large number of possible substrings for any given string or binary genome.

Given a specific individual genome of length l, we can calculate the number of possible
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substrings of that single genome alone as n =
l × (l + 1)

2
. For a genome of length l, there

are 2l possible combinations of genes for that genome, if it is binary. If there are more

than two alleles per gene, the number of possible combinations is kl, where k is the number

of possible alleles for each gene. The number of schemata to represent all of the possible

substrings for a genome of length l is 3l if the genome is binary or (k + 1)l if there are more

than two alleles [126][92][81].

If each individual’s binary string can contain up to 3l schemata, then in a population

of n individuals, there are at most n × 3l unique schemata in the population, or n(k + 1)l

in the case of non-binary strings [81]. This represents a very large amount of information

available to the genetic or evolutionary algorithm. As the genetic or evolutionary algorithm

progresses, the operation of selection will tend to choose the more highly fit individuals

as parents. Thus, over time, the more highly fit individuals, and their presumably highly

fit schemata, will tend to increase in number in the population. In essence, above-average

schemata grow and below-average schemata die [81, 30].

But while selection and reproduction tend to increase the number of above-average

schemata, those operations alone only work with the genetic material, or the schemata, that

were present in the initial population. Without other operations to broaden the search be-

yond the genetic information that was already present, the selection would merely eliminate

below-average individuals and multiply above-average ones until the population becomes

comprised of many copies of a single individual. The operations of crossover, in which ge-

netic material from two parents is exchanged, and mutation, in which individual genes are

randomly altered, are the two primary means for injecting both new genes and new genetic

substrings, and therefore new schemata, into a population. But crossover, which splits a

genome into two parts, one of which is swapped with a second parent, can destroy an in-

stance of a highly desirable schema if the location of the split in the genome occurs within

the bounds of the defining length of that schema. Similarly, mutation can disrupt a desirable

schema if the location of a randomly changed bit occurs at a bit location within the schema
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that is not a “don’t care” state. So, while selection tends to increase or decrease the presence

of a particular schema based on its relative fitness in the population, both crossover and mu-

tation can decrease the presence of a particular schema by disrupting individual instances

of it.

This building block hypothesis, represented by schemata, helps explain how genetic

algorithms perform. Generally, shorter schemata are less likely to be disrupted by crossover

than longer schemata. Over time, schemata that have a short defining length, a low order,

and are highly fit tend to be selected and recombined to form new strings of potentially higher

fitness, thus increasing the number of instances of that schema in the population [81, 32]. As

Goldberg writes, “instead of building high-performance strings by trying every conceivable

combination, we construct better and better strings from the best partial solutions of past

samplings” [81, 41].

2.3.2 The Schema Theorem

This observation gives rise to the Fundamental Theorem of Genetic Algorithms, also

called the Schema Theorem: Short, low-order schemata with above-average fitness increase

exponentially in frequency in successive generations [91][81, 33].

Holland’s classic Schema Theorem has been expressed using different notation and

nomenclature by multiple authors, but a generally accepted form can be expressed relatively

clearly [6][92][126].

Given a particular schema H where o(H) is the order of the schema and δ(H) is its

defining length, m(H, t) is the number of strings in the population belonging to schema H

at time, or generation, t. Let Û(H, t) be the fitness value of H at time t, or more precisely

the average of the fitnesses of all instances of H in the population at time t. We can

compute the expected number of instances of H in the next generation, or at time t+ 1, as

E(m(H, t+ 1)) =
Û(H, t)

f̄(t)
m(H, t).
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But we must must take into account the probabilities that H might be destroyed by

either crossover or mutation. We let pc be the probability of crossover occurring and, based

on the length l of the genetic string and the defining length of the schema, set a lower bound,

Sc(H), for the survival of H after crossover as Sc(H) = 1−pc
(
δ(H)

l − 1

)
. With pm representing

the probability that any given gene will be mutated, the probability, Sm(H), that schema H

survives after the mutation is 1−pm for a single gene, but given a schema of order o(H) then

becomes Sm(H) = (1− pm)o(H). Thus, the total chance of survival, S(H), of the schema by

either crossover or mutation becomes S(H) = 1− pc
(
δ(H)

l − 1

)
[(1− pm)o(H)] [126].

This produces a Schema Theorem of the form: [81][92][126]

E(m(H, t+ 1)) ≥ Û(H, t)

f̄(t)
m(H, t)

(
1− pc

δ(H)

l − 1

)
[(1− pm)o(H)] (2.2)

The Schema Theorem is an inequality because of the small, but non-negligible, possibil-

ity that random mutation or crossover can create a new copy of the schema [6]. It represents

a lower bound on the number of instances of the schema after the potentially destructive

effects of mutation and crossover are taken into account [126, 23].

The Schema Theorem aims to describe the propagation of components of solutions in

a population [68, 12] The Schema Theorem is often cited — erroneously, according to some

— as an explanation for how and why a genetic algorithm is able to solve problems. Fogel

writes that the conventional wisdom, including the Schema Theorem, has been shown to be

“incomplete or incorrect” and that the foundations of evolutionary computation have been

reconsidered [68, 12]. Many researchers raise concern with the Schema Theorem’s limitations,

including its inability to reconcile GA performance against stochastic search, its omission of

the effects of recombination, its provision of only a lower bound for the expected number of

schemata, and other issues [6][63][62][140].

Altenberg writes that the mistake commonly made with the Schema Theorem is to

conclude that the growth of desirable schemata over time is related to or proof of the quality

of the search being conducted by the algorithm. Indeed, Altenberg notes that the Schema
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Theorem holds true in purely stochastic cases in which a GA performs no better than a

random search, or in a “needle in a haystack” case in which there is one highly-fit solution

while all other solutions are equally poor [6].

2.3.3 Price’s Covariance and Selection Theorem

Altenberg notes that “it is the quality of the search that must be used to characterize

a Genetic Algorithm,” and suggests comparing a GA’s ability to create new, highly fit

individuals with the rate at which the same are produced by stochastic search [6].

He proposes that the Schema Theorem is an extension of Price’s Covariance and Selec-

tion Theorem on population genetics. The raison d’être of a genetic algorithm is that by

selecting highly fit parents and recombining them, the offspring are likely to reside in the

same general “neighborhood” as the parents and therefore, also be highly fit. Altenberg

maintains that this power of genetic algorithms is best seen through the covariance of the

fitness of the parents and the fitness of the offspring of those parents [6, 7]. That is, when

highly fit parents containing highly desirable schemata produce offspring that are also highly

fit, then there is positive covariance [142].

At its simplest, Price’s Theorem associates the change in frequency of a gene or genes

in a population from generation to generation to the covariance between its frequency in the

original population and the number of offspring produced by individuals in that population:

∆Q =
Cov(z, q)

z̄
, where Q is the frequency of a specific gene or sequence of genes, Cov(z, q)

is the covariance of the frequency of the gene in the initial population and the number of

offspring produced, and z̄ is the mean number of children produced [114, 28].

A more complete, but still simplified version of Price’s Theorem can be written as

∆Q =
Cov(z, q)

z̄
+

Σzi∆qi
Nz̄

, where N is the size of the initial population, zi is the number

of offspring produced by individual i, and qi is the number of copies of the gene or gene

sequence in individual i [114, 30].
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Langdon writes that Price’s Theorem holds “for a single gene or for any linear combina-

tion of genes at any number of loci,” and also accounts for other variables: sexual or asexual

reproduction; random or non-random mating; diploid, haploid, or polyploid species; and

species with more than two sexes [141][114, 29]. Altenberg explicitly shows its application

to Genetic Algorithms [5].

2.4 Characteristics of a Genetic Algorithm

The original term “Genetic Algorithm” refers originally to the model introduced and

further improved by John Holland and his students in the mid 1970s. A wider interpre-

tation can be said to encompass any model that employs a population and selection and

recombination operators to create new representations of the search space [179].

In order to solve a problem, a canonical Genetic Algorithm is comprised of five distinct

components: [55]

• a binary-encoded, chromosomal, representation of solutions to the problem;

• a means to create an initial set, or population, of potential solutions;

• a evaluation function that allows the comparison and ranking of the quality of one

solution to another;

• genetic operators that alter the chromosome of child solutions during reproduction;

and

• parameters that further define the genetic algorithm, such as population size, mutation

and crossover rates, etc.

Rowe defines the concept of a “simple Genetic Algorithm” as consisting of a population

of candidate solutions, of a given population size, each of which is comprised of strings

of equal length that encode a discrete representation of the problem space [150]. This

representation is almost always represented as a vector or array of natural numbers of length
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n such that
→
x ∈ Nn, when the the traits to be represented are either binary or comprise

a finite set of alleles. In cases where the traits are not represented by discrete values, the

vector or array of real numbers is described as
→
x ∈ Rn [85].

Rowe defines a “generation” as the state of the population at any given time-step during

the iterative operation of the algorithm [150].

The process of reproduction (i.e. producing a new candidate solution, called the “child”)

is usually accomplished by mating and consists of choosing two or more candidate solutions,

called the “parents”, from the general population and then combining portions of each of

the parents in such a way to produce a new, distinct candidate solution. Although two-

parent reproduction is the standard in a canonical Genetic Algorithm, and still remains

most common, single-parent reproduction and multi-parent reproduction (ρ � 2) are also

possible.

A traditional process of reproduction on a population of size n is repeated exactly

n times, resulting in a set of entirely new individuals in each subsequent generation and

preserving none of the individuals from the parental generation. Although this is a commonly

accepted approach, it can result in the loss of a superior candidate solution whose full genome

does not survive into subsequent generations [81][126]. There are many variations on basic

reproduction to counter this, including: cloning; probabilistic crossover; elitism; and steady-

state reproduction strategies that gradually improve a population rather than completely

replacing it each generation.

Rowe elaborates that the basic process of mating is typically built upon three distinct

“genetic operators” that act upon or create new individuals in the population: selection,

crossover, and mutation [151]. Several aspects of a genetic algorithm can be generalized and

reused from one problem domain to another. However, two main components — the problem

encoding and the evaluation function — are problem dependent and not easily generalizable

[179].
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2.4.1 Fitness

Of critical importance to evolutionary algorithms is the ability to determine the de-

sirability of one potential solution compared to another. With a pool of many potential

solutions, such algorithms need the ability to rank solutions relative to each other, chose

parents from among the more desirable solutions, and recombine the genomes of those par-

ents to produce — hopefully — more desirable child solutions.

To determine the relative quality or acceptability of an individual in the population, a

computable quantity must be defined as a basis for comparison. The exact criteria that are

used to rank solutions relative to each other, although typically computed on a numerical

scale, is irrelevant as long as the ranking can occur. Fogel writes “within evolutionary algo-

rithms, any definable payoff function can be used to judge the appropriateness of alternative

behaviors. There is no restriction that the criteria be differentiable, smooth, or continuous”

[63, 5]. Fogel and Goldberg call these ranking measures “payoff values,” but the term is now

more commonly referred to as a “fitness value” [81].

Fogel relates fitness in evolutionary algorithms to the concept in biological evolution of

the ability to survive and reproduce in a specific environment [66]. This concept translates

directly to software simulation of evolution in Genetic Algorithms. Individuals have a fitness

quantity associated with them that is designed to indicate the acceptability of the individual

as a potential solution to the problem (i.e. environment) being explored. The fitness value

is also used in judging the acceptability of an individual as a parent during selection in the

mating process and in other areas as well.

Fitness can also be used to assess the overall quality of a population, as the population

of individuals can be considered to have evolved if the average fitness of the population

has increased. Since the intent and result of the genetic algorithm is to produce more fit

individuals through genetic recombination, with fitness as the measurable quantity, it is easy

to envision how a genetic algorithm accomplishes evolution by raising fitness levels over time

[63][24].
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Figure 2.2: Fitness Distribution and Cumulative Fitness Distribution. A typical
fitness distribution curve for a population (left) and a cumulative fitness distribution curve
for the same population (right).

Given a population with µ individuals, the fitness distribution of all or part of the

population can be ordered such that f1 < f2 < ... < fn−1 < fn where n ≤ µ. In many

Genetic Algorithms, a population is typically comprised of a few highly fit individuals and a

majority of less fit individuals, and this distribution can be charted. The cumulative fitness

distribution can be used as a measure of what portion of a population is less than a certain

fitness value [23]. A typical fitness distribution curve and corresponding cumulative fitness

distribution curve are shown in Figure 2.2.

Developing a feasible fitness function for any given problem is, perhaps, the biggest chal-

lenge in correctly implementing evolutionary and Genetic Algorithms. Construction of the

fitness function is critical in Evolutionary Computation because “(i)nappropriate descrip-

tions of the performance index lead to generating the right answer to the wrong problem”

[68, 7]. Knowledge of the domain being modeled is essential to devising a reasonable fitness

function for real-world problems, Fogel writes: “Evolutionary algorithms offer a framework

such that it is comparably easy to incorporate such knowledge... Incorporating such infor-

mation focuses on the evolutionary search, yielding a more efficient exploration of the state

space of possible solutions” [63, 5].
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However, the simplicity of the concept of a fitness function belies the difficulty, when

dealing with very complex evolutionary problems, of reducing a multivariate candidate solu-

tion to a single value that can be used for, assuming no two solutions can be equal, a binary

decision on inequality.

2.5 Evolution Strategies

Hansen et al. define an evolutionary strategy as “an iterative (generational) procedure”

where in “each generation, new individuals (offspring) are created from existing individuals

(parents)” [85, 874]. Various symbols, abbreviations, and notation methods have been cre-

ated to define different evolution strategies, but here we will use the nomenclature favored by

Beyer and Schwefel, Hansen et al. and others [22][84]. Notation for evolutionary strategies

and selection schemes is generally expressed here in the form (µ/ρ+, λ), which defines such

schemes in terms of the following symbols, which we will use henceforth: [22][84][167]

P (t), a set of individuals (i.e. the population) at generation t

→
a ∈ I, a single individual in the space of individuals I

µ ∈ N, the number of potential parents (i.e. the population size)

ρ ∈ N, ρ ≤ µ, the number of parents selected for recombination

λ ∈ N, the number of offspring (i.e. the offspring population size)

2.5.1 General Evolution Strategies

An evolution strategy is an implementation of one of various recombination techniques,

which are the act of combining information from multiple parents to generate a new offspring.

Although multi-recombination, which involves producing a single offspring from more than

two parents (ρ > 2), is not unusual, in the context of Genetic Algorithms recombination is
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most commonly accomplished with exactly two parents (ρ = 2) producing a single offspring

[84, 7].

There are several recombination operators, or methods, possible to accomplish the act of

combining genetic information from multiple parents, and the nomenclature of each method

varies among authors. Tettamanzi and Tomassini classify these generally as either “discrete”

or “intermediate” recombination strategies [167, 24]. Hansen et al. also define these two

categories, but add a third category called “weighted” recombination [84, 7].

Discrete. Discrete recombination, sometimes called “dominant recombination” gen-

erally and as “uniform crossover” in the context of genetic algorithms, are those techniques

in which each atomic part of a child’s genome is copied exactly from one of the available

parents, often chosen stochastically. Given a genome that consists of l binary genes, discrete

recombination, in the simplest terms, can be envisioned as the creation of a child by iterating

through each locus in the genome and, for each position l, randomly selecting the lth gene

from one of the two or more available parents and copying it exactly to the child.

Intermediate. In intermediate recombination, each part of the child’s genome is a

linear combination of the corresponding parts from each of the parent individuals’ genomes.

Intermediate recombination can be envisioned — again, in an extremely simple example

— as a genome of l real values in the range 0..1 such that a child is created by iterating

through the each locus l such that the value of an individual gene kl =
(p1l + p2l + ...+ pnl

)

n
,

or kl =

n∑
1

pnl

n
, where pn is one of n parents and pnl

is the value of the gene at locus l of that

parent. In the case of recombination from a pair of parents, this is more simply expressed

as kl =
p1l + p2l

2
.

Weighted. Weighted recombination is a generalization of intermediate recombination

in which, instead of a simple average of all ρ parents, a weighted average is used. All parents
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are ordered such that inferior parents are always weighted less than better parents and the

weight given to the gene of a specific parent is adjusted based on the ordering. In this way,

the genes of stronger parents exert more force in the recombination than the genes of weaker

parents.

Regardless of the means of recombining individual genes, recombination strategies vary

greatly depending on several factors: whether a single parent or multiple parents are required;

the method employed to select parents; the number of parents selected to form a breeding

pool; the number of children produced by each parent or parents; and the number of children

that are allowed to enter the subsequent generation.

Cloning

Among the simplest approaches for producing an offspring involves cloning, the process

of selecting a single, usually highly fit, parent and producing an exact copy of that parent.

Cloning, although simple, has particular value in recombination schemes that require the

complete replacement of the pool of candidate solutions with a new set of child solutions in

each generation. In such schemes, parents can only contribute part of their genetic material

to future generations through recombination in the form of a child. The parent’s entire

genome cannot be passed in its entirety and, thus, an exceptionally fit candidate solution

is potentially lost. Cloning provides a means for a parent to create an identical child and,

therefore, allows a desirable genome to propagate without alteration into subsequent gen-

erations. Cloning may be an distinct operation or it may occur as a result of probabilistic

crossover. “Pure crossover” is described as obtaining an identical individual, or clone, when

crossing an individual with itself [151].

Cloning may be used as a supplement to other recombination strategies, or it may be

used as the sole recombination strategy. When used as the only method for producing child

solutions, an additional means for injecting new genetic information into the population is
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necessary, otherwise each subsequent generation would be essentially identical to the pre-

vious. Mutation is the method most commonly coupled with cloning to provide a means

for new traits to enter the population (see Section 2.6.4). In such a situation, the parents

selected for reproduction are cloned, and a mutation operator is applied that might mutate,

or change, a gene to a different allele, usually randomly and with a fairly low probability of

mutation occurring for any given gene.

Orgy

On the opposite side of the spectrum from cloning, in which a single parent produces

an identical or near-identical offspring, is the concept of orgy, in which all individuals in the

population are combined simultaneously to produce a new offspring [167, 24]. In an orgy,

the child’s gene for any given locus is chosen, usually at random, from among all the alleles

available among all individuals in the population. The probability that an allele is selected

from a specific parent may be based on an equal distribution, may be based on the frequency

of the allele’s occurrence, or it may be weighted in some manner based on the desirability

(i.e. fitness) of a specific parent.

2.5.2 Selection and Recombination Schemes

Generational versus Steady-state Reproduction

Central to selection and recombination strategies are the number and method of select-

ing parents for reproduction, the number of offspring produced per parent, and how many

children are allow to persist into the subsequent generation. Therefore, many evolutionary

schemes can be defined in terms of the number of parents in each generation and the number

of children produced prior to each new generation. This is most commonly expressed with

µ, also often referred to as simply n, representing the number of parents in the population

and λ, or m, denoting the number of children within one generation. Other authors, such as

Schwefel, use different symbols than described here [159].
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Generational approaches to reproduction select parents from the population, recombine

or mate those parents to produce a number of offspring equal to the size of the population,

and then replace the entire population with the set of newly created children. In such

approaches, the entire population live and dies in a single generation and is replaced by an

entirely new, but genetically similar, population [150].

In steady-state approaches to reproduction, once the search algorithm finds a relatively

good candidate solution and places it into the population, that individual remains in the

population until replaced by a better one. Whitley observes that “this means that the

algorithm is less prone to ‘wander’ in the search space and will maintain an emphasis on

the best schemata found so far” [178]. Steady-state reproduction also removes the need

for probabilistic crossover, which is a technique used to allow parents to produce identical

children and, therefore, sometimes propagate their genome into subsequent generations [178].

Yet other approaches blur the lines between steady-state and generational approaches

and allow a significant portion of parents to remain while discarding many less-fit children

to keep the population size constant.

Selection and Recombination Scheme Notation

A general notation for expressing selection and recombination schemes in evolutionary

strategies is in the form (µ/ρ+, λ), where µ, ρ, and λ are as described above and the +,

symbol signifies either of two general methods for determining which individuals are allowed

to enter subsequent generations. In the case of the comma symbol, the entire population is

replaced by the new offspring in each subsequent generation, and selection is applied to the

offspring to determine which are allowed to survive [36]. In the plus notation, parents do not

automatically die out, or “age,” and the µ best in the combined set of all parents, P , and

offspring, λ, are chosen, or selected, to survive and become the next generation. The details

of exactly how many parents survive and how many children live can vary, but most “plus”
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schemes employ some form of elitism, whether strict or loose, which seeks to guarantee a

monotonically increasing population fitness [14][84].

A subscript may be added to ρ to indicate the type of recombination, such as ρI or

ρW for intermediate or weighted recombination [84]. In casual notation, ρ is more often

omitted entirely and recombination notation is simplified to the form (µ+, λ). Sometimes the

notation is expanded to include the value κ, which represents the maximum age permitted

for any individual, and the strategy’s notation becomes (µ, κ, λ), where a pure ‘plus’ scheme

is equivalent to κ =∞ and a pure ‘comma’ scheme is equivalent to κ = 1 [84].

A description of several general evolution strategies follows:

(1 + 1)(1 + 1)(1 + 1)-EC and (1+, λ)(1+, λ)(1+, λ)-EC. The (1 + 1) strategy is an extraordinarily simple one in

which the population may consist of only a single individual that is cloned, usually with a

mutation operator being applied to the child. Elitism is employed, either between the parent

and mutant child or amongst the set of all parents and mutants combined. In (1 + 1)-EC,

or its multiple-child variant (1 + λ)-EC, the mutant(s) are compared to the parent and the

single best of the these is retained. In the (1, λ)-EC, the µ most fit of all parents and mutants

are allowed to enter the next generation while the remainder perish.

(µ, λ)(µ, λ)(µ, λ)-EC. Another relatively simple scheme in which a number of children, λ, are

produced from a set of parents. Traditionally, the terms “population” and µ are consid-

ered interchangeable, but it is possible for different implementations to designate a separate

“parental pool” that may not include all individuals in the population or may contain mul-

tiple copies of some individuals.

The number of children may equal or exceed the number of individuals in the population,

such that µ ≤ λ < ∞, but the µ most fit of the children are chosen to enter the new

generation. The entire population perishes after every generation and an entirely new, but

presumably genetically similar, population of children replaces it [84][159].
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(µ+ λ)(µ+ λ)(µ+ λ)-EC. This is a minor variation on (µ, λ)-EC that allows parents the opportunity

to persist from generation to generation. In this scheme, instead of just the children, the

combined set of all parents and offspring, (µ∪λ) or more simply (µ+λ), become the source

individuals to be included in the next generation. The µ strongest individuals, based on

fitness, are chosen, permitting strong parents to survive but allowing weaker parents to

make room for more-fit children [28][84][159].

2.6 Genetic Operators

2.6.1 Basic Nomenclature

Early researchers identified four core operations that, when performed repeatedly and in

various combinations, allow evolutionary and Genetic Algorithms to converge toward more

optimal solutions. Holland first defined the three operations of simple crossover, simple in-

version, and mutation [92, 121]. The additional operation of selection, while not explicitly

listed as an independent operation by Holland, is fundamental to the function of a Genetic

Algorithm. The term crossover is sometimes considered synonymous with the term recom-

bination, and is often used in literature in place of it, but recombination is more broad and

includes additional methods of genetic transfer than offered by crossover alone. Inversion,

although one of the operators originally proposed by Holland, is seldom seen in GAs today.

2.6.2 Selection

Selection is the process by which individuals in the population are chosen to become

parents and, through mating, produce a child that survives into the subsequent generation.

Selection is often considered the central concept to evolution in that as new characteristics

are produced through mating their value can only be assessed through competitive selection

and, if not found wanting, those new characteristics can enter and spread through the pop-

ulation. Fogel summarizes selection’s role by paraphrasing Darwin: “Useful variations have
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the best chance of being preserved in the struggle for life, leading to a process of continual

improvement” [64][53, 130].

Blickle and Thiele note that many selection methods are probabilistic in nature and

make use of the inherent distribution of fitness values in a population. They define a se-

lection operator Ω “as a function that transforms a fitness distribution into another fitness

distribution” s′ such that s′ = Ω(s, pars), where pars is an optional set of parameters to the

selection function [23, 7].

Fogel explicitly explains selection as a means to increase the fitness of a population [66].

There are a large number of accepted methods for selection, the most common of which

include Binary Tournament Selection (BTS) and Fitness Proportionate Selection (FPS).

In a general selection operation, a pair of the — ideally — more-desirable instances

in the population is selected for recombination. They are then mated to produce a new

instance, the “offspring” or “child.” It is hoped that the child will have a higher fitness

than at least some of the individuals already in the population. Depending on the evolution

strategy, the child may automatically enter the next generation or, if it is strong enough, the

child can enter the population and the least fit member of the population dies off to make

room for it.

There are two general categories of selection schemes for mating in genetic algorithms:

fitness-independent selection and fitness-based selection.

Fitness-independent. In a fitness-independent scheme, the fitness of individuals in the

population does not affect their likelihood of selection for mating nor the transfer of their

genome during recombination [84]. In such schemes, some other method or methods are

needed to ensure more-fit individuals persist and propagate their genetic material, so that

over time the overall fitness of the population increases [85].

Fitness-Based. In a fitness-based selection scheme, individuals in the population are in

some way ranked according to their relative fitness, and the choosing of parents is done in a
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Algorithm 2.6: A simplified tournament selection algorithm with tournament size
t, where 1 ≤ t ≤ µ. [23, 14]

Data: The population P (τ) and tournament size k ∈ {1, 2, ...,m}
Result: The population after selection P (τ)′

1 tournament(k, J1, ..., Jn):
2 begin
3 for i← 1 to N do
4 J ′i ← best fit individual out of k randomly picked individuals from {J1, ..., Jn}
5 end
6 return {J ′1, ..., J ′n}
7 end

proportional or otherwise biased manner such that more-fit individuals tend to be selected

more often. In such schemes, it is usually through selection alone that more-fit solutions

tend to propagate into subsequent generations and that the overall fitness of the population

increases over time [84].

Many experts, including Rowe, favor fitness-based, proportional or ranked, selection

methods: “We usually require a selection operator to assign a higher probability to elements

that have a higher fitness” [151, 921].

There are many differing selection algorithms that have been proposed. These can be

divided into several categories, the first of which include weighted, or fitness-based, selection

methods such as: Tournament Selection, or Binary Tournament Selection (BTS); Truncated

Selection; Roulette Wheel Selection (RWS) or Fitness Proportionate Selection (FPS); Linear

Ranking Selection; Exponential Ranking Selection; and Elitist Exponential Ranking Selec-

tion. A second category is comprised of fitness-independent methods and includes Stochastic

Universal Sampling. Finally, a third category of hybrid methods includes Roulette Tourna-

ment Selection (RTS) and Queen Bee Selection.
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Tournament Selection

Although there are many variants, Tournament Selection is considered almost univer-

sally to be the simplest of selection algorithms, both in ease of understanding and in imple-

mentation. A specific number, k, of individuals are chosen stochastically from the population

and from these the most-fit individual is selected and copied into the the pool (see Algorithm

2.6). This is repeated m times, with m representing the desired number of parents (usu-

ally two). The value k is termed the “tournament size,” and tournament selection schemes

are generally described a “k = n tournament selection,” where n is the number of compet-

ing individuals in each tournament. When tournaments are held between two individuals,

k = 2, it is called a “binary tournament” and this specific method is referred to as Binary

Tournament Selection (BTS).

A consequence of tournament selection, which can be mathematically derived, is that

individuals with the lowest fitness values have a reproduction rate of almost zero which leads

to a phenomenon known as “loss of diversity” [23, 19]. As the tournament size increases, a

certain proportion of the least-fit individuals in the population are lost from one generation

to the next. The proportion of loss is not linear with respect to the tournament size. That

is, the number of individuals lost increases greatly with the size of the tournament. As much

as half of the population can be lost with a tournament size of only 5 [23, 19].

Truncated Selection

Truncation selection is a method in which, given an ordered population and a truncation

threshold T , only the T best individuals can be selected. Those individuals that fall beneath

the truncation threshold have a probability of selection of zero and the individuals above the

threshold all have an equal probability of selection. Put simply, truncated selection forms

a pool of potential parents based on individual fitness such that an arbitrary number or

arbitrary percentage of the more-fit candidate solutions are allowed mate and the remainder
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Algorithm 2.7: A simplified truncated selection algorithm. [23, 23]

Data: The population P (τ) and truncation threshold T ∈ [0, 1]
Result: The population after selection P (τ)′

1 truncation(T , J1, ..., Jn):
2 begin
3 J̄ ← population J , sorted by increasing fitness
4 for i← 1 to N do
5 r ← random{[(1− T )N ], ..., N}
6 J ′i ← J̄r
7 end
8 return {J ′1, ..., J ′n}
9 end

are not (see Algorithm 2.7). Given all available solutions, the n highest ranked individuals

are chosen to form the parental pool [84][52].

Truncated selection is directly related to selective breeding techniques in animal popula-

tions [33][52], and was introduced as the Breeder Genetic Algorithm (BGA) by Mühlenbein

and Schlierkamp-Voosen in 1993 [130].

Because a significant percentage of the population is eliminated from potential selec-

tion, in order to keep the population size constant, this has the effect of increasing the

selection chances of the remaining individuals by a multiplication factor of
1

T
, and there is

subsequently a high loss of diversity pd(T ) = 1− T .

Roulette Wheel Selection

Roulette Wheel Selection (RWS), also known as Fitness Proportionate Selection (FPS),

is considered the first selection method proposed for use in genetic algorithms [90][92]. In a

proportional scheme, parents are selected based on a probability value that varies depending

on the relative fitness of one individual to another, such that more fit individuals tend

to get selected more often. This method depends on non-negative fitness values and the

probability of selection of an individual is proportionate to its fitness value: pi =
fi
µ∑
j=1

fj

,
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Algorithm 2.8: A roulette wheel (fitness proportionate) selection algorithm [23, 40].
(Reverse bracket notation indicates excluded endpoint(s) for the given interval.)

Data: The population P (τ)
Result: The population after selection P (τ)′

1 proportionate(J1, ..., Jn):
2 begin
3 s0 ← 0
4 for i← 1 to N do

5 si ← si−1 + fi
M

6 end
7 for i← 1 to N do
8 r ← random[0, sN [
9 J ′i ← J̄l such that sl−1 ≤ r < sl

10 end
11 return {J ′1, ..., J ′n}
12 end

which is sometimes expressed as pi =
fi
µM

, where M is the average fitness of the population

[23, 40][84].

Roulette Wheel Selection, because of the nature of the algorithm, is considered most

suitable for maximization problems and unsuitable for minimization problems. However,

some minimization problems, especially those with a known upper bound, may still employ

RWS by simply using a modified fitness value such as boundupper − f(x) to reverse the slope

of the curve.

A simplified implementation of the RWS algorithm is accomplished by first calculating

the sum of the fitness values of all individuals in the population, S =
µ∑
1

f(x). A random

value r is then generated in the range 0...S. Finally, iterate through the population, which is

sorted by either increasing or decreasing fitness, examining the fitness value of each individual

and adding that to a running sum of the fitness values seen so far. When the running sum

exceeds r, then the current individual is selected (see Algorithm 2.8) [155].

The slope of the fitness distribution curve in Roulette Wheel Selection may be either

steep or shallow, depending on how closely or how widely the fitness values of the individuals

in the population vary from one another. The presence of a “super individual” with fitness

46



vastly higher than the rest of the population can dominate proportionate selection [15].

When all individuals in the population have nearly identical fitness values, there is little

difference between RWS and a completely stochastic selection method.

The scaling of the fitness values heavily influences the rate of selection of individuals in

the population. Blickle and Thiele illustrate this with the example of a population of ten

individuals whose fitness values vary from 1 to a maximum of 11. The selection probability for

the best individual can be calculated as pb ≈ 16.6% and for the worst individual pw ≈ 1.5%

[23, 40]. However, taking the same population and multiplying the fitness values by a factor

of 100 produces a probability of selecting the best individual with p′b ≈ 10.4% and the worst

individual with p′w ≈ 9.5%, which results in little difference between the selection rate of the

best and worst individuals in the population [23, 41].

Mitchell calls this “pressure convergence” [126, 125] and Whitley similarly describes

this phenomenon in terms of selective pressure [178]. Consider the same scenario in which a

population’s fitness ranges from 100 to 1100, with an average of 550. The selective pressure

of the top-ranked individual is SP = 1100/550 = 2.0. However, as the population improves

over time, imagine a later generation with fitnesses ranging from 1000 to 1200 with an

average of 1100. The selective pressure of the top individual is now SP = 1200/1100 = 1.09,

which may not be adequate to keep the search progressing [178, 2]. This situation becomes

more acute as the the population becomes more homogenous or there is less variation in the

fitness of individuals.

Fitness Proportionate Selection can suffer from two drawbacks: a search can stagnate if

there is insufficient selective pressure, and a search can prematurely converge at an inferior

solution because selection narrows the available genotypes too quickly [178, 2][126, 125].

Scaling Methods. Because of the tendency described above, proportionate selection

is said to be translation variant, and a number of scaling methods have been proposed (e.g.
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linear static scaling, linear dynamic scaling, exponential and logarithmic scaling, sigma trun-

cation or sigma scaling) [16][23][30][81][82][122][126]. An alternative method to compensate

for this is “overselection” of a certain percentage of the best individuals [23][108][109]. This

type of scaling is considered essential, and not just an optimization, to proportionate selection

algorithms [23][131]. Blickle and Thiele consider the abundance of undesirable properties in

fitness proportionate selection and conclude that it is a very unsuitable selection scheme [23,

42].

Ranked Selection Methods

Linear Ranking Selection. For ranking selection, the population is ordered according

to increasing fitness such that the probability of selection is linearly proportionate to their

ranking. Whitley describes ranking succinctly: “Ranking acts as a function transformation

that assigns a new fitness value to a genotype based on its performance relative to other

genotypes” [178].

A typical probability function for selection is pi =
1

N
(η− + (η+ − η−)

i− 1

N − 1
); i ∈

{1, ..., N} [23, 27] With this, the probability that the worst individual will be selected

is
n−

N
and the probability that the best will be selected is

n+

N
(see Algorithm 2.9). No two

items are ranked identically, and in the case of multiple individuals with identical fitness,

they are arbitrarily ranked respective to each other.

For this reason, ranking selection has been suggested as a resolution for problems that

can arise in proportionate selection methods, particularly early convergence caused by “super

individuals” and reduced selective pressure as populations become more homogenous [40,

138][82][178].

Linear Ranking has been shown to provide a more even chance of individuals being

selected, or what Razali and Geraghty describe as “constant pressure,” than proportionate

selection. This is especially true when the fitness values in the population vary greatly, as
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Algorithm 2.9: A linear ranking selection algorithm [23, 28].
(Reverse bracket notation indicates excluded endpoint(s) for the given interval.)

Data: The population P (τ) and the reproduction rate of the worst individual
n− ∈ [0, 1]

Result: The population after selection P (τ)′

1 linear ranking(n−, J1, ..., Jn):
2 begin
3 J̄ ← population J , sorted by increasing fitness
4 s0 ← 0
5 for i← 1 to N do
6 si ← si−1 + pi
7 end
8 for i← 1 to N do
9 r ← random[0, sN [

10 J ′i ← J̄l such that sl−1 ≤ r < sl
11 end
12 return {J ′1, ..., J ′n}
13 end

the effects of “super individuals” that might otherwise dominate a proportionate selection

scheme are mitigated [127].

Often in rank-basked selection, a selective pressure factor can be used to scale the

ranking of individuals. A typical approach is to select a selective pressure value, SP , such

that 1 ≤ SP ≤ 2. The ranking (f ′(x)) of individuals is then scaled according to the following

function: f ′(i) = 2−SP + (2(SP − 1)
i− 1

µ− 1
). This function results in a scaled ranking such

that that the sum of the maximum rank value and the minimum rank value equal two:

f ′max + f ′min = 2.

The selective pressure can be small (e.g. SP = 1.1), resulting in a maximum and

minimum scaled ranking of 1.1 and 0.9 respectively, or it can be large (e.g. SP = 2.0),

resulting in a maximum and minimum scaled ranking of 2.0 and 0.0 respectively. A selective

pressure of 1.5 implies that the top ranked individual is 1.5 times more likely to reproduce

than the the median individual in each generational cycle [178]. A selection pressure of 1

represents no pressure and reduces the equation to a constant, resulting in uniform random

selection [40][127].
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Algorithm 2.10: An exponential ranking selection algorithm. [23, 35]
(Reverse bracket notation indicates excluded endpoint(s) for the given interval.)

Data: The population P (τ) and the ranking base c ∈ [0, 1]
Result: The population after selection P (τ)′

1 exponential ranking(c, J1, ..., Jn):
2 begin
3 J̄ ← population J , sorted by increasing fitness
4 s0 ← 0
5 for i← 1 to N do
6 si ← si−1 + pi
7 end
8 for i← 1 to N do
9 r ← random[0, sN [ J ′i ← J̄l such that sl−1 ≤ r < sl

10 end
11 return {J ′1, ..., J ′n}
12 end

However, the principle of selective pressure can be frustrated by the presence of dupli-

cates of an individual in the population, in both proportionate selection and other methods.

It is easy to conceive of a situation in which two identical individuals with mediocre fitness

together can exert more influence than the most-fit individual by itself [178].

Once rank scaling have been accomplished, the selection can proceed as with roulette

wheel selection, but with the scaled ranks in lieu of actual fitness values.

Exponential Ranking Selection. Exponential ranking is substantially similar to linear

ranking with the exception that the probability of selection of an individual is exponentially

weighted. The base of the exponent, 0 < c < 1, is a parameter of the selection function

such that the closer c is to 1 then the lower the growth of the exponential calculation in the

method [23, 34]. Given a population ordered by increasing fitness, the probability of selection

becomes pi =
cN−i

N∑
j=1

cN−j
; i ∈ {1, ..., N}, which can be simplified to pi =

c− 1

cN − 1
cN−i; i ∈

{1, ..., N} (see Algorithm 2.10) [23, 34].
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Algorithm 2.11: A roulette tournament selection algorithm [23][84][144].
(Reverse bracket notation indicates excluded endpoint(s) for the given interval.)

Data: The population P (τ)
Result: The population after selection P (τ)′

1 proportionate tournament(K1, ..., Kn): begin
2 s0 ← 0
3 for i← 1 to N do

4 si ← si−1 + fi
M

5 end
6 for i← 1 to N do
7 for j ← 1 to t do
8 r ← random[0, sN [
9 J ′t ← J̄l such that sl−1 ≤ r < sl

10 end
11 J ′′i ← the more fit of {J ′1, ..., J ′t}
12 end
13 return {J ′′1 , ..., J ′′n}
14 end

Elitist Exponential Ranking. Selection can be accomplished in an elitist fashion using

an exponential ranking scheme that vastly favors more-fit solutions without eliminating the

possibility of the worst-fit solution being selected. In such a scheme, the probability of any

given solution in a ranked population being selected follows a exponentially decreasing curve,

such that the probability of the kth individual in the ranked population will be selected at a

frequency inversely proportional to 2k, or such that P (k) =
1

2k
[167, 187].

Hybrid Methods

Roulette Tournament Selection. One of the more interesting hybridizations of fitness-

based and fitness-independent techniques combines both the proportionate selection seen in

Roulette Wheel Selection (RWS) and the randomized approach seen in Binary Tournament

Selection (BTS). Roulette Wheel Selection uses a weighted selection that has a higher prob-

ability of selecting fit individuals, but there still remains a significant chance of selecting an

inferior individual.
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By performing RWS twice, and then employing Binary Tournament Selection (BTS) to

chose the best of the two, the chances of ending up with an inferior individual as a parent are

lessened. We call this two-phase selection method Roulette Tournament Selection (RTS),

and it has been studied by Hansen et al., Rahman et al., and others [84][144].

Queen Bee Selection. Queen Bee selection combines both random selection and elitist

(ranked) selection into a single operator. The name is derived from the concept of a queen

bee, which is usually the only sexually mature female and mother to most or all of the

bees in the hive [149]. The queen mates with available drones in the hive, such that all

descendants come from the single queen but from one of many drones. In queen bee selection,

the most-fit individual in the population, according to fitness, is always selected as one

parent. The other parent is usually chosen at random. This randomly selected, second

parent may be chosen for recombination with the queen for all genes during mating, or a

second random parent may be chosen for each individual gene in the genome. In either case,

recombination of each gene between the queen and the second parent is usually a random

coin toss [11][101][102][103][144].

Reducing Population Size

After selection, recombination, and mutation are completed, many EC algorithms em-

ploy additional pruning operations to either modify the pool of child solutions before it

enters the population or to cull individuals from the pool of children or the population it-

self. For instance, it may be desirable to take steps to ensure certain highly fit individuals

survive from one generation to the next. Or it may be desirable for algorithms to prevent

extremely unfit individuals from entering the population at all. Additionally, many forms

of EC algorithms, whether generational or steady-state, come to a point at which there are

more potential individuals in the population than the population size limit, µ, allows. This

may occur when a mating and recombination method produces more than µ children each
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generation, or it may result from algorithms that combine children and parents into a sin-

gle pool, but the algorithm must choose from among the available individuals to determine

which shall survive.

Environmental Selection. Environmental selection is the general name given to the se-

lection operation used in Evolutionary Computation algorithms that must limit the number

of individuals allowed to enter subsequent generations. It is generally applied after recom-

bination and mutation have been completed and reduces the population size to the desired

population size limit, µ [42]. The criteria for environmental selection can vary and may be

as simple as a fitness-based truncation selection [85], or it may be more sophisticated and

choose a set of individuals with good distribution and convergence performance [42, 595].

Cheng et al. show that employing an environmental selection algorithm that combines both a

directional density function and favorable convergence function provides continued selective

pressure in a multi-objective optimized search problem.

Elitism Elitism is a similar operation that can be applied alone or in addition to environ-

mental selection to force the Evolutionary Computation algorithm to retain some number of

the best individuals — the “elite” members of the population — by copying them directly

into the subsequent generation [57]. Otherwise such highly fit individuals could potentially

be lost if they are not selected to reproduce. Similarly, important parts of highly fit indi-

viduals’ genomes could be lost or corrupted during the crossover or mutation operations.

Several researchers have found that elitism significantly improves the Genetic Algorithm’s

performance [126].

Infant Mortality Infant mortality is another related concept that attempts to prevent

poor quality individuals from entering the population at all. The concept of infant mortality

in Genetic Algorithms is based upon the assumption that a very unfit or weak offspring

53



solution would not survive long in nature [3][115]. A simple implementation of infant mor-

tality in GAs is to merely prevent a very unfit child solution from entering the subsequent

generation based on a fitness limit. This threshold may be a fixed, proportionate, or variable

value. To keep population levels consistent, extra children may be produced from the pool

of available parents through normal selection and recombination, or a highly fit parent may

be granted longevity and allowed to survive into the subsequent generation.

Overaging. Overaging is an approach to limit the longevity of highly fit individuals that

may persist from generation to generation for Evolutionary Computation algorithms that

allow parents to survive into subsequent generations. With overaging, individuals that exceed

a certain maximum age, κ where 1 ≤ κ ≤ ∞, are removed from the population. Overaging

can be useful to slow the takeover of the population by one or more highly fit individuals.

Evolutionary Strategies (ES) are an example of algorithms that employ the extremes of

overaging, with (µ/ρ, λ) strategies representing overaging with κ = 1 and (µ/ρ+λ) strategies

representing overaging with κ = ∞ [85]. Overaging can also be addressed as a step in an

environmental selection algorithm [84, 5].

2.6.3 Recombination and Crossover

More than any other, the recombination operator exerts great influence on the perfor-

mance of a genetic algorithm in terms of speed and the quality of the solutions returned.

Recombination forms half of the “exploration versus exploitation” dynamic, with the other

half being mutation, that makes genetic algorithms succeed. “Mutation serves to create

random diversity in the population,” writes Spears, “while (recombination) serves as an ac-

celerator that promotes emergent behavior from components” [163]. That is, while mutation,

discussed below, can add new genetic material to a population, recombination attempts to

exploit the existing genetic material to create higher quality combinations of genes. The

distinction between recombination and crossover is subtle, and Muhlenbein et al. explain
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that recombination refers to the mixing of variables, or genes, between parents and crossover

is the mixing of the values of a variable, or gene [129].

Crossover is a specific, and the most common, method of accomplishing recombination

and involves copying a number of genes from each of two or more parents to produce a

chromosome representing a child.

The child receives genetic material from two or more parents in some proportion, which

is usually an equal chance for all parents. In nature the percentage of genetic material

contributed by each parent is sometimes referred to as the crossover rate. In mammals, this

is sometimes as much as 30 percent higher for females than males [66]. In Evolutionary

Computation (EC) algorithms, many approaches to crossover have been suggested, but the

two simplest — and most common — approaches are single-point crossover and uniform

crossover [17].

Single Point Crossover. One of the simplest implementations of crossover — both

conceptually and programmatically — is single point crossover, in which a locus, or position,

along the genome is randomly selected in the range of (1..n−1) as a crossover point. During

recombination, a simple copying of the portion of the genome up to and including the

crossover point from the first parent and then the remaining portion from the second parent

is all that is needed (see Algorithm 2.12).

Single-point and other crossover methods can be implemented to produce one child at

a time or to produce a pair by repeating the algorithm with an inversion of the ordering of

the parents to produce two children such that the entire genomes of both parents are fully

represented between the two children.

Single-point crossover has the benefit of preserving many contiguous substrings, or

schema, into subsequent generations [92]. But its disadvantages are also readily apparent,

such as the tendency of this method to break longer schemata, which are disrupted at the

crossover point. If the crossover point occurs at a locus in the middle of a highly desirable
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Algorithm 2.12: An algorithm implementing single-point crossover at a randomly
selected point, or locus, along the chromosome.

Data: A pair of parent individuals P1 and P2 with chromosomes of length n
Result: A pair of individuals C1 and C2 with chromosomes of length n representing

the new children
1 begin
2 C1, C2 ← ∅
3 crossoverPoint← randomInt(0..n− 2)
4 foreach locus ∈ (0..n− 1) do
5 if locus ≤ crossoverPoint then
6 C1[locus]← P1[locus]
7 C2[locus]← P2[locus]

8 else
9 C1[locus]← P2[locus]

10 C2[locus]← P1[locus]

11 end

12 end
13 return C

14 end

schema in the first parent, then that schema will likely be corrupted when genes are copied

to the child from the second parent, overwriting that portion of the schema that occurs after

the crossover point. This “positional bias” therefore favors short, low-order schemata as

building blocks over longer ones [5][61]. The tendency for bit positions to affect the preser-

vation of desirable schemata, and the desire to free specific genes from a fixed location or

to allow functionally related bits to be more closely located, was one of the reasons for the

proposal of an inversion operator by Holland [90].

Similarly, single-point crossover suffers from an endpoint bias in that the crossover

point always allows the one endpoint of each parent to remain unaltered: specifically, the

first endpoint gene for the first parent and the last endpoint gene for the second parent [126,

128-129].

Multi-point Crossover. To combat some of these undesirable effects of crossover,

two-part and multi-part crossover came into use. In two-part crossover, an additional

crossover point is selected and the genes from the second parent that occur between the
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Algorithm 2.13: An algorithm implementing two-point crossover at randomly se-
lected points, or loci, along the chromosome.

Data: A pair of parent individuals P1 and P2 with chromosomes of length n
Result: A pair of individuals C1 and C2 with chromosomes of length n representing

the new children
1 begin
2 C1, C2 ← ∅
3 L1 ← randomInt(0..n− 3)
4 L2 ← randomInt(L1..n− 2)
5 foreach locus ∈ (0..n− 1) do
6 if locus ≤ L1 then
7 C1[locus]← P1[locus]
8 C2[locus]← P2[locus]

9 else if locus ≤ L2 then
10 C1[locus]← P2[locus]
11 C2[locus]← P1[locus]

12 else
13 C1[locus]← P1[locus]
14 C2[locus]← P2[locus]

15 end

16 end
17 return C

18 end

crossover points are copied to the child (see Algorithm 2.13). Or, as Beasley et al. describe,

one can envision the chromosome as a circle of genes with the crossover points defining an arc

along which the genes of the second parent are copied [19]. Mitchell suggests that two-point

crossover is less likely to disrupt longer schemata [126, 129].

Multi-point crossover is conceptually similar, with merely a larger number of crossover

points selected. The number of crossover points can vary, with a common approach being

to increase the number of points as the length of the genome increases.

Uniform Crossover. In uniform crossover, sometime referred to as random crossover,

a coin toss determines from which parent each gene will be copied. A probability factor

determines the likelihood that a gene will come from one parent or another. When the

probability factor is 0.5, there is an equal chance of any given gene being contributed by
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Algorithm 2.14: An algorithm implementing pure uniform crossover, giving equal
probability of any given gene coming from either parent.

Data: A pair of parent individuals P1 and P2 with chromosomes of length n
Result: A pair of individuals C1 and C2 with chromosomes of length n representing

the new children
1 begin
2 C1, C2 ← ∅
3 foreach locus ∈ (0..n− 1) do
4 cointoss← randomBoolean()
5 if cointoss then
6 C1[locus]← P1[locus]
7 C2[locus]← P2[locus]

8 else
9 C1[locus]← P2[locus]

10 C2[locus]← P1[locus]

11 end

12 end
13 return C1, C2

14 end

either parent and this is referred to as pure uniform crossover (see Algorithm 2.14). Because

of the equal probability that no two adjacent genes in any parent will be chosen to be copied

to the child, pure uniform crossover tends to destroy valuable schemata in genomes with

some structure or relationship between adjacent or nearby genes [164].

There is some argument, however, that uniform crossover, which by its nature tends to

result in a more diverse exploration of the search space, is a better alternative to single- and

multi-point crossover approaches which tend to better preserve longer schemata [41].

Half-Uniform Crossover. Half-uniform crossover (HUX) is a variation, usually ap-

plied to binary genomes, in which exactly half of the non-matching genes between the parents

are selected for crossover. This is accomplished by computing the Hamming distance [83],

which is the number of differing bits between the two binary genomes, and then dividing

that by two. This becomes the number of differing bits that are selected for crossover, and

then a coin toss is usually used to determine from which parent each selected gene is taken

[21].
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Algorithm 2.15: An algorithm implementing parameterized uniform crossover with
a probability factor, p0, as an argument biasing the probability of any given gene
being chosen from one parent instead of the other.

Data: A pair of parent individuals P1 and P2 with chromosomes of length n and a
probability p0 of any gene coming from parent P1

Result: A pair of individuals C1 and C2 with chromosomes of length n representing
the new children

1 begin
2 C1, C2 ← ∅
3 foreach locus ∈ (0..n− 1) do
4 rand← randomDouble(0..1)
5 if rand ≤ p0 then
6 C1[locus]← P1[locus]
7 C2[locus]← P2[locus]

8 else
9 C1[locus]← P2[locus]

10 C2[locus]← P1[locus]

11 end

12 end
13 return C1, C2

14 end

Parameterized Uniform Crossover. Parameterized uniform crossover, as proposed

by Spears and De Jong, extends the concept of uniform crossover by introducing a probability

parameter, P0, that denotes the probability of swapping the alleles of the two parents [164].

A typical probability of swapping is in the range 0.5 ≤ p0 ≤ 0.8 [126]. The probability

argument allows control over the rate of swapping and, therefore, allows selection of rates

that would tend to be less disruptive than pure uniform crossover (see Algorithm 2.15) [164].

Three-Parent Crossover. Three-parent crossover is usually applied to binary genomes

and requires the selection of three individuals, usually randomly, as parents. During crossover,

for any given locus the values of the first two parents’ gene are compared and, if they are

identical, then that gene is copied to the child. If the first two parent’s genes differ, then the

third individual’s gene for that locus is used. This results in a child individual where each

gene has the value that occurs most often among the three parents (see Algorithm 2.16).
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Algorithm 2.16: An algorithm implementing three-parent crossover, in which any
given gene in the child has the value that occurs most often among the same genes in
the three parents.

Data: A triplet of parent individuals P1, P2, and P3 with binary chromosomes of
length n

Result: An individual C with chromosomes of length n representing the new child
1 begin
2 C ← ∅
3 foreach locus ∈ (0..n− 1) do
4 if P1[locus] = P2[locus] then
5 C[locus]← P1[locus]
6 else
7 C[locus]← P3[locus]
8 end

9 end
10 return C

11 end

Probabilistic Crossover. Probabilistic Crossover, not to be confused with Param-

eterized Uniform Crossover above, is another approach that establishes a threshold to be

exceeded by a randomized value below which no crossover at all would occur, providing a

method for parents to essentially clone themselves and preserve their genome in the next

generation. Whitely describes the same technique, which he terms “probabilistic crossover”

to allow some genomes to remain intact from generation to generation [178]. In this approach

a mating pool is filled with suitable individuals and one or more are selected at random for

reproduction. In order to reduce the possibility that an especially highly fit parent’s geno-

type might be eliminated through recombination and crossover, a stochastic value function

and probability threshold, Pc, is used that, when exceeded, will allow crossover to occur.

If the threshold is not met, each parent then produces a child identical to itself, with no

crossover occurring, thus preserving the parents’ genotypes in the subsequent generation.

Mitchell suggests that an appropriate probability threshold for crossover is Pc < 0.7 [126,

9]. Probabilistic crossover may not always be desirable, and it can sometimes lead to faster

convergence [178].
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Although parents’ genes have a high likelihood of persisting from one generation to the

next, over time this becomes less and less probable. As a result, it is possible that the most

highly fit individual encountered during the course of the algorithm’s run may not survive

until the end .

By this repeated process of selection and crossover, it is hoped that, over time, the

overall fitness of the population will increase and after many generations a very fit solution

can be returned.

2.6.4 Mutation

The final component of Neo-Darwinism is mutation, which accounts for the introduction

of new genetic material into a population, or the reintroduction of old genetic material that

may have been lost over time through selection and recombination. Mutation is the most

common method for introducing new information and for preventing loss of diversity at a

given gene [92][126, 23][178, 5].

During crossover and other recombination operations, all the genetic information that

an offspring can possess must come from one or more of the parents. Because of this, the

amount of genetic diversity in a population can never be greater than what existed in the

initial population unless some other process exists that allows new traits and characteristics

to enter.

In fact, over time, without a process for creating new information, the population gen-

erally becomes less and less diverse due to the convergence effects of most selection methods.

Goldberg writes that “...reproduction alone does nothing to promote exploration of new

regions of the search space, since no new points are searched” [81, 31]. He observes that

selection and crossover “may become overzealous and lose some potentially useful genetic

material” and that mutation “protects against unrecoverable loss” of important genes or

gene sequences [81, 14].
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In a genetic algorithm, mutation can be incorporated by allowing the possibility that

during reproduction individual genes inherited by an offspring can be altered, or replaced

with another gene. For example, when a gene is inherited, the value of a stochastic function

can be compared against a probability of mutation, called the mutation factor. If a probabil-

ity threshold is exceeded, that gene can be replaced with another allele, chosen from the set

of available alleles [153]. Hansen writes that mutation is an “unbiased” method for injecting

new information into the population [85, 873].

Mutation should be applied only occasionally, as high mutation rates can in many cases

be detrimental and little better than random search. Holland defines a probability factor Pm

that determines the frequency with which mutation is applied to a specific gene and suggests

this value should be relatively low [91]. Indeed, Holland writes that mutation “generally has

a background role” of “supplying new alleles or new instances of lost alleles” [91, 97].

Mitchell suggests that an appropriate probability threshold, Pm, for mutation to occur

is Pm < 0.001 [126, 9]. This threshold is supported by Goldberg, who suggested a good

mutation rate “on the order of one mutation per thousand bit (position) transfers” [81, 14].

However, higher mutation rates, such as Pm < 0.0333, have also been suggested by Goldberg

[81, 71].

The value of Pm can be misleading, as the exact implementation of the mutation opera-

tion plays a factor in the true mutation rate. For instance, with a mutation rate Pm = 0.001,

we can expect that, on average, one in every 1,000 genes is mutated. If the mutation op-

eration stochastically assigns one of any valid alleles of the gene, then the actual rate of

mutation will vary. If binary gene is chosen for mutation, then the mutation operation has

an equal chance of assigning a one or zero to that gene. In half the cases, the mutation

operation will randomly assign the gene the same value it had previously. The effective

mutation rate is only half of value of Pm. If the gene is non-binary and has k alleles, then

the mutation operation has a
1

k
chance of assigning the same gene, resulting in an effective

mutation rate of
k − 1

k
Pm.
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This can be overcome for binary genes by eliminating the coin-toss when selecting the

new value and merely applying an inversion or binary NOT operation. For genes with

multiple alleles, the mutation operation can be designed to never assign a gene the same

value it had previously. In both of these cases, the effective mutation rate then becomes

equal to Pm.

2.6.5 Inversion

Inversion is a primitive genetic operation defined by Holland that allows the reshuf-

fling of the order of alleles in a chromosome [92]. Understanding the inversion operation

requires comprehending Holland’s concept of Schemata, which encode representations of

portions of a chromosome. A fundamental point in Holland’s treatment of Schemata is that

longer Schemata are more likely to be broken or disrupted during crossover or other genetic

operations. [92]

The presumed value of inversion is that the position of individual bits, or genes, asso-

ciated with a positive outcome can be shifted in the chromosome so that bits that are most

valuable in producing a highly fit solution are located more closely together. This results in

shorter positive schemata that are, presumably, less likely to be disrupted through crossover

and therefore more likely to persist from generation to generation.

Inversion is usually implemented by selecting a segment of the chromosome, typically

of both random location and length, and then inverting the ordering of the genes in that

segment. This may require some modification of the chromosome such that each bit, or

gene, is also associated with a value indicating its unaltered position in the chromosome.

Performing inversion on a typical bit array, without preserving the position information

in the original bits, “is nothing more than large scale mutation” [179]. Holland defines a

probability factor Pi that determines the frequency with which inversion is applied to a

specific individual. [91, 121]
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To accomplish the preservation of gene position, each gene or bit is often encoded as a

tuple (a, b) such that the first parameter represents the bit’s original position and the second

its value. Consider the following equivalent representations of a 10-bit genome:

1 0 1 1 0 1 0 0 1 0

(1,1) (2,0) (3,1) (4,1) (5,0) (6,1) (7,0) (8,0) (9,1) (10,0)

(7,0) (3,1) (9,1) (2,0) (6,1) (10,0) (1,1) (5,0) (8,0) (4,1)

This encoding permits bits to be reshuffled in any order without losing the original

position, and therefore the meaning, of each bit. It is trivial with this method to decode the

tuples to recover a properly ordered bit string.

2.6.6 Loss of Diversity and Convergence

Each generation in a genetic algorithm operates by selecting better individuals, at the

expense of poorer individuals, and mating those better individuals to produce the next

generation. As a consequence, individuals have differing reproduction rates, and a reasonable

selection method should result in good individuals having a reproduction rate R̄(f) > 1 and

poor individuals having a reproduction rate R̄(f) < 1 [24].

Therefore, in each succeeding generation, a certain amount of genetic material from

poorer individuals is lost. Blickle and Thiele term this phenomenon “loss of diversity,” and

quantify it as the proportion of individuals not selected during the selection phase, which he

terms pd [23]. Baker describes a similar calculation, which he calls the reproduction rate, or

the percentage of individuals that are selected, as RR = 100(1 − pd). The loss of diversity

should be kept as low as possible, Blickle and Thiele write, because a higher loss of diversity

increases the risk of premature convergence [24].

Convergence refers to the phenomenon of a population in an Evolutionary Algorithm

approaching a homogenous solution that is, usually, not the global optimum [40, 135]. It is

generally characterized by most or all of the population being composed of identical or nearly

identical solutions such that there is little genetic diversity remaining in the population.
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Convergence occurs quickly in EAs that use selection methods with an inherently high loss

of diversity, such as tournament selection, truncation selection, and others.
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Chapter 3

Literature Review:

Metahuristic Search in Geographic Districting Problems

“There is a popular cliche ... which says that you cannot

get out of computers any more than you put in. Other

versions are that computers only do exactly what you tell

them to, and that therefore computers are never creative.

The cliche is true only in the crashingly trivial sense, the

same sense in which Shakespeare never wrote anything ex-

cept what his first schoolteacher taught him to write —

words.”

— Richard Dawkins, The Blind Watchmaker [56]

The challenges of geographical optimization problems are many, and include the physi-

cal, demographic, social, and political. Typical geographical optimization problems encom-

pass the obvious domains — transportation, defining sales or delivery regions, drawing of

political constituencies, school board boundaries, or similar governmental applications —

and the less apparent, such as natural resource management, healthcare system boundaries,

epidemiological analysis, emergency services areas, logistics and supply, and others [184].

Two general types of geographic optimization problems are those that require the par-

titioning of an area or region and those that require selection of a subset of geographic
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units. For each of these, there are two subtypes, depending on whether the problem does

or does not have spatial constraints [184]. “Spatial constrains” means the imposition of an

additional geographic requirement on a solution, such as the necessity for selected entities

to be physically connected (i.e. contiguous), or that they not be adjacent. Other geographic

constraints may include the requirement for a specific subunit to be included in a particular

district, or the respect or ignoring of natural boundaries.

Geographic districting problems — which are also known as zone design, territory design,

or commercial territory design problems — have been described as an extension of the well-

known knapsack problem or traditional clustering problems [12][44, 1072]. In particular,

the general constraints are observed to be similar to that of a clustering problem with a

set of small geographic units X = x1, x2, ..., xn and number of desired zones k in which to

apportion each unit xi. Zi is the set of units that belong to zone i, then: [12]

Zi 6= ∅, for i = 1, ..., k, (3.1)

Zi ∩ Zj = ∅, for i 6= j, (a)

∪ki=1Zi = X (b)

In districting problems, the aim is to partition a geographic region into districts, or

zones, that satisfy one or more additional constraints that define a desirable zone or set

of zones. In political and governmental districting problems, a number of constraints are

readily apparent, many of which center on the concept of equity. However, equity can

be quantified in a number of ways, many of which can be mutually exclusive: population

equality, socioeconomic homogeneity, racial and ethnic homo- or heterogeneity, ethnic and

cultural integrity, and others [29].
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Regardless of the criteria used to define a desirable zone, districting problems can be

described as a multiple-criteria optimized search. There are a large number of potential solu-

tions to this kind of searching problem, including by Tabu Search (TS), simulated annealing,

and using Genetic Algorithms.

Bação et al. summarize solutions to districting problems as falling into one of three

general categories. The first is those solutions that build zones individually and then attempt

to combine them into an aggregate solution. The second includes approaches that take an

existing districting plan and modify it by moving small units between districts. The final

type includes solutions that generate an entire districting plan at once by allocating all

geographic units to a specific zone [12].

Geographic optimization problems are computationally expensive, and many problems

in this area fall into the category of NP-complete or NP-hard problems, for which there is

no known way to assure the achievement of an optimal solution in reasonable time [12][50].

Therefore, heuristic search techniques would seem to be the best means for obtaining ac-

ceptable solutions within a feasible computational time limit [7]. But Altman cautions that

heuristic techniques “provide no guarantee of convergence to the optimal district plan in a

finite amount of time. At best, they merely good guesses” [7, 91-92].

3.1 Optimized Search for Location and Districting Problems

Early work in location problems, particularly central facilities location, would prove

influential in later extrapolations of location problems to districting problems.

Typical location problems are variations on the well-known Weber problem and involve

locating one or more warehouses, plants, or other facilities at ideal locations such that the

facilities service the surrounding population as efficiently as possible [175]. Specifically, the

central facilities location problem consists of determining a subset m of a set of n communities

to serve as central locations from which all communities are served in such a way that total

travel distances or times are minimized. Typically this is measured as the average of all
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travel times or distances for the population such that s̄ =

n∑
i=1

aisi

n∑
i=1

ai

, where ai is the population

of community i and si is the cost (i.e. miles or minutes) that individuals in community i

must travel to the nearest center [146].

Leon Cooper and Kulin and Kuenne each explored minimum cost solutions to such

location problems using a type of gradient descent algorithm, or successive approximations,

to converge at an optimum or near-optimum solution [49][112]. Revelle and Swain adopt a

similar approach, representing the problem as a matrix of costs between communities and

centers that can be solved as a linear programming problem with repeated iterations with

the optimal solution found in a small fraction of the time compared to an exhaustive search

[146].

In 1965, Hess et al. proposed a method for computer algorithms to provide “a rapid and

nonpartisan method...to develop districting plans to meet pre-specified criteria” [86, 998].

They note that the political districting problem is analogous to the “warehouse location”

problem described by Baumol and Wolfe in 1958 [18], Keuhn and Hamburger in 1963 [111],

and others, but with more complicated constraints. Essentially, a predetermined number of

warehouses must be located such that, collectively, they adequately cover all customers in

the population with roughly equal apportionment of customers to each warehouse.

The heuristic used in Hess et al.’s approach centered on three criteria: equal population,

contiguity, and compactness. Contiguity means, quite simply, that the district be comprised

of a single land parcel. Compactness was generally accepted to mean geographically consol-

idated rather than spread out, although at the time “no geometric measure of compactness

(had) been widely accepted” [86]. Population equality was included as a numeric measure

equal to the sum of squared distances from each person to the district’s center.

Hess et al. employed U.S. Census enumeration districts, an area designed to be covered

by a single census taker, as a predefined population unit from which to construct a solution.

Among the benefits of using Census enumeration districts are that they already take into
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Algorithm 3.1: A Redistricting algorithm proposed by Hess et al. [86, 999-1001]

Data: Given k desired districts and n Census enumeration districts (EDs)
Result: Allocation of n Census EDs equally among k districts

1 begin
2 repeat
3 Randomly guess k district centers
4 repeat
5 Assign population equally to centers by minimum-cost transportation

algorithm
6 Adjust assignments so each Census ED is contained entirely in a single

district
7 Compute district centroids and use as improved district centers

8 until District centers converge;

9 until Until Desired Outcome Reached ;

10 end

account natural and manmade barriers, such as rivers, highways, railroads, and other features

that tend to be desirable for legislative districts [86, 999]. The Hess et al. study focused on

the very small state of Delaware, in which districts were comprised of roughly 12,000 people

and Census enumeration districts contained typically 1,000 people. But they write that,

especially for larger states, census tracts and entire counties could be acceptable base units

[86].

Hess et al.’s method was designed to iteratively guess potential district centers, allocate

population to the closest center, and compute the resulting centroid for use as a new district

center (see Algorithm 3.1). In evaluating the resulting districts, any non-contiguous dis-

tricts were rejected outright and solutions that exhibited both compactness and population

equality, if available, were favored or, if not, the most compact solution within a population

deviation limit was selected. Hess et al. observe that while the algorithm does not guarantee

convergence, in practice convergence occurred within 10 iterations [86].

Hess et al.’s algorithm can be expressed mathematically, as refined by Bozkaya et al.,

such that I represents the set of all population units, J is the set of units used as seeds, or

district centers, and the cost cij of assigning unit i to j is a function of the distance between

the center of j and the center of i. The number of districts to be created is k. The population
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of a unit i is pi and must fall within the interval [a, b]. The binary variable xij is equal to

1 iff (if and only if) unit i is assigned to district center j. This nomenclature allows us to

model the problem as follows: [29][86]

minimize
∑
i∈I

∑
j∈J

cijxij (3.2)

subject to
∑
j∈J

xij = 1 (i ∈ I), (a)

∑
j∈J

xjj = k, (b)

xij 6 xjj (i ∈ I, j ∈ J), (c)

a 6
∑
i∈I

pixij 6 b (j ∈ J), (d)

xij = 0 or 1 (i ∈ I, j ∈ J). (e)

The objective function (3.2) calculates the compactness of a district as the sum of the

distances from the district center of each unit that is part of that district. The constraint

that each unit can be assigned to one and only one district is shown by (a). The constraint

that the total number of districts equal k is shown in (b). Population equality is calculated

in (d) as the sum of the populations of all units included in the district, such that the total

must fall between the bounds of a and b [29][86].

The general approach and calculations presented by Hess et al. have been reused and

modified in many subsequent studies and algorithms addressing districting problems.

A similar formula, presented by Garfinkel and Nemhauser, defines a binary coefficient

aij equal to 1 iff unit i belongs to district j. The cost cj is assigned to district j and a binary
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variable xj is 1 iff district j is selected. This gives a similar expression as follows: [29][75]

minimize
∑
j∈J

cjxj (3.3)

subject to
∑
j∈J

aijxj = 1 (i ∈ I), (a)

∑
j∈J

xj = k, (b)

xj = 0 or 1 (j ∈ J). (c)

3.2 Common Constraints on Districting Problems

Another approach to heuristic search for political districting utilizes a variation of Tabu

Search (TS) that is coupled with a multi-variable optimization function comprised of both

hard and soft, weighted constraints.

Commonly used criteria in defining political districts include: geographic continuity;

compactness; respect for natural boundaries, such as rivers and bodies of water; population

equality; alignment with existing political or administrative boundaries, such as townships

and housing subdivisions; socio-economic homogeneity or, conversely, heterogeneity; similar-

ity to existing district boundaries; preservation of community integrity; and equal probability

of representation for minority groups [29].

Bozkaya et al. address the common districting constraints described above, but treat

some as hard constraints and others as soft ones. In their study, geographic contiguity is

a hard constraint while others are soft constraints that are quantified through a weighted,

additive multi-criteria function, F (x) =
∑
r

αrfr(x), where ar is a weight for a particular

criteria and fr(x) is the value of the objective function for criteria r [29].
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3.2.1 Population Equality

Bozkaya et al. define population equality in terms of the population Pj(x) of district

j ∈ J where J is the set of all possible districts. The average district population is P̄ =∑
j∈J

Pj(x)

k
. The population of each district must fall within a percentage tolerance ±β of the

average population, which is shown by the bound [(1 − β)P̄ , (1 + β)P̄ ], where 0 ≤ β < 1.

This gives a population equality function as follows: [29]

fpop(x) =

∑
j∈J

max
{
Pj(x)− (1 + β)P̄ , (1− β)P̄ − Pj(x), 0

}
P̄

(3.4)

This equation results in a value of zero if all district populations fall within the tolerance of

the average population size, otherwise it returns the sum of the infeasible districts.

Compactness Bozkaya et al. adopt one of two straightforward metrics for measuring

district compactness while acknowledging that no metric is perfect. The first is based on

total length of all boundary lengths between districts, where Rj(x) is the perimeter of district

j and R is the perimeter of the entire territory, which is excluded. The divisor R is used for

scaling, and gives the formula: [29]

fcomp1(x) =

(∑
j∈J

Rj(x)−R

)
2R

(3.5)

A second approach compares the perimeter of a district to the circumference of a circle of

the same area, where Aj(x) is the area of district j:

fcomp2(x) =

∑
j∈J

(
1−

2π
√
Aj(x)/π

Rj(x)

)
k

(3.6)
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3.2.2 Socio-economic Homogeneity

Socio-economic homogeneity is the degree to which the preferences of individuals in a

society tend to be alike, and can be measured by personal income, home ownership, or many

other criteria. [76] Bozkaya et al. quantify this as the attempt to minimize the sum, across

each district, of the standard deviation Sj(x) of income, which is then divided by the avarage

income S̄ to provide a dimensionless value: [29]

fsoc(x) =
∑
j∈J

Sj(x)

S̄
(3.7)

3.2.3 Similarity to Existing Plan

Similarity to existing plan can be a desirable metric because incumbent representatives,

and their constituents, typically prefer not to have large changes to district boundaries such

that a representative no longer represents his or her previously served community. This sim-

ilarity can be calculated, Bozkaya et al. suggest, using an overlay of the previous boundaries

of a district on top of the proposed boundaries for the same district and calculating the areas

of those portions that do not overlap: [29, 15]

fsim(x) = 1−
∑
j∈J

Oj(x)/A (3.8)

where A is the entire area and Oj(x) is the largest overlay with a district contained in the

new solution x. The authors contend that this approach can be used even if the number of

old and new districts differs.

3.2.4 Integrity of Communities

Community integrity is a subjective term, but is generally considered to mean the

preservation of a group of individuals who form a “community of interest,” whether on

the basis of race, religion, socioeconomic status, or some other criteria. How to preserve
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communities of interest is also arbitrary, but could be based on “rural/urban divides, shared

cultural background, economic interest, ethnic background, demographic similarity, political

boundaries, geographic boundaries, and on and on” [95].

To measure integrity of communities, Bozkaya et al. suggest an overlay concept which

relies on the minimization of a function calculating the proportion of a community population

in respect to the total population of the district: [29, 16]

fint(x) = 1−

∑
j∈J

Gj(x)∑
j∈J

Pj(x)
(3.9)

where Gj(x) is the largest population of a given community in district j.

Bozkaya et al. apply each of these metrics as soft, weighted constraints through an

objective function F (x) = αpopfpop(x)+αcompfcomp(x)+αsocfsoc(x)+αsimfsim(x)+αintfint(x)

where αr is a weighting factor and fr(x) is the value function for criterion r. The weighting

multipliers are user-defined, with the exception of αpop, which the authors set initially to 1

and allow to vary during the search to allow some latitude in population equality [29, 16].

Tabu Search (TS) was used as the primary optimization algorithm, in conjunction with

an adaptive memory procedure, to iteratively search solutions in the neighborhood of the

current solution. Cycling was limited by declaring certain solutions as tabu for a number of

iterations, and the search was terminated whenever preset stopping conditions were met.

Bozkaya et al. found that Tabu Search was able to produce solutions that preserve

community integrity better than existing plans and maps that are 27% more compact while

maintaining populating equality [29].

Another application of Tabu Search to a districting problem involving the monthly as-

signment of nurses to patients focused on a multi-heuristic approach that factors in workload

minimization and continuity of care. Tran et al. partitioned a neighborhood using a Voronoi

diagram [10][119] to determine the geographic areas or cells belonging to each patient, giving
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a set of sites I such that patient i ∈ I is at the center of his or her own cell. The role of the

algorithm then becomes allocating the I patients among a set of K available nurses [169].

Their modified Tabu Search algorithm was compared against both a traditional Tabu

Search algorithm and a simulated annealing algorithm on both real-world and randomly

generated data. Tran et al. conclude that their application of Tabu Search can, in most

cases, allocate nurses to maintain workload equilibrium with smaller workload differences

than the comparison algorithms [169].

3.3 Evolutionary Approaches to Partitioning and Districting Problems

Bação et al. write that Genetic Algorithms (GAs) remain largely unexplored in the field

of districting problems [12, 342]. However, GAs have been applied extensively in related

problems, such as the P-Median problem, cluster analysis, pattern recognition, and other

fields. One such approach by Correa et al. explored the use of GAs in solving the P-

Median problem, a typical facility location problem that consists of locating p facilities, called

medians, which satisfy the needs of n demand points, such that the total cost of serving those

demand points is minimized. P-Median problems can be either non-capacitated, such that a

facility can service an unlimited number of demand points, or they can be capacitated [50].

The P-Median problem can be represented as an undirected graph, G = (V,E), where V

is a set of vertices and E is the set of edges. The problem attempts to find a set of vertices,

Vp ⊂ V, known as the median set, with cardinality p such that the sum of distances between
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each vertex in the demand set {V− Vp} and its nearest vertex in Vp be minimized: [50]

minimize
n∑
i=1

n∑
j−1

aidijxij (3.10)

subject to
n∑
j=1

xij = 1, i = 1, 2, ..., n (a)

xij ≤ yj, i, j = 1, 2, ...n (b)

n∑
j=1

yj = p (c)

xij, yj ∈ {0, 1}, i, j = 1, 2, ..., n (d)

where ai is the demand of vertex j, dij is the distance or cost from vertex i to vertex j, xij

returns 1 iff vertex i is assigned to facility j, and yj returns 1 iff vertex j is designated as

one of the p medians.

Correa et al. propose a Genetic Algorithm for solving a P-Median problem with a

chromosome of length p that encodes the unique ID number of each of the p vertices selected

as medians. The fitness is measured by the objective function described in Equation 3.10.

Selection was accomplished by a variation on Roulette Wheel Selection (RWS), and elitism

ensures only highly fit individuals enter the population. Crossover is accomplished unusually,

with two exchange vectors computed for each pair of parents, such that all medians unique

to one parent are placed in the exchange vector of the other parent. Then, a random value

determines how many of the available medians in each exchange vector are to be swapped

between the two parents, producing two new unique offspring. Traditional mutation is

accomplished by replacing the mutated gene with any available vertex not already in the

current genome [50].

Correa et al. introduce a variation on mutation they term “heuristic hypermutation”

that is applied after generation of the initial population and at a probability of 0.05 for each

iteration of the running algorithm. Their hypermutation operation consists of selecting a
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Algorithm 3.2: An algorithm for “hypermutation” proposed by Correa et al. as part
of a solution for the P-Medians problem using genetic algorithms [50].

Data: Given a population P
Result: The most fit mutation of each individual X in a subset P ′ ∈ P

1 begin
2 Randomly select P ′ as 10% of the population P
3 foreach individual X in P ′ do
4 Let H be the set of facilities not in X
5 foreach facility fi in H do
6 Best← X
7 foreach gene gj in X do
8 y ← new individual such that {X − gj} ∪ {fi}
9 if (fitness(Y) < fitness(Best)) then Best← Y

10 end
11 if fitness(Best) < fitness(X) then X ← Best

12 end
13 Insert the new X in the population, replacing the old X.

14 end

15 end

portion of the population (e.g., 10%) and attempting to improve the fitness of each individual

by iterating through all genes in the chromosome, exhaustively replacing that gene with

each of the alleles not already in the genome, and then evaluating the resulting fitness for

improvement. Each possible allele not already in the genome is tried in each position in

the genome, and the allele and position that most improves the fitness is chosen as the

replacement. If no mutation results in improvement, then no replacement occurs. This

approach is quite similar to that of the traditional steepest-ascent hill-climbing algorithm.

The process continues for each individual selected for hypermutation (see Algorithm 3.2)

[50].

The results of this algorithm were evaluated both with and without hypermutation

and compared against a conventional Tabu Search (TS) algorithm. Results shows that the

Genetic Algorithm achieves comparable results when compared with Tabu Search in terms of

run time, distance or cost minimization, and number of potential solutions evaluated before

termination. The GA performs slightly better with hypermutation enabled [50].
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Bação et al. explore in a 2005 study the application of Genetic Algorithms to a districting

problem, which they term zone design. Citing desirable characteristics in such problems,

they also identify population equality, contiguity, and geographical compactness as primary

criteria, with the goal of generating solutions that satisfy all three.

To achieve population equality, they employ a minimization function min
∑

j |Pj − µ|,

where Pj represents the population of the jth zone and µ (previously expressed as P̄ above)

is the average population per zone. Compactness is addressed with the presupposition that

zones should be as close in shape as possible to a circle. Therefore, a function seeking the

minimum of the sums of the distance from the center of each unit to the zone center is used:

min
∑
j

(
|Pj − µ|+

∑
i=∈Zj

dij

)
(3.11)

where dij is the distance from the center of unit i to the center of zone j. An alternative

measure of compactness is suggested as the product of all distances and the population

difference within each zone, which gives an alternative function:

min
∑
j

(
|Pj − µ| ×

∑
i=∈Zj

dij

)
(3.12)

Finally, they offer a third measure of compactness termed “circumferential compactness”

as the sum of the ratios between the square of the perimeter of a zone and its area
∑
j

pr2j
aj

,

where prj is the perimeter of zone j and aj is the area of that zone [12, 342-343].

Contiguity is a binary state that is evaluated by a separate algorithm. Contiguity is

treated not as an absolute but as a “quasi-hard” constraint by “strongly penalizing non-

contiguous solutions, which in practice excludes them” [12].

Bação et al. employed a Genetic Algorithm to solve their zone design problem with one

of two encodings, the first of which centers each zone, or district, at the centroid of one of

the geographic units that comprise the zone. The second encoding allows zone centers to be

placed at any point in the region. Their approach employed ten parallel populations with 25
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Algorithm 3.3: A genetic algorithm devised by Bação et al. for solving the zone
design problem by repeatedly evolving strings of zone center points. [12, 344]

Data: Given k desired zones, and n geographic units
Result: The most-fit string Pbest comprising center points for k zones

1 begin
2 Generate p sets of k center points
3 repeat
4 foreach unit 1..n do
5 Find closest zone center closest and assign unit n to Zclosest
6 Evaluate fitness of each string P and its assigned units
7 Apply selection, crossover, and mutation operators to create new

population
8 end

9 until Generations with no Improvement ≥ 5000 ;

10 end

individuals, or strings, per population. Duplicate strings were not allowed, and a very small

chance of migration, 0.001, of a string from one population to another was provided for. The

optimization functions in Equation 3.11 and Equation 3.12 were used as the heuristic [12,

343-344].

Their final algorithm employed tournament selection; uniform crossover with a proba-

bility, Pc, of 0.95; and mutation with a probability, Pm, of 0.001 (see Algorithm 3.3). Elitism

was employed to ensure the best individual(s) propagate into subsequent generations, and

the stopping criteria was defined as 5,000 generations without further improvement [12,

344]. Results showed that the Genetic Algorithm yielded better results than other heuris-

tic approaches, but results were strongly affected by encoding and optimization functions.

Adopting a more flexible encoding of zone centers allowed the algorithm to perform better

than co-locating zone centers with geographic unit centers [12, 347].

Graph partitioning problems are closely related to districting problems, in that given

a graph of connected nodes, each node can be considered to represent one geographic unit

and the partitioning of the graph into subgraphs containing nodes is conceptually similar to

partitioning a region into districts composed of individual geographic units.
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A graph G = (V,E), where V = {1, 2, ..., n} is a set of n vertices or nodes and E =

{eij|i, j = 1, 2, ..., n; i 6= j} is the set of edges with eij representing a connection between

nodes i and j. Edges connecting nodes have a weight, wij, which typically quantifies some

cost or distance for the connection between the nodes. The graph G is “directed” if wij 6=

wji, (i 6= j), otherwise it is “undirected” [54].

Partitioning a graph G means grouping its n nodes into k non-empty, disjoint sets such

that the set of nodes in each set satisfies one or more constraints or objective functions

that define a desirable set. Typically, graph partitioning problems employ multiple criteria

simultaneously and are therefore considered a multi-objective optimization problem that is

NP-complete for k ≥ 2 [54].

Datta et al. explore the ability of a modified, Non-Dominated Sorting Genetic Algorithm,

a type of multi-objective Evolutionary Algorithm, to address the graph partitioning problem.

Their approach, which accommodates multiple objective functions simultaneously, shows

preliminary success in three out of four test cases. Three criteria for the objective functions

are used, including: minimizing the new loss in edge values when considering two nodes for

inclusion in the same zone; ensuring similar zone size by minimizing the difference in number

of nodes between zones; and promoting compactness by minimizing the spread of a zone in

any single direction [54, 626-627]. Other constraints considered by the authors include: an

integrity constraint ensuring each node is assigned to one and only one zone; contiguity or

connectedness of all nodes within a zone; that the number of zones falls with a predefined

range kmin ≤ k ≤ kmax; and ensuring that the size of a zone falls within a certain range

nkmin
≤ nk ≤ nkmax .

Initial zone creation is accomplished by first selecting a single node to include in a

zone and then expanding it to include neighbors that are not already part of another zone.

Crossover is accomplished by generating a new child chromosome by selecting an arbitrary

zone from parent A and inserting that zone into the chromosome of parent B to produce a

new offspring, after reallocating any overlapping zones or orphaned nodes as a result of the
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crossover. Mutation randomly shifts the boundary of a zone by allocating one of its nodes

to a neighboring zone, thus preserving the integrity constraint described above [54]. The

authors conclude that in limited test cases the algorithm is able to find optimal, if known,

or near optimal solutions for partitioning test graphs.

Chou et al. used a combination of an evolutionary algorithm and human assistance to

subjectively develop and refine an objective function in order to solve a redistricting problem

involving political wards in Philadelphia. Their approach investigated the ability of a novel

genetic algorithm to partition ten council districts out of the city’s 66 wards, each of which

is further subdivided for a total of more than 1,300 geographic subunits. Their algorithm

employed an objective function to calculate district compactness and employed mutation

only, with no recombination of parents at all, to produce offspring [44].

The objective function gauges compactness as a minimization of intra-district distance

between subunits and the center of the district. Contiguity and population size are treated

as soft constraints that, if violated, result in a penalty to the fitness function. Population size

was allowed to vary within an adjustable “slack” range of 5% without penalty. The penalty

for breaking the contiguity constraint was harsh, effectively preventing non-contiguous solu-

tions from entering subsequent generations [44].

Chou et al. ignore recombination completely and employ only mutation to explore the

solution space. Their approach, which they term neighborhood mutation, involves random

mutation of a gene representing a ward’s district assignment by replacing it with an allele

from the set of wards adjacent to the current district. This approach allows mutation to

generate child solutions that are much less likely to violate the contiguity constraint. Two

mutation rates are employed, with each member of the current generation being mutated a

number of times, typically six, to produce multiple offspring. For half of these offspring, a

standard rate of pm1−2 = 0.01 per locus is used, but for the other half a much higher rate

of pm3 = 0.15 is set. The resulting pool of parents and children, which is seven times the

normal population size, is then evaluated for fitness and culled [44].
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The algorithm was run for 100 iterations with 2,000 generations for each iteration,

which resulted in the discovery of 116 valid districting solutions. These solutions were then

presented to a number of subjects who were presented with pairs of potential districting

plans and subjectively rated or voted on the more desirable of the pair. Chou et al. call

this approach, which has the goal of using subjective human input to inform on the fitness

of potential solutions Interactive Evolutionary Computation (IEC). The goal of IEC is to

incorporate human input in order to devise or test a potential fitness function that can, in

future trials, be used in place of further human input.

IEC algorithms “characteristically (rely) on the judgements of subjects to assess the

fitnesses of the solutions encountered in runs of an evolutionary algorithm,” they write, and

can be valuable in “affording discovery of designs and solutions by evolutionary processes

that otherwise could not be well directed for lack of calculable fitness functions” [44, 1074].

A drawback of IEC is that it is labor intensive, requiring humans to evaluate alter-

natives, essentially performing manual fitness computations. Takagi suggests that 10 to 20

generations of evaluations is usually the most a person can handle [166]. The fatigue problem

associated with using human labor in IEC algorithms may be mitigated, Chou et al. write,

by using subjective judgements to develop or test a computational fitness function. This

function, once validated, could then be used in place of a conventional fitness function in an

evolutionary algorithm. Chou et al. call this a validated surrogate fitness (VSF) function

[44].
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Chapter 4

Solving Districting Problems with Evolutionary Algorithms and Mitigating the Effects of

Contiguity Constraints

“Despite how it’s portrayed in books and movies, artifi-

cial intelligence is not a synthetic brain floating in a case

of blue liquid somewhere. It is an algorithm – a mathe-

matical equation that tells a computer what functions to

perform...”

— Jeff Goodell [80]

4.1 Constructing an Evolutionary Algorithm to Solve Districting Problems

To evaluate the ability of Evolutionary Algorithms (EAs) to solve real-world districting

problems, we first constructed a sample data set consisting of United States Census Data for

portions of the State of Alabama. Specifically, we chose sample data to mimic United States

Zone Improvement Program areas (i.e. “ZIP” codes) that are fully or partially contained

within Jefferson County, Alabama. This area, which comprises much of the downtown and

metropolitan Birmingham area, consists of 59 ZIP code zones and is sufficiently large to

provide a suitable test set but also still of manageable size. However, census data does not
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address ZIP codes in a one-to-one manner, especially for rural areas, so ZIP Code Tabulation

Areas (ZCTAs), which closely approximate zip codes, were substituted.

Each element in the data set is comprised of the following data points: ZIP Code number;

county; municipality (if any); population; and a Keyhole Markup Language (KML) fragment

representing the polygon or polygons that define the physical boundaries of the individual

parcel. An extensive list of demographic, socioeconomic, and other data is available to be

associated with each of these data elements, but have been omitted for the purposes of the

preliminary research.

Defining the borders of neighboring zip code parcels could theoretically be accomplished

computationally by exhaustively comparing the edges contained in the KML fragments that

define the boundaries of each parcel, but for the purposes of this preliminary research, an

adjacency matrix has been manually constructed that enumerates for each ZIP code parcel

the set of all adjoining parcels.

4.1.1 Construction of Algorithm and Initial Population

The construction of the initial population is trivial and can be accomplished randomly

if the geographic contiguity of each district is not required. However, if contiguity is nec-

essary, then the initial, random assignment of parcels to districts would result in a starting

population composed entirely, or almost entirely, of invalid candidate solutions.

Therefore, in order to seed the initial population with a set of valid candidate solutions,

an algorithm for creating entirely contiguous districts while still maintaining an element of

randomness in the composition of those districts is necessary.

If the algorithm for generating a structured, but still randomized, initial candidate

solution can be well-constructed, we do not see a problem with using such an algorithm to

seed the generation zero population. Hofstadter pointed out that purely random combination

is not analogous to nature, where the “chance is infinitesimal that a random combination

... will survive” [88, 662]. Recall also that Fogel stated that it is indeed “reasonable to
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Algorithm 4.1: A generalized pseudocode describing the construction of a geograph-
ically contiguous initial candidate solution.

1 For each n desired initial solutions
2 Select m unique parcels at random and assign each to a district numbered 1..m.
3 While there are still unassigned districts
4 For each district 1..m
5 Select at random an unallocated parcel that adjoins the parcels in the district
6 Add the selected unallocated parcel to the district
7 Add the resulting district map to the population
8 Return the initial population with n members

incorporate domain-specific knowledge into an algorithm” when constructing a specialized

evolutionary algorithm [63, 5].

To accomplish seeding the initial population with entirely valid candidate solutions for

problems that require contiguity, a constructor algorithm was been designed that selects n

unique initial parcels to serve as center points around which the n desired districts are to

be assembled. Next, in a round-robin fashion, for each of the n districts an unallocated,

adjoining parcel is added to the district until there are no remaining unallocated parcels. In

the case that no unallocated parcels can be added to a particular district, then that district

is skipped. This approach is expressed as generalized pseudocode in Algorithm 4.1 and is

depicted algorithmically in Algorithm 4.2.

4.1.2 Algorithm Implementation

The algorithm employed can support a varying population size, with a typical population

size of between 50 - 250 candidate solutions. The mating process consists of the operation

of selection, followed by crossover, with a random chance of mutation occurring during

crossover. The selection operation is performed through k = 2 tournament selection, which

requires that two different competitors are chosen at random from the population, and the

competitor with the higher fitness value is designated as the winner of the competition and

therefore becomes a parent. This process is repeated twice, resulting in two parents, and is

depicted in Algorithm 4.3.
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Algorithm 4.2: An algorithm depicting the construction of an initial population of
size n consisting of solutions to a districting problem with a geographic contiguity
constraint.

Data: A set of geographic parcels D
Result: A set P containing n geographically contiguous candidate solutions

1 begin
2 P (τ)← ∅
3 foreach 1..n desired initial solutions do
4 foreach 1..m desired districts do
5 Dm ← a unique parcel as district center
6 end
7 repeat
8 foreach district Dm in (1..m) do
9 P ′ ← a random unallocated parcel that adjoins Dm

10 Dm ← Dm + P ′

11 end

12 until no unassigned districts remain;
13 P ′ ←

∑
1..mDm

14 P (τ)← P (τ) + P ′

15 end
16 return P (τ)

17 end

In this case, there is a provision to prevent the selection of the same candidate solution

as a competitor in both tournaments (which will happen with a frequency of roughly 1/n,

where n is the size of the population). However, it is arguably just as acceptable to implement

the algorithm in a manner such that if a parent is highly fit and is selected twice, it can then

mate with itself, resulting in an identical clone in the subsequent generation.

Genetic exchange during mating is accomplished through single-point crossover with a

randomized crossover point anywhere along the genome such that the resulting child receives

the entire portion of one parent’s genome prior to and including the crossover point and the

portion of the other parent’s genome after the crossover point. This process is depicted in

Algorithm 4.4.

Mutation is incorporated in the mating process with a randomized likelihood of a genetic

mutation occurring once out of every 1,000 gene transcriptions, or pm = 0.001. In the case of
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Algorithm 4.3: A simple algorithm for selection of ρ parents employing tournament
selection with tournament size k. The algorithm explicitly prevents the selection of a
single individual as a parent more than once.

Data: A population P of size µ, a desired number of parents ρ, and a tournament
size k

Result: A subset P ′ containing ρ unique parents selected for recombination
1 begin
2 P ′ ← ∅
3 foreach i ∈ (1..ρ) do
4 T ← ∅
5 foreach j ∈ (1..k) do
6 T ′ ← ∅
7 while T already contains T ′ do
8 rand← randomInt(0..µ)
9 T ′ ← Prand

10 end
11 Tj ← T ′

12 end
13 P ′i ← max(T )

14 end
15 return P ′

16 end

a mutation, the gene being copied is randomly assigned one of the possible alleles between a1

and amax. No provision is made to prevent a gene selected for mutation from being randomly

assigned the value it originally had, which will happen with frequency
1

amax
. This process is

also depicted in Algorithm 4.4.

4.1.3 Results

The algorithm described above was executed repeatedly with a varying combination of

parameters to assess the feasibility and performance of the main genetic algorithm and its

fitness function. For these tests, only a population demographic was used, and the algorithm

was designed to partition the sample area into five districts of as nearly equal population as

possible. The fitness of a candidate solution was measured, therefore, as the maximum of
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Algorithm 4.4: An algorithm employing single-point crossover and incorporating
random mutation with a frequency of pm for each transcribed gene. In the case of a
mutation, the transcribed gene is randomly assigned the value of a valid allele in the
range of 1..amax, where amax represents the maximum value of an allele.

Data: A pair of parents P1 and P2 with an integer array of length n representing
genes with valid alleles in the range 1..amax

Result: A child C with an integer array of length n
1 begin
2 C ← ∅
3 crossoverPoint← randomInt(1..n− 2)
4 foreach locus ∈ (0..n− 1) do
5 p← randomDouble(0..1)
6 if p < pm then
7 allele← randomInt(1..amax)
8 C[locus]← allele

9 else if locus ≤ crossoverPoint then
10 C[locus]← P1[locus]
11 else
12 C[locus]← P2[locus]
13 end

14 end
15 return C

16 end

the difference between each district’s population and the average population for all districts

in the solution.

In those trials requiring geographic contiguity, candidate solutions with one or more non-

contiguous districts were assigned a specific fitness value to represent an invalid solution. The

invalid fitness value is such that no valid candidate solution could ever rank lower than an

invalid solution. Because of the requirement for geographic continuity in these cases, it is

necessary to ensure that the initial population is composed entirely of valid solutions. To

accomplish this, Algorithm 4.2 was used. An example generation zero candidate solution

created by this algorithm is depicted in Table 4.1 and geographically by the map shown in

Figure 4.1.

The precise configurations under which the algorithm was tested include:
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Figure 4.1: A typical map depicting a generation zero, or starting, candidate solution for a
simple genetic algorithm to allocate zip code parcels into five contiguous groups, based upon
population. Note that each starting group is nearly equal in the number of zip codes each
contains, and all zip codes in each group are contiguous.

• Five contiguous districts with k = 2 tournament selection, single-point crossover, and

random mutation (pm = 0.001).

• Five contiguous districts with k = 2 tournament selection, stochastic uniform crossover,

and random mutation (pm = 0.001).

• Five non-contiguous districts with k = 2 tournament selection, single-point crossover,

and random mutation (pm = 0.001).

• with Five non-contiguous districts with k = 2 tournament selection, stochastic uniform

crossover, and random mutation (pm = 0.001).

Results were consistent over dozens of iterations, with a high similarity among the fitness

value of the returned solutions in all cases.

In the case of the two trials requiring contiguous districts, the fitness value of the

returned solution usually varied between 650 and 980 individuals. The most-fit solution was
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District Population Fitness Zip Count
1 117874 51340 14
2 101432 66782 11
3 169214 66782 12
4 158943 57511 10
5 143852 42240 6

Table 4.1: District populations, fitness value, and number of zip codes in each district for the
example generation zero candidate solution depicted in Figure 4.1. Note the wide disparity
in population sizes between the zones.

District Population Fitness Zip Count
1 132881 11279 13
2 132797 11363 14
3 144160 11363 12
4 137625 6227 8
5 143852 11055 6

Table 4.2: District populations, fitness value, and number of zip codes in each district for
the example 10th generation candidate solution depicted in Figure 4.2. Algorithm variables:
k = 2 tournament selection, uniform crossover, pm = 0.001.

usually found by the 50th generation, and little, if any, improvement in overall fitness of

the population occurred after this. An example 10th generation candidate solution, with a

relatively inferior quality solution, is depicted in Table 4.2 and geographically in the map

shown in Figure 4.2.

A typical near-optimal solution for contiguous districts, returned by the 50th generation,

is depicted in Table 4.3 and geographically in the map shown in Figure 4.2.

District Population Fitness Zip Count
1 137690 1564 15
2 139055 1365 13
3 139254 199 10
4 138438 748 9
5 139221 1531 8

Table 4.3: District populations, fitness value, and number of zip codes in each district for the
example near-optimal contiguous candidate solution depicted in Figure 4.3. This solution
was repeatedly discovered during multiple runs by the 50th generation. Algorithm variables:
population size 10000, k = 2 tournament selection, uniform crossover, pm = 0.001.
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Figure 4.2: A map depicting a much improved candidate solution after only 10 generations,
left, and after 50 generations, right, in which zip code parcels are distributed in five districts
of contiguous parcels. Each district is created with the goal of having a total population
that is as close as possible to the populations of each of the other districts. Note that the
number of zip codes in each district varies greatly.

For those trials not requiring geographic contiguity for all zones in each district, the

quality of the final solution varied more widely. These trials were typically allowed to run

much longer than the trials above, since the requirements for geographic contiguity above

quickly eliminated a large number of schemata from the population. In the non-contiguous

trials, the quality of candidate solutions often continued to improve even past 100 genera-

tions, with some runs still showing improvement near the 300th generation.

For the non-contiguous trials, some returned solutions showed fitness values as high as

250, but a more typical value would fall between 50-95. However, in one extraordinary case,

a near-optimal solution was returned with a fitness value of only 3.2, representing an average

population difference of less than four individuals between all five districts. Any solution

with such a negligible difference between its result and the theoretically perfect result of

zero population difference between districts would be deemed a success and, although it is

impossible to prove whether any single solution provided by a genetic algorithm is optimal,
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Figure 4.3: A map depicting a near-optimal unconnected candidate solution after 500 gener-
ations, in which zip code parcels are apportioned into five districts of non-contiguous parcels.
Each district is created with the goal of having a total population that is as close as possible
to the populations of each of the other districts. Note that the number of zip codes in each
district varies.

it would be foolish to continue searching for a more fit solution once such a solution has been

found.

A more typical example solution, with an average population difference in the 70s, is

depicted in Table 4.4 and geographically in the map shown in Figure 4.3.

Data from multiple executions with varying population sizes and run (generation)

lengths shows that when using k = 2 tournament selection there is a very rapid tendency for

District Population Fitness Zip Count
1 138768 88 14
2 138680 88 11
3 138750 70 12
4 138763 83 9
5 138697 71 9

Table 4.4: District populations, fitness value, and number of zip codes in each district for the
example 500th generation near-optimal candidate solution depicted in Figure 4.3. Algorithm
variables: k = 2 tournament selection, uniform crossover, pm = 0.001.
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the population to become homogenous, with only random mutation remaining as a factor

for introducing new genetic material. Regardless of population size, the population quickly

becomes filled with clones of the same solution after only a few score of generations. This

results in a quick degradation in the usefulness of subsequent generations. The candidate

solution returned is usually good, but the optimization of the returned candidate solution

varies widely from run to run. When considering recombination, single-point crossover seems

to converge to a better fitness solution faster than stochastic uniform crossover.

Another observation is that increasing the mutation rate above 0.001 produces worse

results over time for some trials, most notably those requiring geographic contiguity. Muta-

tion rates as high as pm = 0.1 showed almost no improvement in the population after only a

couple dozen generations. Mutation rates of zero allowed the population to rapidly converge

on a near-optimal solution, but only if the initial population size was sufficiently large.

The observed results suggest that stochastic mutation, especially in GAs with non-

binary alleles, can be a hindrance when used on problems that have an additional structure

or relationship between individual genes that would render an otherwise fit solution invalid.

Therefore, we conducted additional, controlled testing of a genetic algorithm on a sandbox

districting problem to evaluate the effects of contiguity constraints on populations in GAs.
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4.2 Controlled Testing of an Evolutionary Algorithm for Solving Districting

Problems

To provide a controlled environment in which to refine and evaluate the performance

of the genetic algorithm on geographic districting problems, a 25 x 25 grid was constructed

with each of the 525 zones randomly seeded with a simulated population in the range of

(200, 25000). The sample population data for each zone was generated only once and was

kept constant for all subsequent trails, with the simulated data having a minimum population

value of 202, a maximum value of 24,985, a mean of 14,317.7, and a total population of

7,516,798 for all zones (see Table A.1).

Other random demographic values were similarly generated for use, if needed, in trails

involving a mutli-objective heuristic. The size of the grid was selected to approximate the

number of zip codes or ZCTAs in a typical U.S. state.

Two implementations of a 25 x 25 grid were implemented, one which enforced a conti-

guity requirement for all zones assigned to a district and one which allowed assignment of

zones to a district without regard to geographic distance or contiguity. The objective func-

tion (i.e. fitness function) of the GA attempts a variation on Wald’s “maximin” model [174]

to equalize population by minimizing the maximum, or worst, of the differences between the

population of a district and the average of the populations of all districts:

minimize max
j∈J

( ∣∣P (j)− P̄
∣∣ ) (4.1)

subject to
∑
j∈J

xij = 1 (i ∈ I), (a)

xij = 0 or 1 (i ∈ I, j ∈ J), (b)

where P (j) =
∑
i∈I

pixij (j ∈ J), (c)

P̄ =

∑
j∈J

∑
i∈I

pixij

k
(d)
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where P (j) is the sum of the population in district j indicated by (c), P̄ is the average of

the populations of all districts indicated by (d), xij in (a) is a constraint function that each

zone is assigned to one and only one district, and (b) is a constraint function that is equal

to one iff zone i is assigned to district j. This objective function is similar in concept to the

algorithm described by Hess et al. in Equation 3.2.

The genetic algorithm was encoded as a 25 x 25 array of integers with values for each

index ranging from 0..k, where 0 indicates the zone represented by the index is unassigned

and the values 1..k indicating assignment of that zone to the district of the same value.

Therefore, each gene in the genome has a set of possible alleles in the range of 1..k. The

value zero is used only during the initialization of the array and is not a valid allele.

4.2.1 Initial Zone Creation

For problems with no requirement for connectedness of districts, initial population con-

struction is implemented by random assignment of the values 1..k to each gene, where k is

the number of districts in which to partition available geographic units. If fixed district “cen-

ters” are required, then the correct district value for zones designated as centers is written

after random assignment is accomplished.

Construction of the initial population for problems with a contiguity constraint is ac-

complished in a manner similar to that proposed by Datta et al. in their work on employing

Genetic Algorithms in solving graph partitioning problems [54]. For these cases, an algo-

rithm was constructed that designates k district centers, either arbitrarily or as pre-assigned,

and then constructs contiguous districts by iteratively assigning a zone to each district from

the set of its unassigned neighbors until there are no remaining unassigned zones. For each

district center and its already connected zones, the algorithm determines a set of unassigned

zones adjacent to the district and then chooses one arbitrarily to add to the district. This

process is completed iteratively for each district, resulting in the addition of one zone to a

district during each iteration. If a district has no adjacent, unallocated zones that it can
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Algorithm 4.5: An algorithm for randomly constructing a map containing K con-
tiguous districts.

Data: A set of Z zones to be divided into K contiguous districts
Result: A set of K districts D1, D2, ..., DK such that all zones in each district are

contiguous
1 begin
2 foreach k in (1..K) do
3 Select a zone Z as a district center
4 Dk ← Dk + Z

5 end
6 k ← 1
7 while No unallocated zones remain do
8 set of neighbors N ← ∅
9 foreach zone Z in district Dk do

10 N ← set of unallocated zones adjacent to Z
11 end
12 Z ′ ← random zone from N
13 if Z ′ 6= ∅ then
14 Dk ← Dk + Z ′

15 end
16 if k ≥ K then
17 k ← 1
18 else
19 k ← k + 1
20 end

21 end

22 end

add, then the algorithm continues to the next district. This process continues until there

are no remaining unallocated districts (see Algorithm 4.5). The algorithm ensures that the

initial population is comprised only of contiguous, feasible candidate solutions that contain

roughly the same number of zones, but are not guaranteed to do so.

4.2.2 Effects of Population and Tournament Size Variation

The performance of the Evolutionary Algorithm was measured with a combination of

population and selection tournament sizes to assess the effects of population and tournament

size on overall fitness of the population as well as the rate of convergence. In a series of trials,
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Figure 4.4: Population fitness variation over 100 generations for a 25x25 zone districting
problem partitioned into four districts using a population equality heuristic, no geographical
contiguity requirement, k = 2 tournament selection, single-point crossover, and mutation
with probability pm = 0.001. Population sizes, from left, of µ = 20, µ = 50, µ = 100, and
µ = 1000 individuals demonstrate that as the population size increases the overall fitness of
the population, and therefore the rate of convergence, decreases.

the genetic algorithm was executed with population sizes of µ = 20, µ = 50, µ = 100, and

µ = 1000 individuals on a districting problem with no requirement for geographic contiguity.

In each trial, a tournament size of k = 2, mutation with probability pm = 0.001, and single

point crossover was used. Over the course of 100 generations, the fitness of the population

was recorded at regular intervals.

A typical trial series is shown in Figure 4.4 and depicts the overall fitness of the pop-

ulation at intervals of every 10 generations. The median value for each measurement is

represented by the horizontal line, the upper and lower quartiles are depicted by the bound-

aries of the boxes above and below the median, and the upper and lower fences are shown

by the length of the whiskers. Outliers are depicted individually by dots above or below the

fences.

As shown here, increasing the size of the population while keeping the tournament size

constant reduces the rate of convergence of the population significantly, leading to less-fit

solutions in the same number of generations. With larger population sizes (µ > 100), it may

be necessary to increase the tournament size to maintain an acceptable rate of convergence.
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Figure 4.5: Population fitness variation over 100 generations for a 25x25 zone districting
problem partitioned into four districts using a population equality heuristic, no geographical
contiguity requirement, population size µ = 500, single-point crossover, and mutation with
probability pm = 0.001. Tournament size, from left, of k = 2, k = 3, k = 4, and k = 5
demonstrate that, for larger populations, an increase in tournament size can improve the
overall fitness improvement of the population, and therefore the rate of convergence, from
generation to generation.

Figure 4.5 depicts a typical trial series in which the population is kept constant at

µ = 500, but the size of the selection tournament is varied from k = 2 to k = 5. As shown

here, the increase of the tournament size allows sufficient chance of selection of highly-

fit individuals and elimination of poorly fit individuals; at a minimum, the k − 1 worst

individuals are guaranteed to not be selected each generation. This allows the population

to again show a reasonable rate of convergence. However, as k increases, convergence can

occur too rapidly. A reasonable tournament size for large populations (µ = 500 or µ = 1000)

would seem to be k = 3 or k = 4.

4.3 Effects of Hard and Soft Contiguity Constraints on Populations

One of the challenges of districting problems is in determining in which manner to

address contiguity constraints, and more specifically, how to handle candidate solutions that

violate that constraint. If contiguity is a hard constraint, any candidate solution whose

districts are not wholly contiguous is, therefore, infeasible, no matter how well the solution
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Figure 4.6: Percentage of feasible (i.e. contiguous) candidate solutions in the population
over 100 generations for a 25x25 zone districting problem partitioned into four districts with
single-point crossover, no mutation, tournament size k = 4, population sizes of µ = 10,
µ = 50, µ = 100, and µ = 500.

satisfies other, softer constraints. The high incidence of invalid candidate solutions when

using an Evolutionary Algorithm to solve a districting problem with a contiguity constraint

is demonstrated in Figure 4.6, in which the number of valid, contiguous solutions is shown

as a percentage of the overall population for an algorithm employing only mutation to create

child solutions.

However, it is wasteful to simply discard a candidate solution that is infeasible because

of one or a few zones that violate the contiguity constraint. It is easy to imagine an otherwise

highly fit candidate solution that, were a single contiguity error corrected, might already be

or could later evolve into the most-fit solution found. Several approaches to addressing

contiguity challenges were discussed in Chapter 3, including discarding invalid solution,

fitness penalization, and preventative measures.

In fact, there are four generally accepted approaches for dealing with constraints: [47][107]

1. Discarding infeasible solutions entirely, sometimes called the “death penalty.”

2. Employing a penalty function that increases or decreases the fitness value of infeasible

solutions.
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3. Designing genetic operators to produce only solutions that are feasible.

4. Editing all or part of an infeasible solution’s chromosome (i.e. “repair” it).

Here, we implement and compare the performance of three of these methods for address-

ing candidate solutions with contiguity constraint violations. We consider these methods to

fall into three categories: punitive, preventive, and remedial. That is, first we detect and

handicap infeasible solutions by assessing a fitness penalty. Next, we design and implement

an algorithm for Neighborhood Mutation to reduce the incidence of infeasible solutions.

Finally, we design and implement a Local Repair algorithm to detect and correct district

contiguity errors.

Each of these three approaches was exercised for 100 trials of an evolutionary algorithm

running for 300 generations using a fixed data set. The algorithms employed tournament

selection with k = 2 to select a single parent and applied no recombination or crossover

operation, relying instead exclusively on mutation for generation of new child solutions with

a fixed probability of mutation of any given gene of pm = 0.001. This was repeated for each

approach using three different population sizes of µ = 50, µ = 100, and µ = 500. In total,

90,000 generations of computations were conducted, involving the creation and heuristic

evaluation of 58,500,000 candidate solutions. A sample, highly fit solution is depicted in

Figure 4.7.

4.3.1 Fitness Penalization

Fitness penalization is a common tactic in evolutionary algorithms, especially those

with multi-objective, weighted heuristic functions [17][47]. In using Genetic Algorithms

to solve districting problems with a contiguity constraint, Bação et al. and Chou et al.

addressed discontiguous solutions by assessing a fitness penalty that “in practice excludes

them” [12][44].

We chose a similar approach and implemented a contiguity detection algorithm that as-

signs a binary value to each solution determining its adherence to the contiguity constraint
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Figure 4.7: A highly fit solution to a districting problem for a problem space of 525 geographic
units partitioned into four districts with fixed district centers using a population equality
heuristic and a geographic contiguity constraint. The depicted solution was reached after
300 generations with a population size of µ = 100, k = 4 tournament selection, single-point
crossover, and no mutation. The solution contains a per-district variation from the average
population of 125 or less based on a simulated population of more than 7,500,000 among all
districts.

(true) or its violation of it (false). In cases that violate the contiguity constraint, the fit-

ness function increases the fitness value of the solution by a fixed value of 50,000, which is

significantly higher than any feasible solution in all but the earliest generations of execution.

It is necessary to note that purely random mutation is highly destructive to chromosomes

in a districting problem with a contiguity constraint. For subdivision of the 25x25 grid

problem into four districts, as done here, a worst case scenario would be a solution in which

the area is equally divided into four quadrants, each representing a district. This would result

in a solution containing 429 zones that border only zones in the same district. Mutation of

the gene for any of these zones would result in an infeasible solution. For the remaining 96

zones, each of which borders at least one zone assigned to another district, any mutation
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Figure 4.8: Population fitness variation over 100 generations for a 25x25 zone districting
problem partitioned into four districts with single-point crossover, no mutation, tournament
size k = 4, population sizes of µ = 10, µ = 50, µ = 100, and µ = 500, and a population
equality heuristic and a geographical contiguity requirement with a fixed fitness penalization
for constraint violation of 50,000. The horizontal median bars and small bottom quartile
boxes indicate that many highly fit solutions exist in the population, but the large upper
quartile boxes reflect the skewing effects of the fixed fitness penalty for a smaller number of
infeasible, discontiguous solutions.

would have up to a 50% probability of resulting in an infeasible solution. With a mutation

probability of pm = 0.001 and a problem with genome of length 525, there is approximately

a 41% chance of each solution undergoing mutation (p = 1 −
(
1 − 0.001

)525
= 0.4086).

For mutation rates higher than pm = 0.001, which would be expected in a mutation-only

evolutionary algorithm, the chance of producing an infeasible solution increases accordingly.

For example, Figure 4.8 shows the effects of a fitness penalty on the distribution of

candidate solution fitness by generation for various population sizes. We can see that the

upper quartile, indicated by the white rectangles above the horizontal median line, show a

wide range of fitness variation due to the fitness penalty. In contrast, the small or barely

noticeable lower quartile box, shown below the median line, demonstrates the tight fitness

clustering of those candidate solutions that are contiguous and which incur no penalty. It is

worth noting that, even with the skewing caused by large numbers of discontiguous solutions,

there is still convergence in the algorithm overall, which is demonstrated by the decreasing

value of the median line from generation to generation.
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The high tendency of mutation to produce infeasible solutions, and thus incur the severe

fitness penalty for violating the contiguity constraint, should not be surprising, and indeed

has parallels in biology. Considering the enormous number of combinations of alleles in even a

simple organism’s chromosomes, it is unsurprising that the vast number of mutations possible

in nature are detrimental and only the occasional mutation is of benefit to the organism and

the species [88]. In pointing out this natural comparison, Holland writes that “in realistic

cases, the overwhelming proportion of possible variants (all possible allele combinations, not

just those observed) are incapable of surviving to produce offspring in the environments

encountered” [91, 12]. Hofstadter similarly writes that the “chance is infinitesimal that a

random combination of pieces of DNA will code for anything that will survive — something

like the chance that a random combination of words from two books will make another book”

[88, 662].

Evaluation of algorithm performance with random mutation with probability pm = 0.001

demonstrates that the vast percentage of solutions produced are infeasible (see Table A.3).

Over the course of 300 generations, the percent of contiguous solutions in the population

falls as low as 17.1% with a population size µ = 50 and has a maximum of 44.51% with

population size µ = 500, discounting the first few generations during which the population is

still stabilizing. More importantly, the mean fitness values for each generation remain very

high compared to the best solution found, demonstrating the skewing of the overall popu-

lation fitness by the large number of infeasible, penalized solutions. Similarly, the standard

deviation among the mean fitness values for each of the 100 trials is high and remains high

for population sizes µ = 50 and µ = 100, showing that there is little improvement in the

wide range between mean fitness values over the trials. Only with the largest population

size, µ = 500, do we begin to see a steady downward trend in the mean fitness value for each

generation over time and a similar decrease in the standard deviation between mean fitness

values, indicating a greater tendency of agreement in mean fitness values over the 100 trials.
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Algorithm 4.6: A Neighborhood Mutation algorithm for preserving contiguity when
mutating values in a contiguous districting problem.

Data: A set of zones X and a mutation probability pm
Result: A set of zones X with each zone’s district assignment having been changed

to that of a neighboring zone with a probability pm
1 begin
2 foreach district Xi ∈ X do
3 p← randomDouble(0..1)
4 if p ≤ pm then
5 Set of alleles A← ∅
6 foreach adjacent neighbor Nj of Xi do
7 if Nj.value /∈ A then
8 A← A+Nj.value
9 end

10 end
11 r ← randomInt(0..Size(A))
12 Xi ← Ar
13 end

14 end
15 return X

16 end

However, despite the large percentage of discontiguous solutions, the algorithm still

shows convergence for all populations sizes, and returns a best solution, across all 100 trials,

with fitness values of 1,444, 653, and 100 for populations sizes µ = 50, µ = 100, and µ = 500,

respectively. This would suggest that, despite the presence of a majority of infeasible solu-

tions, there are a sufficient number of valid candidate solutions in the population, especially

for the larger population size, to allow the genetic algorithm to sufficiently explore the search

space and find near optimal solutions.

4.3.2 Neighborhood Mutation

To reduce the likelihood of mutation resulting in an infeasible solution, Chou et al.

proposed the concept of Neighborhood Mutation, in which genes selected for mutation are

randomly assigned the value of an allele from an adjacent zone, rather than from all possible

alleles [44]. This approach greatly reduces, but doesn’t eliminate, the chances of producing
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Figure 4.9: An illustration of how iterative Neighborhood Mutation can still produce a
non-contiguous map. Cell [1,1] is mutated in Step 1 to the value of its bottom neighbor,
resulting in the map shown in Step 2. Next, cell [2,1] is mutated in Step 3 to the value of
its right neighbor, resulting in the map shown in Step 4 and isolating cell [1,1], causing the
discontiguity.

a non-contiguous solution. The Neighborhood Mutation method depicted in Algorithm 4.6

was implemented and evaluated.

Neighborhood Mutation, however, is not perfect. Even with Neighborhood Mutation

ensuring that no gene is mutated to an allele that is not among the alleles of adjacent

districts, there is still the potential for Neighborhood Mutation to create an infeasible, non-

contiguous map. For instance, consider the possibility of a particular cell being mutated to

a neighboring district’s value such that the new cell forms the tip of a “finger” protruding

from the center of its new district. If another cell along the length of that finger is then

mutated to a neighboring district value, this can essentially amputate the tip of the finger,

forming a discontiguous cell or group of cells that are now isolated from their former district.

An example of this process is illustrated in Figure 4.9.

Evaluation of Neighborhood Mutation performance with mutation probability pm =

0.001 demonstrates that the vast percentage of solutions produced — more than 99% in

all trials — are contiguous and, therefore, valid (see Table A.4). Over the course of 300

generations, the percent of contiguous solutions in the population was not observed to fall

below 99.06%, regardless of population size. This produced both a vastly greater rate of

improvement in mean fitness over time compared to random mutation but also the discovery
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of a higher quality solution over the course of each of the three 100-trial runs. Convergence

was observed to occur rapidly, with highly fit solutions being reached in 40-60 generations

for the larger population sizes, while the trial with population size µ = 50 did not discover its

best solution until almost the 200th generation. The overall quality of the most-fit solutions

returned were, in increasing order of population size, 122, 42, and 60.

The standard deviation among the mean fitness values quickly became very tight and

grew tighter the larger the population size — barely over 1,000 for µ = 50 and just over 400 for

µ = 500. The range of variation among the mean fitness values encountered in each trial was

observed to initially vary greatly, but then tighten quickly and within about 50 generations

for large populations — or 100 generation for small populations — to reach a stable range.

Compared to random mutation, the mean fitness values produced by Neighborhood Mutation

over the 100 trials, as shown by these standard deviation values, demonstrates about 1/10th

the variation for any given generation as seen in random mutation.

4.3.3 Local Repair

While Neighborhood Mutation is preventative in its approach, we also investigated a

remedial method to correct discontiguous solutions once they had occurred. This approach,

which we call Local Repair, is applied after the typical genetic operators of selection, recom-

bination/crossover, and mutation have occurred (although, as stated, no recombination or

crossover was used in this instance). This approach, very simply, first evaluates the candidate

solution for contiguity and assigns the solution a boolean attribute indicating its adherence

to the contiguity constraint. If the solution is invalid, the repair mechanism is applied and

attempts to evaluate each zone by first determining how many adjacent zones are assigned to

the same district. If that number is less than 1, then the zone is deemed to be discontiguous

and the repair mechanism will assign it the allele that is most prevalent among its adjacent

neighbors. In the event of two alleles being equally prevalent, then the value chosen will

107



Algorithm 4.7: An algorithm for Local Repair of district contiguity problems by
detecting a geographically discontiguous zone and changing its allele to the most
prominent allele value in its immediate neighborhood.

Data: A set of zones X
Result: A set of zones X with any discontiguous zone’s district assignment changed

to the value most common among its neighbors
1 begin
2 foreach district Xi ∈ X do
3 neighbors← ∅
4 connectedNeighbors← ∅
5 foreach adjacent neighbor Nj of Xi do
6 neighbors← neighbors+Nj

7 if Nj = Xi then
8 connectedNeighbors← connectedNeighbors+Nj

9 end

10 end
11 if Size(connectedNeighbors) < 1 then
12 Nj ←Mode(neighbors)
13 end

14 end
15 return X

16 end

depend on the particular implementation of the Mode function. This method is illustrated

in Algorithm 4.7.

Although even more reliable than Neighborhood Mutation in producing contiguous so-

lutions, there remains a very small chance that a solution, such as one with simultaneous,

destructive mutations of several adjacent zones, cannot be repaired by this algorithm.

The Local Repair algorithm performs exceptionally well in correcting discontiguous so-

lutions produced by random mutation with probability pm = 0.001, producing valid solutions

with very high frequency. In fact, over all trials, the average percentage of contiguous, valid

solutions was observed to range as high as 99.96% and never lower than 99.80% (see Table

A.5). This represents a reduction in the number of infeasible solutions per generation, on

average, to merely 16% of that seen in the already efficient Neighborhood Mutation algo-

rithm.
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Local Repair also produced a rate of improvement in mean fitness much greater than ran-

dom mutation and comparable to that of Neighborhood Mutation. The quality of solutions

returned were similarly superior to random mutation and again comparable to Neighbor-

hood Mutation. Convergence was observed to occur rapidly, with highly fit solutions being

reached in about 100 generation for all population sizes. The overall quality of the most-fit

solutions returned were, in increasing order of population size, 221, 49, and 66.

The standard deviation among the mean fitness values quickly grew tight for all popu-

lation sizes, but was observed to do so at a slightly slower rate than seen with Neighborhood

Mutation, again settling within about 50 generations for large populations and slightly slower

for smaller populations. Compared to random mutation, the mean fitness values produced

by Local Repair over the 100 trials, as again shown by these standard deviation values,

demonstrates slightly less variation than seen in Neighborhood Mutation and, again, about

1/10th the variation for any given generation as seen in stochastic mutation.

4.4 Algorithm Performance on Statewide Analysis

Algorithm performance on real-world, state-wide data was conducted using the state of

Alabama and demographic and geographic information from the decennial census [39]. The

smallest geographic unit employed is the ZIP Code Tabulation Area (ZCTA), a census unit

closely approximating a U.S. Postal Service Zone Improvement Program (ZIP) Code service

area [171][172]. There are 642 ZCTAs that are wholly contained within the state of Alabama

and account for the vast majority of its land area. Only very small portions of the state

are omitted from ZCTA coverage, mostly unpopulated tidal wetlands, national forests or

preserves, military reservations, or small tracts that are part of ZCTAs primarily contained

within neighboring states. A mapping of Alabama ZCTAs is shown in Figure A.1.

In constructing the framework for the algorithm, geographic data defining the borders of

ZCTAs were obtained from the U.S. Census Bureau and extracted as one or more polygons

or multi-geometry Keyhole Markup Language (KML) segments for each ZCTA. Although
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the nature of the geographic polygons would theoretically allow the dynamic evaluation of

adjacency between one ZCTA and another, the computational complexity would have signif-

icantly increased the execution time of each algorithmic run. Because the ZCTA adjacencies

are unchanging and need only be computed once, an adjacency table was manually created

that catalogs each zone and its immediate neighbors. The adjacency list is expressed in a

similar manner to what would be expected for the representation of a simple, bidirectional

graph. The average connectedness of all ZCTAs is 5.52 connections, with a maximum of 16

connections, a median of 6 connections, and a minimum of 1 connection for a handful of

small zones completely contained within other zones.

Other geographic units than ZCTAss are available with associated demographic data

and could be utilized in lieu of ZCTAs by the algorithm. The most notable among these

alternatives are Census Tracts, which are small units encompassing from 1,200 to 8,000

people with an optimum size of 4,000 [170]. The size of a census tract can vary greatly

according to the population density of the area being considered. In comparison, Alabama’s

ZCTAs have an average population of 7444.8 persons, with a maximum population of 50,268,

a minimum of 7, and a median of 4028. The choice between census tracts and ZCTAs

is considered functionally equivalent. A 1965 study by Hess et al. utilized U.S. Census

enumeration districts, a geographic area since replaced by census tracts, that was intended

to be covered by a single census worker and contained approximately 1,000 people [173]. The

Hess et al. study utilized enumeration districts because it was conducted within the state of

Deleware, which is the second smallest state with an area of only 1,981 square miles, and the

smaller units were presumably desirable. Hess et al. explicitly write that, for larger states,

larger census units and even counties could be utilized in lieu of enumeration districts [86].

The structure of the evolutionary algorithm was strongly influenced by earlier results

obtained with a limited set of ZCTA data and on the sandbox experiments using a 25x25

grid with simulated demographic data. The initial experiments on a small set of ZCTA data

confirmed the efficacy of a basic algorithm to create and improve successive generations of
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candidate solutions on both unconnected and connected districting problems. Later con-

trolled experiments using the 25x25 grid sandbox and simulated data explored the effects of

variation of population size, tournament selection size, recombination, and mutation on the

performance of the algorithm.

Observed results suggest desirable values for population size of µ = 100 and tournament

selection size of k = 3. The effects of stochastic mutation on the feasibility of candidate

solutions — that is, geographic contiguity or discontiguity — show that even typically low

levels of mutation (pm = 0.001) can be destructive to a large portion of the population from

generation to generation. Although the number of contiguous, and therefore valid, solutions

does increase in the population over time, the percentage of valid solutions hovers around

60% with little additional improvement. Therefore, the implementation of Neighborhood

Mutation and Local Repair algorithms were employed to prevent and mitigate these effects.

Each is able to achieve geographic contiguity in more than 99% of all candidate solutions.

Although the Local Repair algorithm is more effective than Neighborhood Mutation, the

high reliability of each independently suggests eliminating the need to consider using both

together. The effects of various crossover methods are even more destructive. Uniform

random crossover is disastrous in almost every instance and single-point and multi-point

crossover fare little better, producing such a high percentage of infeasible solutions that

further consideration is unwarranted.

In light of these findings, a mutation-only algorithm which employs no crossover, single-

parent tournament selection with tournament size k = 3, and a population size µ = 100 was

used. Neighborhood Mutation was employed in lieu of stochastic mutation, and, in most

cases, Local Repair was omitted. The algorithm is designed such that district centers can

be either fixed for all iterations or determined randomly at the start of each iteration, but

were allowed to randomly float for all iterations and trials. A soft-contiguity constraint,

similar to that proposed by Bação et al., Chou et al., and others, was implemented to allow

discontiguous solutions into the population, but with a severe fitness penalty.
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The algorithm was executed for 100 iterations with a limit of 500 generations in each

iteration. In most cases, four separate trials were conducted, each with a varying mutation

rate (pm = {0.001, 0.0025, 0.005, 0.010}), resulting in the generation and heuristic evaluation

of 20 million candidate solutions for each assessment of the algorithm.

4.4.1 Performance on Population Equality Heuristic

First, the algorithm was evaluated on a districting problem using a population equality

heuristic for fitness evaluation and a soft contiguity constraint that penalizes discontiguous

solutions with the addition of a fixed fitness increase of 50,000.

The algorithm is shown in this case to be effective in obtaining near-optimal solutions on

the statewide data set for two-criteria optimized search with a population-based heuristic and

a soft contiguity constraint. In each of the four trials, the algorithm produced a reasonable

and acceptable solution for districting Alabama’s 642 ZCTAs into seven contiguous districts

of nearly equal population (see Figure 4.11). Variation in mutation rates between the four

trials shows that for all trials the algorithm show a rapid improvement in discovery of highly

fit solutions. The observed rate of improvement in both the minimum fitness value (see

Figure 4.10) and the mean fitness value (see Figure 4.13) is most rapid with a mutation rate

of pm = 0.005, only slightly faster than with a rate of pm = 0.0025, but performance falters

with mutation rates of pm = 0.010 and higher, which alter more positions simultaneously in

a child solution’s genome.

In each of the four trials, the maximum divergence of any given district’s population

from the average for all districts is extremely low, with the divergences in the three best trials

of only 66, 72, and 78 persons (see Figure 4.14). Only the trial with the highest mutation rate

produced a significantly worse divergence from the average per district, finding a candidate

solution with a minimum fitness value of 853 persons or less.
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Figure 4.10: Minimum fitness value found during each iteration, by generation, for 100
iterations of evolutionary search for solving a contiguous districting problem dividing
the state of Alabama into seven districts. The algorithm employed a population size
µ = 100, no recombination or crossover, single-parent tournament selection with tourna-
ment size k = 3, and Neighborhood Mutation with varying mutation rates over four trials
(pm = {0.001, 0.0025, 0.005, 0.010}).
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Figure 4.11: A sample near-optimal solution for districting the state of Alabama into seven
contiguous zones comprised of ZIP Code Tabulation Areas (ZCTAs) based on population
equality. The algorithm ran for 500 generations with a population size µ = 100, neighborhood
mutation with pm = 0.0025, no recombination or crossover, a selection tournament size k = 3,
and a soft contiguity constraint. The above solution represents a population inequality of at
most 66 persons between all districts.
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Figure 4.12: Percent of feasible (i.e. contiguous) solutions in the population, by generation,
for 100 iterations of evolutionary search for solving a contiguous districting problem dividing
the state of Alabama into seven districts. The algorithm employed a population size µ =
100, no crossover or recombination, single-parent tournament selection with tournament size
k = 3, and Neighborhood Mutation with varying mutation rates over four trials (pm =
{0.001, 0.0025, 0.005, 0.010}).

The observation of poorer performance for the higher mutation rate is correlated with

the increase in discontiguous, or infeasible, solutions that enter the population as the muta-

tion rate increases. With higher mutation rates, such as pm = 0.010, the ability of selective

pressure to eliminate the occasional infeasible solution is overcome by the rate of introduc-

tion of new infeasible solutions, leading to a continuing decrease in the percentage of valid

solutions in subsequent generations (see Figure 4.12).

This can also be observed in the standard deviation of the population fitness over time,

which shows a continued decrease and then stabilization at a relatively low level for the first
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Figure 4.13: Mean fitness value, by generation, for 100 iterations of evolutionary search for
solving a contiguous districting problem dividing the state of Alabama into seven districts.
The algorithm employed a population size µ = 100, no crossover or recombination, single-
parent tournament selection with tournament size k = 3, and Neighborhood Mutation with
varying mutation rates over four trials (pm = {0.001, 0.0025, 0.005, 0.010}).

three trials (see Figure 4.15). However, for the fourth trial, we see that the standard devi-

ation remains high over time, mainly due to the presence of a large percentage of infeasible

solutions, which incur a significant fitness penalty and therefore widen the range between

fit, valid solutions and these. Application of the Local Repair algorithm, in addition to

Neighborhood Mutation, may prove of value in mitigating this effect, but was not explored

because of the highly fit results already obtained with lower mutation rates.

This algorithm can be repeated with randomly assigned district centers rather than fixed

centers to produce similar results in terms of population distribution but more variation in

district shape (see Figure A.2).
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Figure 4.15: The standard deviation between fitness values in the population, by generation,
for 100 iterations of evolutionary search for solving a contiguous districting problem dividing
the state of Alabama into seven districts. The algorithm employed a population size µ =
100, no crossover or recombination, single-parent tournament selection with tournament size
k = 3, and Neighborhood Mutation with varying mutation rates over four trials (pm =
{0.001, 0.0025, 0.005, 0.010}).

4.4.2 Performance on Minority Population Heuristic

The previous trials were repeated, this time with implementation of both the Neighbor-

hood Mutation and the Local Repair algorithms, using an identical fitness heuristic method

based on equal distribution of minority population between districts. The results show that

the addition of the Local Repair algorithm to Neighborhood Mutation can be of benefit when

mutation rates are increased (see Tables A.8 and A.9).

The algorithm was able to produce extremely high quality solutions in all trials, with

near-optimal solutions successfully districting the state of Alabama into seven districts based

upon equality of minority population distribution with a deviation between any two districts
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Figure 4.17: The mean fitness, top, and percentage of contiguous (i.e. valid) solutions, bot-
tom, for all individuals in the population, by generation, for two series of a population equal-
ity heuristic with varying mutation rates over four trials (pm = {0.001, 0.0025, 0.005, 0.010}).
The series indicated by the red line depicts an algorithm with Neighborhood Mutation only;
the series with the blue line depicts a trial with Neighborhood Mutation combined with
Local Repair.
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Figure 4.18: The minimum fitness, top, and fitness standard deviation, bottom, for all
individuals in the population, by generation, for two series of a population equality heuristic
with varying mutation rates over four trials (pm = {0.001, 0.0025, 0.005, 0.010}). The series
indicated by the red line depicts an algorithm with Neighborhood Mutation only; the series
with the blue line depicts an algorithm with both Neighborhood Mutation and Local Repair.
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of no more than 10 minority persons in the best case, and a deviation of 17 and 30 persons

in two other cases (see Figure 4.16).

The Local Repair algorithm is especially effective in mitigating the number of infeasible

solutions that begin to dominate the population as mutation rates increase to a point where

Neighborhood Mutation cannot prevent infeasible solutions from being generated faster than

selection pressure can eliminate them. This rate has been observed to be about one in ev-

ery 100 gene transcriptions, or pm = 0.010. At or above this level, Local Repair is able to

significantly increase the number of valid solutions in the population. Specifically, in trials

with a mutation rate of pm = 0.010, the percentage of contiguous, valid solutions in the

population was observed to fall to as low as 13.51% in later generations with Neighborhood

Mutation only. But with Neighborhood Mutation combined with Local Repair the percent-

age of contiguous, valid solutions in the populations never fell below 58.41% (see Tables A.4

and A.9 and Figure 4.17). Similarly, the Local Repair algorithm was effective in curtailing

the tendency of both the standard deviation of fitness and the minimum fitness value in the

population to both increase over time for higher mutation rates (see Figure 4.18).

4.4.3 Performance on District Compactness Heuristics

The algorithm was also evaluated with two district compactness heuristics, which are

modeled on the distance minimization heuristics employed by Correa et al. in their solution

of the P-Median problem [50] and Bação et al. [12]. In the first trial, district compactness

is assessed as the sum of the distances from the centroid of each zone in the district to

the centroid of that district center’s own centroid. This is calculated using the half-versed

sine, or haversine, formula for determining great-circle distance, which although it assumes

a perfectly spherical Earth has negligible error for distances at this scale [32, 161-169]. The

maximum of the sum of distances for each district, or the worst of the districts in the solution,

is selected as the overall fitness for the entire solution. Specifically, this “sum of distances”
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Figure 4.19: The minimum fitness, left, and percentage of contiguous (valid) solutions, right,
for all individuals in the population, by generation, for 100 trials of a “sum of distances”
district compactness heuristic for an evolutionary algorithms with population size µ = 100,
no recombination or crossover, single-parent selection with tournament size k = 3, and
neighborhood mutation with rate pm = 0.005. The series indicated by the red line depicts
an algorithm with Neighborhood Mutation only; the series with the blue line depicts an
algorithm with Neighborhood Mutation combined with Local Repair.

compactness heuristic can be expressed as follows:

minimize
n∑
j=1

n∑
i=1

dijxij (4.2)

subject to xij ∈ {0, 1}, i, j = 1, 2, ..., n (a)

where dij is the distance from the center of zone i to the center of district j and xij returns

1 iff zone i is assigned to district j, and 0 otherwise.

This heuristic produces reasonable, tightly clustered candidate solutions with minimum

distances between zones (see Table A.12), and a typical highly fit solution with maximum

sum of distances from a district’s zones to the district center of 8142.35 kilometers (see

Figure 4.20).

We again see that the Local Repair algorithm is especially effective in both increasing the

quality of the solution returned and also the percentage of contiguous (i.e. valid) solutions

in the population over time (see Table A.12). We can observe that, with Neighborhood

Mutation only, the percentage of valid solutions decreases to as little as 57.75% with a
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mutation rate of pm = 0.005. However, with the addition of the Local Repair algorithm,

that percentage remains at or above 78.23% for the duration of the algorithm. Similarly,

the minimum fitness solution found is consistently and significantly lower for the duration

of the algorithm’s run (see Figure 4.19).

A second variation attempts to minimize the mean distance from the centroid of each

zone in the district to the district center’s own centroid, and can be expressed as follows:

minimize
∑
j

(∑n
i=1 dijxij∑n
i=1 xij

)
(4.3)

subject to xij ∈ {0, 1}, i, j = 1, 2, ..., n (a)

where dij is the distance from the center of zone i to the center of district j and xij returns

1 iff zone i is assigned to district j, , and 0 otherwise.

This heuristic can produce slightly more elongated districts, as seen in Figure 4.21, which

represents a typical highly fit solution with maximum average distance from a district’s zones

to the district center of 93.2671 kilometers (see also Table A.11).
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Figure 4.20: An alternative solution to a districting problem for the State of Alabama using
a district compactness heuristic based upon minimizing the sum of the distances of zone
centroids to their respective district centers’ centroid.
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Figure 4.21: A sample near-optimal solution for districting the state of Alabama into seven
contiguous zones comprised of ZIP Code Tabulation Areas (ZCTAs) based on district com-
pactness, as measured by the average distance from each parcel’s centroid to its district
center’s centroid. The algorithm ran for 500 generations with a population size µ = 100,
neighborhood mutation with pm = 0.005, no recombination or crossover, a selection tourna-
ment size k = 3, and a soft contiguity constraint. The above solution represents a maximum
average distance to the district center of 93.2671 km.
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Chapter 5

Evolutionary Algorithms in Multi-criteria Optimization Search

and the Use of Agents in Heuristic Evaluation

“If we are to understand the interactions of a large number

of agents, we must first be able to describe the capabilities

of individual agents.”

— John Henry Holland [110]

5.1 Implementing a Multi-Objective Heuristic for Districting Problems

Most real-world search problems can seldom be reduced to a single heuristic. More often,

there are multiple, sometimes conflicting, considerations that must be taken into account in

order to produce an acceptable solution. Konak et al. write that, when it comes to multi-

objective search problems, “the objectives are generally conflicting, preventing simultaneous

optimization of each objective” and that “many, or even most, real engineering problems

actually do have multiple objectives” [107].

Geographic districting problems are no different, and examples can easily be envisioned.

For example, a warehousing problem might need to reach a balance between delivery times

and distances with fuel consumed and labor hours paid for drivers. Or, an emergency medical

service’s dispatching plan might have to balance the location of basic or advanced life support
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ambulances with average response times and the location of supporting fire departments and

rescue services.

Rittel and Webber call these “wicked problems” because they have few clarifying traits

and “include nearly all public policy issues — whether the question concerns the location of a

freeway, the adjustment of a tax rate, the modification a school curricula, or the confrontation

of crime” [147, 160]. They write that the information needed to solve such problems depends

on each particular stakeholder’s interpretation or approach for solving it. When dealing with

such real-world problems, Xiao et al. similarly write that “decision makers may find it difficult

to derive a single solution that is best in all objectives” [185].

Single-objective optimization problems are relatively straightforward, and finding a so-

lution that satisfies or nearly satisfies a single criteria is relatively trivial. Traditional and

evolutionary search algorithms could easily tackle such problems if only one constraint were

addressed at a time. But near-optimal solutions for one constraint may be very poorly suited

from the perspective of another constraint.

There are many approaches to find solutions in a mutli-objective problem. Among these

are the constraint method, the weighted mean or [134]“scalarization” methods [157], and the

noninferior set estimation (NISE) method [48], which is a particular application of a weighted

method that attempts to derive an optimal set of weights for individual criteria.

With the constraint method all but a single, primary objective is moved to a constraint

set, in which the range of each constraint criteria is allowed to vary freely within a defined

range of allowed tolerance [47][107].

But the more commonly employed of these methods is combining multiple objectives

into a single heuristic function, but with this approach “the problem lies in the proper

selection of the weights or utility functions to characterize the decision maker’s preferences,”

and it can be challenging to determine the proper weights for each individual objective, even

for an expert in the subject domain [107].
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When utilizing a combined heuristic with scaling of multiple objectives, a complication

is that even small perturbations in weights of individual criteria can lead to vastly different

solutions. In these cases, a “reasonable solution to a multi-objective problem is to investigate

a set of solutions, each of which satisfies the objective at an acceptable level without being

dominated by any other solution” [107].

This method suffers from drawbacks: it is useful only for problems that can be expressed

mathematically; it is inefficient when applied to large problems; and it may fail to find

important solutions [125][185]

When a multi-objective solution satisfies each objective as best it can, and in such a

way that any improvement in regard to one criteria would result in a corresponding sacrifice

in regard to one or more other criteria, that solution is said to be “nondominated”. Such

a solution is said to be part of the Pareto optimal set, or the set of all solutions that are

nondominated. There are many, and possibly an infinite, number of Pareto optimal solutions

for a multi-objective problem, and the set of these solutions can be envisioned to form a

line in the n-dimensional hyperspace that is called the “Pareto front” or “Pareto frontier”

[47][107][132].

In terms of multi-objective search, this means that when two or more objectives conflict

with each other, “optimizing (a heuristic) with respect to a single objective often results in

unacceptable results with respect to the other objectives” and therefore “a perfect multi-

objective solution that simultaneously optimizes each objective function is almost impossi-

ble” [107].

There are three general goals for a multi-objective optimization problem: [47][107]

1. The best-known Pareto front should be as close as possible to the true Pareto front.

That is, the algorithm should endeavor to find a best solution or solutions that are as

close to the theoretically optimal set as possible.

2. Solutions in the best-known Pareto set should be evenly distributed over the frontier in

order to provide the user a clear understanding of tradeoffs between different solutions.
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3. The best known Pareto front should represent the spectrum of the entire front, which

requires investigating solutions at the extreme ends of the search space.

Evolutionary Algorithms in general, and Genetic Algorithms in particular, are ideal

for exploration of such a frontier, and are by far the method of choice for multi-objective

metaheuristic techniques [99][185].

Political districting problems are an excellent example of a problem with multiple, com-

peting constraints that must be balanced: population equality, compactness, preservation of

neighborhoods and communities, distribution or consolidation of minority or ethnic popula-

tions, household income, home ownership, respect for natural boundaries, etc.

Finding a solution that satisfies all, or at least many, of these constraints is extremely

difficult, and in the end comes down to a subjective decision made by a stakeholder. But it

is still necessary to employ search to get to a point at which a set of one or more potential

solutions that balance these considerations can be compared subjectively by the user. For

this reason, it is necessary to find a way to combine multiple, independent heuristics into a

single objective function that can be utilized by search algorithms, whether traditional or

evolutionary, to order the desirability of potential solutions with respect to each other.

The approach of combining independent heuristics into a single objective function, as

employed by Bozkaya et al., is most commonly accomplished by treating each criteria as a

weighted constraint with an independent weighting factor [29][107]. These weighting factors

are either arbitrarily assigned by the user or may be allowed to fluctuate over the course of

the algorithm’s execution.

In our implementation of a weighted multi-objective objective function, we first identify

the independent heuristics that we wish to evaluate. For example, we seek a solution for a

districting problem that balances the following considerations: population equality between

districts; equal distribution of minority population between districts; geographic compactness

of districts; and geographic contiguity (i.e. “connectedness”) of all zones in a district.
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Both population equality heuristics measure the divergence of each zone’s population

with the average population for all zones. The difference between the average and the value

of the zone with the maximum divergence is then selected as the overall fitness of the solution

— essentially, the zone with the worst difference from the average drives the fitness.

Therefore, the heuristic for total population equality can be expressed as follows:

fpop(x) = max
j∈J

( ∣∣P (j)− P̄
∣∣ ) (5.1)

subject to
∑
j∈J

xij = 1 (i ∈ I), (a)

xij = 0 or 1 (i ∈ I, j ∈ J), (b)

whereP (j) =
∑
i∈I

pixij (j ∈ J), (c)

P̄ =

∑
j∈J

∑
i∈I

pixij

k
(d)

where P (j) is the sum of the population in district j indicated by (c), P̄ is the average of

the populations of all districts indicated by (d), xij in (a) is a constraint function that each

zone is assigned to one and only one district, and (b) is a constraint function that is equal

to one iff zone i is assigned to district j.

To equalize the distribution of minority population, the heuristic is identical to the

above formula with the exception of the population data being used:

fminority(x) = max
j∈J

( ∣∣Pminority(j)− P̄minority∣∣ ) (5.2)

with the same constraints as above.

For measuring district compactness, we have the two heuristics proposed by Bozkaya

et al. and the two employed here in previous trials. The more subjectively appealing of

these is the sum-of-distances measure used in the previous chapter (see Figure 4.20), but the
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average of distances and other measures are equally valid. Therefore, the district compactness

measure can be expressed as follows:

fcomp(x) =
n∑
j=1

n∑
i=1

dijxij (5.3)

subject to xij ∈ {0, 1}, i, j = 1, 2, ..., n (a)

where dij is the distance from the center of zone i to the center of district j and xij returns

1 iff zone i is assigned to district j,

Combining these three measures into a single objective function requires a separate

weighting measure for each, which we will call αpop, αminority, and αcomp. The combined

objective function can then be expressed as the sum of each individual fitness heuristic

multiplied by its weighting measure:

F (x) = αpopfpop(x) + αminorityfminority(x) + αcompfcomp(x) (5.4)

To accommodate the soft contiguity constraint, we forego the fixed-value fitness penal-

ization employed previously in favor of a proportionate penalty that multiplies the fitness

value by a user-defined scaling factor. First, this approach maintains the advantage of re-

taining invalid but otherwise highly fit solutions in the population, as advocated by Bação

et al., Chou et al., and others [12][44]. But instead of clustering all infeasible solutions at

the bottom of a fitness-ordered population, where selective pressure would quickly eliminate

them, a proportionate penalty allows the infeasible solutions to be distributed more evenly.

In this manner, a highly fit but infeasible solution, even after penalization, could have a

better fitness value than a valid but poorly fit solution. Therefore, the highly fit but invalid

solution has a greater chance of selection and further mutation that could, potentially, render

the solution valid once more.
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In this manner, the fitness function becomes:

F (x) = β
(
αpopfpop(x) + αminorityfminority(x) + αcompfcomp(x)

)
(5.5)

where β is a scaling factor that is equal to 1 if the solution is contiguous (i.e. valid), and

is equal to an arbitrary value greater than 1 when the solution is discontiguous. In this

manner, β enforces the soft contiguity constraint by penalizing the fitness value, increasing

it by a desired factor.

5.2 Evolutionary Search Results with a Multi-objective Heuristic

With this objective function, we evaluate the evolutionary algorithm’s performance on

a state-wide scale, districting the state of Alabama into seven contiguous zones based on this

balance of three fitness heuristics and a soft contiguity constraint.

Scaling factors for the individual fitness function are chosen subjectively and vary de-

pending on the which of the objective criteria are employed. We evaluate the performance

of the Evolutionary Algorithm with four different combinations of objectives:

• Balancing total population distribution and district compactness with a soft contiguity

constraint.

• Balancing minority population distribution and district compactness with a soft con-

tiguity constraint.

• Balancing total population distribution and minority population distribution with a

soft contiguity constraint.

• Balancing total population distribution, minority population distribution, and district

compactness with a soft contiguity constraint.

Because the values of the first two criteria — total population distribution and minority

population distribution — approach a theoretical optimal value of zero, the values of αpop
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Subjective Criteria Weights for Multi-Objective Optimization, By Trial
αpop αminority αcomp β

Total Population Distribution + District Compactness 0.005 0.00 1.00 2.5
Minority Population Distribution + District Compactness 0.00 0.05 1.00 1.5
Total Population Distribution +

0.01 1.00 0.00 1.5
Minority Population Distribution
Total Population Distribution + Minority Population

0.01 1.00 1.00 1.5
Distribution + District Compactness

Table 5.1: Subjective weighting factors for four trials of a weighted, multi-heuristic districting
problem. The weights shown here correspond to the objective function depicted in Equation
5.5.

and αminority tend to dominate the objective function compared to the district compactness

measure. In terms of the two population distribution criteria, the total population is much

larger and therefore tends to dominate the minority population distribution.

The specific criteria weights for each of these trials are depicted in Table 5.1. These

weights are subjectively selected to scale each independent heuristic to an essentially equal

weight, in terms of selective pressure and convergence of the algorithm.

The first two trials each utilize an heuristic function that attempts to balance three

different objective simultaneously: equal distribution of population, district compactness,

and district contiguity. In the first trial, a distribution of total population metric is used.

In the second, a distribution of non-white, or minority, population metric is used. The two

metrics are computed identically, with the only difference being the quantity of persons to

divide equally. These three objectives — population distribution, compactness, and contigu-

ity — are considered to be relatively complementary, but which we mean that with proper

weighting factors no one objective tends to excessively dominate another.

Although there are several methods, particularly NISE, that can provide a set of weights

that produce solutions along the Pareto front, that is not necessary here, as we desire only

to provide sufficiently reasonable multi-objective solutions against which to later compare

the performance of an agent-based solution.
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Algorithm performance in for the first trial shows similar performance to single-objective

algorithm performance. Three solutions with subjectively reasonable results are shown in

Figure 5.1 and represent successful partitioning of the state into seven districts with a

difference of no more than 207, 329, and 205 persons, respectively, with reasonable com-

pactness metrics. All four series of the algorithm, each with varying mutation rates of

pm = 0.001, 0.0025, 0.005, 0.010, show a reasonable downward curve for population mean

fitness over successive generations. Similarly, the standard deviation of population fitness

continues to grow tighter for all but the final series with a high mutation rate (pm = 0.010)

(see Tables A.13 and A.14).

Performance for the second trial, which utilizes a distribution of minority population

heuristic, is substantially similar, with three sample districting solutions that represent a dif-

ference of no more than 127, 161, 170 non-white persons with acceptable district compactness

measures (see Figure 5.2 and Tables A.15 and A.16).

Finally, two trials were run utilizing a multi-objective heuristic with two criteria that are

in conflict with each other: distribution of total population and distribution of non-white, or

minority population. A potential solution that tends to favor either one of these objectives

tends to be dominant over the other objective. Although, with the correct weighting it is

theoretically possible to achieve a candidate solution in which no objective dominates over

the others — such a solution would be said to lie along the Pareto frontier for this problem.

The third trial balances only the total population and minority population distribution

with a soft contiguity constraint and achieves only moderate success. Three solutions de-

picted in Figure 5.3 show substantially poorer distribution of each separate population while

attempting to reach a balance of the two together. For example, with the weights used here,

the total population difference between any two zones in candidate solutions is typically

around 85,000 persons while the maximum difference in non-white persons between any two

zones is around 1,500 persons. Adjustment of weights can shift this balance toward or away

from one objective — essentially adjusting its dominance relative to the other. But, unless
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the weight of one objectives is reduced to near-zero, the results achieved for either objective

will not be as precise as those that can be achieved with that objective in isolation.

Duplication of this with the addition of a fourth objective — a district compactness

constraint — produces similar results. Two candidate solutions for a four-objective heuristic

are shown in Figure 5.4.

When employing a weighted multi-heuristic function with conflicting objectives, we see

that the standard deviation of the population fitness no longer grows continually tighter in

successive generations, as seen in almost all other trials of this algorithm (see Tables A.17,

A.18, A.19, and A.20), confirming the inability of the algorithm to continually improve the

population in each successive generation.

These trials can be repeated with randomly assigned district centers rather than fixed

centers, which tend to produce slightly better results, especially in terms of the district

compactness objective.

5.3 Multi-objective Heuristic Evaluation by Independent Agents

Although its been more than two decades since the idea of intelligent agents became

mainstream, there still lacks consensus on a single definition for the term “agent” [182] [96]

[139] [116] [78]. When it comes to describing what constitutes an intelligent software agent,

Jennings writes that “there is no real agreement even on the core question of exactly what an

agent is,” much less what comprises one category of agents versus another [96, 8]. Heucke,

Wooldridge, and others agree, noting that to attempt their own definitions would be, as

Gilbert et al. write, to add to an “already crowded plate” [78] [87, 1598]. Wooldridge, with

Jennings, suggests that the entire field of artificial intelligence can be summarized as that

part of computer science that “aims to construct agents that exhibit aspects of intelligent

behavior” and that the idea of an “agent” is therefore a central concept of artificial intelli-

gence [182, 116]. Wooldridge elects to punt on attempting a formal description, concluding

that the term agent “defies attempts to produce a single universally accepted definition”
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Figure 5.4: Two possible solutions for districting the state of Alabama into seven contigu-
ous districts based on a multi-criteria heuristic that attempts to balance total population
distribution, minority population distribution, district compactness, and geographic conti-
guity. The weighted heuristic attempts to achieve balance between the first three criteria
and includes a penalization scaling factor for district discontiguity. The solutions represent,
from left, a maximum total population difference between districts of 112,783 and 108,659
persons, maximum minority population difference of 185 and 864 persons, and a maximum
average distance from the district center of 321.3km and 443.91km.

140



[182, 116]. Nwana writes that overuse of the word has tended to “mask the fact that...there

is a truly heterogeneous body of research being carried out under this banner” [133].

A universal definition may be impossible, but most scholars seem to be in general

agreement regarding many of the characteristics that software agents share, although they

often differ in terminology and perspective.

Russell and Norvig suggest that the most important characteristics are an agent’s ability

to perceive its environment and to effect actions upon that environment [153]. Jennings et

al. agree, and call this situatedness, which “means that the agent receives sensory input from

its environment and that it can perform actions which change the environment in some way”

[96, 8].

Franklin and Graesser expand on this with the addition that the agent’s actions reflect

pursuit of an agenda specific to the agent [72]. Heucke and Gilbert et al. extrapolate this

further by making the agent’s agenda a proxy for that of a human operator or user and write

that agents “...employ some knowledge or representation of the user’s goals or desire” [87,

7-38] [78, 913].

Wooldridge and Jennings enumerate characteristics likely to be found in software agents:

autonomy, social ability, reactivity, and pro-activeness [182]. Gilbert et al. define three axes

of intelligent agents: Agency, Intelligence, and Mobility [78, 913]. Heucke, based on an earlier

classification by Nwana, also attempts a taxonomy of software agents, which includes: col-

laborative agents, interface agents, mobile agents, information agents (aka Internet agents),

reactive agents, and hybrid agents [87][133].

Heucke writes that an “agent should show social behavior and should feature the ability

to interact with external entities” [87]. When a group of intelligent agents collaborate to

solve a problem, we call this a multiple agent system (MAS). Jennings defines this as “a

loosely coupled network of problem solvers that work together to solve problems that are

beyond the individual capabilities or knowledge of each problem solver” [96, 17].
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The concept of employing multiple agent systems is not new, and scholars have proposed

various ways to characterize and classify these systems. One way to look at a MAS is to

examine the nature of the interactions among agents. Jennings et al. name three common

types of interactions among agents: cooperation, coordination, and negotiation [96, 9].

A big challenge of multiple agent systems is “to recognize and reconcile disparate view-

points and conflicting intentions among a collection of agents trying to coordinate their

actions” [96, 18].

However, the autonomous nature of individual agents with often differing goals and

heuristics does not necessarily mean that, working together, they cannot collectively produce

desirable outcomes. Jennings et al. write that “self-interested agents, by definition, simply

choose a course of action which maximizes their own utility. In a society of self-interested

agents, it is desirable that if each agent maximizes its local utility, then the whole society

exhibits desirable behavior” [96, 24].

Polgar and Polgar agree: “The ultimate goal of cooperation and coordination is to

reach a globally optimal solution independent of the language or protocol used” [139, 812].

They write “if we map the cooperation goals into distributed problem-solving strategies and

let each agent play the role of a cooperating computational unit instead of an autonomous

negotiator, it is then possible to deploy distributed constraint satisfaction problem-solving

strategies” [139].

There has been limited published work on the marriage of multi-agent systems and

evolutionary algorithms, but some have argued that there is much compatibility between

multiple agent systems and Genetic Algorithms (GAs) that can be exploited. Sarker, when

considering whether agent-based GAs are an emerging paradigm, notes first that “hybridiza-

tion with another method or methods is a very common practice” when constructing GAs,

and that the information sharing inherent in a MAS can be leveraged here as well. [156, 45]

“In a multiple agent system, the relevant information from individual agents are com-

piled, theories about their behavior are formulated ... resulting in an emergence of system
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properties and behaviors,” Sarker writes. “These generic steps are not much different from

the steps entailed by Evolutionary Algorithms. In other words, they are similar to any other

rational problem-solving approaches” [156, 45].

He goes further to point out that multiple agent systems are useful when an explicitly

defined fitness function is difficult to construct. It is this possibility of incorporating a

multiple agent system into an Evolutionary Algorithm’s heuristic function that we wish to

explore. It is intriguing to ask if a group of agents, each of which is able to inform on part

of the fitness of a solution, but none of which can inform on all of it, can collectively provide

an admissible heuristic for the algorithm.

5.3.1 Pools of Cooperating Agents

We investigate creating one or more pools of agents, each concerned with a specific

quality attribute, that together can inform on the overall quality of a solution. In this

system, a single agent of a specific type is assigned to each district, and that agent assesses

and renders a subjective quality assessment of that district only, without examining other

districts in the solution. For example, a set of agents tailored to assess a metric, such as the

equality of population distribution or contiguity of a district, can separately evaluate the

suitability of the district to which they are assigned and, when combined together, provide

an overall assessment of the entire candidate solution.

For agents that assess their district in terms of population equality, compactness, or a

similar measure, the agent’s heuristic is assessed along a Likert scale [118][124]. A Likert scale

was selected in deference to the concept that each agent is a virtual stakeholder with a specific

perspective and agenda for its district. If the agent is asked to provide an assessment that

is analogous to the subjective assessment that might be produced by a human stakeholder

— which would conceivably, or even likely, be measured on a Likert scale — it makes sense

to apply the same for the agent’s assessment.
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Figure 5.5: A sample Likert scale heuristic that might be used by agents for quality assess-
ment of candidate solutions. Population equivalence can be assessed based on the difference
between zone population size and ideal population size, top, and compactness can be assessed
based on the average zone distance from the district center, bottom. The width of the scale
or the granularity of divisions in the scale can be adjusted to provide more or less selective
pressure, as desired. The position of the origin is arbitrary and does not affect performance.

Although it would be possible for agents to provide a continuous spectrum of values

across all whole or real numbers, it is not necessary. Recall that the purpose of a fitness

function is merely to order one candidate solution relative to another. The degree of inequal-

ity between two solutions is irrelevant; it is necessary only that they can be ranked relative

to each other. “Finer granularity is not required,” writes Fogel, and “criterion need not be

specific with the precision that is required of some other methods” [63, 2].

The width of the Likert scale can be tailored to increase or decrease selective pressure

and the scale need not be centered on the origin of the number line (see Figure 5.5). The

wider the scale, the less likely that two candidate solutions will receive an equivalent score

from all agents, but in the event that an equality does occur, a secondary heuristic may be

used as a tiebreaker.

For agents with a binary decision, such as district contiguity agents, the agent’s heuristic

returns a value of ±1, although this value may be scaled when combined with the results

from other agents with a greater magnitude of values.

Is it valid to call this technique an “intelligent agent?” This system meets Russell and

Norvig’s definition of “situatedness” for an agent, in that each agent is able to perceive the

zones that comprise the district to which it is assigned and, by providing a quality assessment

of that part of the solution, can effect changes on the environment through the collective
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ratings of all agents, which in turn affect the chances of the solution being selected for recom-

bination or mutation and, therefore, including most of its genome in subsequent generations

[154]. Additionally, this behavior is also exemplar of both Franklin and Graesser’s definition

of an agent pursuing an agenda that is specific to itself [72] and also Heucke and Gilbert et

al.’s definition of an agent as a proxy for a user and his goals [87][78].

5.4 Results of Heuristic Evaluation by Intelligent Agents

Three trials were performed for an Evolutionary Algorithm with pools of intelligent

agents assessing one or more quality objectives. The first trial employed a pool of seven

agents — one assigned to each district — to assess the quality of population distribution

within that district and a second pool to assess the contiguity of the zones in that district.

The population agents’ heuristic measures the district population against an optimal

population size (e.g. the total population divided by the number of desired districts) and

then assesses the district based on difference between the district’s population and the ideal:

fpop(i) =

∣∣∣∣Pi − P

k

∣∣∣∣, where P is the total population, k is the number of districts, and Pi

is the population of district i. The population difference is then subjectively scored based

on the Likert scale described above. Together, the pool of agents collaboratively provide a

quality measure for the entire solution:
k∑
1

L(i), where L(i) is the Likert scale score of the

agent for district i.

For the pool of contiguity agents, the heuristic is simpler: fcont(i) = −1 or + 1. And

the collaborative assessment of all these agents becomes
k∑
1

fcont(i). For district compactness

agents, a similar Likert scale and formula as that employed for population agents was utilized.

The agents are successfully able to rank order the members of the population and,

thus, provide enough selection pressure through tournament selection for fit solutions to

reproduce more frequently and, over time, increase the overall fitness of the population (see

Table A.21). One sample solution produced depicts a partitioning of the state into seven
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Figure 5.6: Two near-optimal solutions for districting the state of Alabama into seven con-
tiguous zones using pools of agents to provide a quality heuristic. The first map, left, depicts
an equal distribution of total population with a difference of no more than 136 persons be-
tween any two districts. The second map, right, depicts equal distribution of non-white
population with a difference of no more than 13 persons between any two districts. Both
solutions were obtained using a pool of seven agents, one dedicated to each district, working
together to provide an overall quality heuristic for the entire solution. The algorithm em-
ployed 100 iterations of a mutation only evolutionary algorithm running for 500 generations
with a mutation rate pm = 0.005, a population size µ = 100, randomly generated district
centers, and Neighborhood Mutation with Local Repair.
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contiguous districts with a maximum population difference between any two zones of 36

persons (see Figure 5.6).

A second trial repeats this process with the substitution of a pool of agents that assess

the distribution of non-white, or minority, individuals within the district compared to the

ideal distribution: fminority(i) =

∣∣∣∣Pi − P

k

∣∣∣∣, where Pi is the non-white population of the

district. These agents perform similarly to the first trial (see Table A.21), and produced an

extraordinarily fit solution with a maximum non-white population difference between any

two districts of only 13 persons (see Figure 5.6).

Finally, a multi-objective trial was conducted with four separate pools of agents. Each

pool of seven agents, with one agent assigned per district, assesses each of the four quality cri-

teria: equality of total population distribution, equality of minority population distribution,

district compactness, and district contiguity. Together, a total of 28 agents independently

assess districts according to their own criteria and combine these assessments to produce a

single quality measure for the entire solution. The individual measures produced by each

pool were summed, with a scaling factor of 5.0 applied to the contiguity agents’ score to

provide a difference in maximum and minimum scores equivalent to that of the other pools.

This trial produces results comparable to that seen in the weighted multi-objective

heuristic seen previously, with similar improvement in mean population fitness and standard

deviation of population fitness over successive generations (see Table A.22). One candidate

solution achieved a total population equality of no more than 370 persons with a minority

population inequality of no more than 44,991 persons and a maximum average distance from

district center of 337.0 km (see Figure 5.7).
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Figure 5.7: A candidate solution for districting the state of Alabama into seven contiguous
zones using four collaborative pools of heuristic agents to separately assess total population
distribution, non-white population distribution, district compactness, and district contiguity.
The four separate pools of agents’ heuristics are then combined to rank order the population.
This map depicts a potential solution with a total population difference of no more than
370 persons between any two districts, a non-white population difference of no more than
44991 persons between any two districts, and an average distance from district center of no
more than 337.0 km. The algorithm employed 100 iterations of a mutation only evolutionary
algorithm running for 500 generations with a mutation rate pm = 0.005, a population size µ =
100, randomly generated district centers, and Neighborhood Mutation with Local Repair.
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Chapter 6

Conclusions and Future Work

“Writing is like driving at night in the fog. You can only

see as far as your headlights, but you can make the whole

trip that way.”

— E.L. Doctorow [138]

6.1 Conclusions on Evolutionary Solutions to Districting Problems with Con-

tiguity Constraints

Solving basic districting problems with evolutionary algorithms is no more or less chal-

lenging than most other evolutionary optimized search problems. However, there are two

additional complications for evolutionary districting problems that can make evolutionary

searches difficult: incorporating multiple, independent heuristics; and obeying a geographic

contiguity constraint. The latter is the more challenging, and has been dealt with in multiple

ways, including simply discarding non-contiguous candidate solutions [29][86] or by imposing

a fitness penalty [12][44].

The destructive effects of crossover on the genetic string for contiguous districting prob-

lems are severe. Random crossover produces an infeasible solution in almost every case;

multiple- and single-point crossover are less destructive, but still produce infeasible solutions
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a majority of the time. The effects of individual mutations on the genetic string are po-

tentially as severe, but the less frequent occurrence of mutation, controlled by a mutation

factor that is typically set at a value of once per every hundred or thousand genes, makes

this more manageable.

With adequate selective pressure, a simple Genetic Algorithm can, in many cases, over-

come both of these negative tendencies and still produce a reasonably fit solution, as observed

in the performance of a typical, unoptimized genetic algorithm on the small-scale districting

problem for Jefferson County, Alabama (see Figure 4.2 and Table 4.3). However, the per-

centage of the population that are infeasible solutions is high and these impede the rate of

improvement of the population as it converges toward a highly fit solution.

We conclude that a simple genetic algorithm, with traditional k = 2 tournament selec-

tion, single-point crossover, and stochastic mutation with rate pm = 0.001 can produce a

reasonably fit solution to a basic districting problem with a geographic contiguity constraint.

Although algorithm performance is not as efficient as seen in later, more sophisticated algo-

rithms, the observed results seem sufficient to at least partially validate Hypothesis 1.

As seen in trials of the algorithm operating in a 25x25 grid “sandbox” with simulated

demographic data, the size of the population and the rate of mutation both have a strong

effect on algorithm performance. We see that population sizes between 100 and 500 indi-

viduals allow sufficient genetic variety in the population for a mutation-based algorithm to

converge to highly fit solutions despite more than 53% of the population being comprised

of non-contiguous, invalid, candidate solutions. We also observe that the percentage of

discontiguous solutions varies inversely with the population size — that is, as the popula-

tion size decreases, the percentage of invalid solutions in the population increases, with a

corresponding negative impact on the quality of the solution found (see Table A.3).

The implementation of the Neighborhood Mutation algorithm in place of purely stochas-

tic mutation results in a vast increase in the percentage of valid solutions in the population

for all population sizes and in all generations for the duration of algorithm execution —
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more than 99% in all cases. The quality of solutions found with Neighborhood Mutation is

correspondingly higher, and the rate of convergence is likewise faster (see Table A.4).

In lieu of Neighborhood Mutation, traditional, stochastic mutation can be paired with

the Local Repair algorithm, which attempts to detect and correct contiguity errors after

they occur. Observations show that Local Repair is even more effective then Neighborhood

Mutation at the traditionally accepted mutation rate of pm = 0.001 [81][126], resulting in a

population with more than 99.8% valid solutions at each population size and for all genera-

tions throughout the algorithm’s execution (see Tables A.5, A.8, A.9, and A.11). Solution

quality and rate of convergence are both comparable to that found with Neighborhood Mu-

tation.

When mutation rates are increased above the traditional value, solution quality and

algorithm convergence can increase up until a point at which destructive mutations occur

in the genome at a rate too high for the Neighborhood Mutation algorithm to prevent and

for the Local Repair algorithm to correct. Observations suggest that, for Neighborhood

Mutation alone, this rate is approximately pm = 0.010 for the type of algorithm and the

districting problem investigated here (see Table A.7). When Neighborhood Mutation is

combined with Local Repair, the effects of higher mutation rates can be significantly lessened

but not eliminated (see Table A.9).

We conclude that, in terms of solving a districting problem with geographic contiguity

constraint on a state-wide level, both Hypothesis 2 and Hypothesis 3 are validated by the

observed data. This similarly strengthens validation of Hypothesis 1, which we consider

confirmed.

6.2 Conclusions on Multi-Objective Heuristic Evaluation of Evolutionary Dis-

tricting Problems

We show that an evolutionary algorithm can perform well with a weighted multi-

objective heuristic and produce multiple, reasonable candidate solutions to a districting
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problem while balancing two or three separate objectives that are relatively non-conflicting.

Observations demonstrate that a weighted, multi-objective heuristic can provide adequate

selective pressure to allow a population to continually improve and converge.

This holds true for a weighted heuristic that includes both total population distribution

with district compactness and contiguity (see Tables A.13 and A.14) and minority population

distribution with district compactness and contiguity (see Tables A.15 and A.16). In both

instances, mean population fitness shows a continued downward trend over time for various

mutation rates and each also shows a consistent downward trend in the standard deviation

of the population fitness over time, demonstrating convergence of the algorithm.

However, with the introduction of a second population distribution measure, the ability

of the weighted multi-objective heuristic function to simultaneously provide adequate selec-

tive pressure to each objective becomes questionable. Trials involving both a total population

and minority population distribution objective, with a soft district compactness constraint,

show an ability to consistently but slowly improve the population fitness over time, but the

standard deviation of population fitness fails to tighten (see Tables A.17 and A.18). The

addition of a fourth objective, such as district compactness, produces similar results (see

Tables A.19 and A.20).

Replacement of the weighted multi-objective function with a pool of heuristic agents is

especially effective, with a very quick improvement in population fitness for trials involving

a total population or minority population objective and a contiguity constraint (see Table

A.21). In both trials, both the mean population fitness and standard deviation of popula-

tion fitness have pronounced downward slopes, demonstrating strong selective pressure and

convergence. Both trials produce reasonable candidate solutions comparable to those found

in non-agent approaches. A third trial employing four pools of agents — each focusing on

either total population distribution, minority population distribution, district compactness,

or district contiguity — produces results comparable to that of the weighted four-objective

heuristic above (see Table A.22). Compared to the weighted multi-objective heuristic, the
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multiple pools of agents show similar improvement in mean population fitness over time.

However, the trial with multiple pools of agents shows a more pronounced downward slope

to the standard deviation of fitness over time, suggesting, but not conclusively, that the

multiple agent pool approach may better promote algorithm convergence in this instance.

It is worth noting, however, that the selective pressure is dependent on a secondary

heuristic that can be used to resolve ranking ties (e.g. when the collective agents’ score

of two candidate solutions is equal). The frequency of ties is dependent on the width of

the Likert scale used by each specific type of agent, but ties do occur relatively often, but

with a greater frequency in early and later generations. Because a randomly generated

initial population is usually of a uniformly poor fitness, ties tend to occur more often in

early generations of the algorithm. Similarly, as the population converges and becomes less

genetically diverse, ties are more apt to occur in later generations as well. There are multiple

feasible approaches to resolving such ties: a coin toss, prioritizing one agent pool’s heuristic

over another, or employing a secondary objective function. Each will work, but the choice

of method affects both the selective pressure and convergence rate of the algorithm.

Another observation is that the contiguity agents’ heuristic, which is a binary ±1 can

be overwhelmed by the magnitude of the rating scale for other agent pools, and therefore

a weighting factor for the contiguity agent pool may be desirable to prevent dominance by

other pools and a subsequent increase in infeasible solutions in the population.

We observe that employing a pool of multiple, independent agents that inform separately

on discrete parts of a candidate solution can then merge those assessments to produce a

combined heuristic rating for the entire solution. This is demonstrated in trials involving

pools of different types of population agents (see Figure 5.6), which we consider to confirm

Hypothesis 4-A. The ability of multiple pools of agents with different quality heuristics to

work collaboratively to achieve a goal is similarly demonstrated in Table A.22 and Figure

5.7, which we consider to confirm Hypothesis 4-C for this type of problem.
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There is anecdotal evidence to suggest that solutions that are found to be partially

infeasible by one or more agents can evolve into feasible solutions in subsequent generations.

The observation that the percentage of feasible solutions in agent-based trials — particularly

those involving many competing agent pools — can decrease and then later increase suggests

that some number of infeasible solutions can mutate and become feasible, but the effects of

stochastic selection and mutation likely account for much of this variation. Therefore, we do

not feel that adequate data is available to confirm or deny Hypothesis 4-B, which we aim to

resolve through more granular future studies.

6.3 Future Work

Through the development of this algorithm, a number of difficulties and opportunities

for research arose that are worthy of consideration in future studies:

Reducing the Destructiveness of Crossover The effect of single-point, two-point, and

especially uniform crossover on the genome for a contiguous districting problem is disastrous.

In the vast majority of cases, such crossover is fatally disruptive in terms of district contiguity.

It would be worthwhile to investigate alternative approaches to crossover that are less likely

to render an otherwise fit solution infeasible. One particular approach that may bear fruit

is the implementation of a non-linear genome with position-independent genes, much like

that described by Holland’s original inversion operator [92], that can be reordered in the

genome without losing the mapping of a specific gene to a specific district. This would allow

the clustering of genes allocated to a specific district close to each other and, thus, allow

crossover to occur at a point within a district, and thus not disrupt it.

Growth of Infeasible Solutions The rapid increase in the percentage of infeasible (i.e.

discontiguous) solutions produced with high mutation rates (pm ≥ 0.01) could perhaps be

mitigated through a combination of several methods: the widening of the neighborhood

examined by the neighborhood mutation algorithm to reduce the number of incompatible
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adjacent mutations, the implementation of the local repair algorithm with a similarly widened

area of examination for discontinuity detection, and the employment of elitism with either

a generational or steady-state evolutionary algorithm to ensure that more-fit solutions are

not crowded out of the population.

Weighting for Multi-Objective Heuristic Finding suitable weights in a multi-objective

heuristic function that will produce a set of solutions along a the Pareto frontier, along

which no single objective tends to dominate over another, can be a significant problem for

Genetic Algorithms in general [20]. It is, in particular, a significant challenge for the type

of districting problem explored here. There is research to suggest that a genetic algorithm

can simultaneously coevolve a set or sets of weights for a multi-objective heuristic that can

produce both non-dominated solutions that are also subjectively acceptable to the user [20].

Other approaches to determining a desirable values for a weighted multi-objective function

are well researched and could provide clarity on both the weighted mutli-objective heuristic

trials and the multi-objective agent-based heuristic trials attempted here [31][43][97][186].

Modeling User Preferences in Agent Heuristic Finally, the potential of intelligent

agents to act as a proxy or surrogate for a human stakeholder can be further investigated

through attempts to map agent performance to human-subject preferences with respect to

various objectives or subjective quality criteria for districting problems. This could lead

to the development of more representative agent models that can function as a proxy in a

manner similar to that envisioned by Chou et al.’s VSF.
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Glossary

admissible heuristic A heuristic that never overestimates the the actual cost of reaching a

goal. Also sometimes called an “optimistic heuristic”. 143, see also heuristic function

agent An agent is anything that can be viewed as perceiving its environment, through

sensors or other means of input, and acting upon that environment through actuators

or other means of output [116]. ii, iii, 5, 6, 8, 139, 142–145, 147, 161, see also rational

agent

agent function In artificial intelligence, a mathematical or other function that take a series

of perceptions of the external environment and maps them to an action or sequence of

actions to be performed by the agent as a response. An agent function may or may

not incorporate past perceptions in its calculations.

allele A shortened form of the word allelomorph, one of two or more possible variant forms

or values of a gene at a particular locus along a chromosome [81, 28]. Allelic variation

at a specific locus is defined as the number of distinct alleles present in a population

[148]. 11, 12, 15, 19, 25, 27, 32, 38, 59, 62, 63, 78, 82, 88, 89, 94, 96, 104–108, 156–159,

161, see also gene

allelomorph An allele. 15, 156, see allele

annealing In computer science, a heuristic function that is used to approximate global

optimization in a search space that, in simplistic terms, evaluates “nearby” solutions

and moves toward solutions that are closer to the theoretical optimum. Also referred

to as simulated annealing . 22, 68, 76
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certainty factor In artificial intelligence, a numerical value, usually in the range 0..1 that

represents the level of confidence that an assertion is true.

chromosome A molecule that contains all or part of the genetic information of an organism

[100]. 13, 15, 19, 55–60, 63, 77, 78, 101, 102, 104, 156–159

convergence In evolutionary programming and genetic algorithms, the phenomenon in

which every individual in the population is identical [114]. 13, 48, 53, 60, 61, 64, 65,

68, 70, 97–99, 103, 105, 107, 109, 134, 151–153

deterministic A system in which randomness is not involved, or for which a sequence

of actions or calculations will always be consistent for the same starting condition.

Deterministic systems are often considered to be stateless, since past conditions have

no effect on future actions. 23, see also stochastic

diploid In genetic algorithms, a diploid genetic algorithm is one in which each member of the

population has more than one chromosome in which alleles of genes are also assigned

additional characteristics, or values, such as “dominant” or “recessive,” that affect how

those genes are involved in the mating process. More simply, diploid means that genetic

chromosomes are paired. Diploid GAs therefore differ from traditional algorithms in

both its representation of the genome and also its reproduction operations [135] [114,

29]. 12, 16, 31, see also haploid

disruption In evolutionary programming or genetic algorithms, a schema is said to be

disrupted if a child of an parent that matches a schema H does not itself match H

[114]. 27, 28, 55, 57, 59, 63,

elitism In genetic algorithms, particularly steady-state GAs, the practice of never discarding

a more fit solution to make room in the population for a less-fit child solution [167,

25]. 16, 32, 40, 43, 51–53, 77, 80, see also infant mortality
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epistasis Non-linear interaction between genes. The term epistasis describes a certain rela-

tionship between genes, where an allele of one gene hides or masks the visible output,

or phenotype, of another gene. This should not be confused with the concept of dom-

inant and recessive genes, which are terms that apply to different alleles of the same

gene [160] [114]. 11, 15, see also gene

evaluation function A calculation of the cost or value for a given state or node in an

informed search algorithm. For example, in a best-first search, the node with the

lowest evaluation function result might be deemed the best node and, therefore, would

be selected for expansion. , see also heuristic function

frontier The current set of all leaf nodes in a graph or tree. Search-based problem solving

algorithms generally expand the set of known states by performing actions on leaf

nodes to create additional known states [153, 75].

gamete A single chromosome from one haploid parent that fuses with another haploid

during recombination to produce a zygote [126, 5]. , see also chromosome

gene A unit of hereditary information at a specific location, called the locus, along a chro-

mosome, which is composed of many separate genes. In a genetic algorithm, a gene

represents a specific value at a specific location in the chromosomal sequence of an

individual in the population [60]. 15–17, 19, 25–27, 30, 31, 36–38, 54–63, 77, 78, 88,

89, 96, 101, 102, 105, 156, 158–160, see also locus

Genetic Programming An extension of the concepts of evolutionary computation and

genetic algorithms into the realm of computer program construction. In this approach,

computer programs representing an executable solution to a problem, are generally

expressed as trees of discrete operations and operands. These trees are modified and

added onto through methods similar to those found in genetic algorithms to create

new, potential more accurate, programs to solve the problem [37]. 11
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genome The complete set of genes or genetic material present in a cell or organism. In

evolutionary computing, a genome is typically represented as a string of binary or

higher order values that, together, encode a representation of a potential solution for

the problem to be solved. 19, 25–27, 32, 36, 37, 39, 42, 53, 55, 58, 60, 77, 78, 87, 96,

145, 151, 154, 157, 159, see also gene

genotype A genotype is the entire genetic makeup of an individual, or the complete list of

genes present in an individual. But the term is sometimes more narrowly construed

to mean the set of alleles present at one or more loci in a chromosome. In genetic

algorithms, genotype generally refers to the string or array of values that represent a

potential solution to a problem [25] [114]. 11, 60, 159, 160, see also phenotype

Hamming distance In Genetic Algorithm with binary chromosomes, the Hamming dis-

tance between two genomes can be calculated as the number of genes that differ be-

tween the two genomes. Two individuals who are identical with the exception of a

single gene would have a Hamming distance of 1 between their genomes. Individuals

with two differing genes would have a Hamming distance of 2, and so on [83] [126]. 19,

58

haploid In biology, a cell that has only one chromosome set. In genetic algorithms, the

term haploid implies that each potential solution to a problem has only a single string

or array of values representing the full genotype of the individual [4] [114]. 31, 158, see

also diploid

heuristic Generally speaking, a “rule of thumb” measure when making decisions or classi-

fications in an algorithm [46]. ii, iii, 4, 5, 8, 20, 122, 160, see heuristic function

heuristic function Such functions are a common means by which additional understanding

of a problem domain can be incorporated into a search algorithm. 2, 143, 156, see also

admissible heuristic
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hyperspace A multi-dimensional space of greater than three dimensions. A related concept

is that of a hypercube, which is a generalization of a three-dimensional object into more

than three dimensions. A hypercube of n dimensions is called an “n-cube”[176]. 18,

25, 129

infant mortality In genetic algorithms, the practice of never allowing an invalid or far

inferior child solution to enter the population. 53, 54, see also elitism

Keyhole Markup Language A markup language based on the Extensible Markup Lan-

guage (XML) that is used to express single or nested geographic locations, boundaries,

polygons, and other annotations. Originally developed by Keyhole, Inc., it has since

been adopted as a voluntary international standard by the Open Geospatial Consor-

tium. 85, 109, 164

locus In genetic algorithms, the locus refers to the position in a genetic string of a particular

gene [114]. 31, 36, 38, 55–57, 59

metaheuristic In general, a problem-independent framework, or general algorithm, that is

used to develop a tailored, more specific algorithm or solution to an individual problem.

The term is sometimes loosely used to refer to a specific implementation of a heuristic

optimization algorithm [162]. 130, see also heuristic

orgy In genetic algorithms, a method for creating child instances by recombination of the

chromosomes of all individuals in the population at the same time, as opposed to the

recombination of the chromosomes of two parents only [167, 24]. 38

phenotype The visible characteristics or traits of an individual. In the field of genetics, an

organism’s genotype is the genetic information that manifests itself in the form of its

phenotype. 11, 15, see also genotype
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propagation In genetic algorithms, propagation refers to the inheritance of the charac-

teristics of one generation into subsequent generations. More broadly, a schema is

propagated if individuals in the current population match that schema as well as indi-

vidual in the subsequent population. A schema can propagate even if the individuals

that match it are not children of the parents that match it, although they often are

[114]. 1, 6, 29, 37, 39, 42, 43, 80

pruning The concept of removing from consideration in a search algorithm one or more

possible solutions, particularly in tree- or graph-based problems, without having to

first examine them. 52

rational agent An agent that acts in a manner that achieves, or aims to achieve, the best

possible outcome, or when there is uncertainty, the best expected outcome [153, 4]. ,

see also agent

satisficing The goal of finding a course of action that is ‘good enough,’ as opposed to the

sometimes unrealistic goal of finding the absolute best or ‘maximum’ solution. i.e.

“replacing the goal of maximizing with the goal of satisficing” [161].

schema Also sometimes called a similarity template, a definition of a set of linear values that

members of the conforming set must match. Schemata may be of varying lengths, and

some positions in the defining template may be “unknown” or “don’t care”. Therefore,

given m possible values, or alleles, at a specific position in a string, there are m + 1

possible values for that position in the schema. A schema is characterized both by

its order and its defining length, in addition to the specific values at each position

in the schema. Given a schema with a defining length of n, there are nm possible

permutations of that schema [81, 29] [114]. 26–30, 39, 55–58, 92, 157, 161

selective pressure In a genetic algorithm, the probability of the best individual being

selected compared to the average probability of selection of all individuals. Increasing
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selective pressure results in a faster loss of population diversity [16][178]. 47–50, 53,

115, 132, 134, 144, 150, 152, 153

stochastic A random process or function or one employing randomness. Examples of

stochastic processes include random walks and Bernoulli, Poisson, Markov, and Gaus-

sian processes. Most genetic algorithms are stochastic in design [135]. 4, 12, 15, 21,

29, 30, 36, 43, 44, 47, 60, 62, 90, 94, 109, 111, 150, 151, see also deterministic

syllogism A deductive scheme of a formal argument consisting of a major and a minor

premise and a conclusion (as in “every virtue is laudable; kindness is a virtue; therefore

kindness is laudable”)[1].

takeover In a genetic algorithm, the phenomenon of an entire population being comprised

of individuals identical or substantially similar to a single individual which has has

existed in some form since the initial population [40]. 54, 162

takeover time The amount of time, usually measured in generations, for takeover to occur

in a genetic algorithm [40]. , see takeover

tractability The ability to solve or make progress in solving a problem in a reasonable

time. In reference to computational problem solving, a problem or type of problem

for which the time required to solve a case grows exponentially with the size of the

problem instance is referred to as intractable [153, 8].

ZIP Code Tabulation Area A geographic block designated by the United State Census

Bureau that is comprised of addresses from one or more ZIP codes. ZCTAs are based

on census block boundaries, and not those of the U.S. Postal Service ZIP code area. In

many cases ZCTAs and Zip codes are very similar, and as a general rule the majority

of addresses within a ZCTA share the same ZIP code. However, some addresses from

other zip codes may be included in a ZCTA with a different identifier based on census

162



block boundaries. Demographic data from the decennial census is aggregated by ZCTA,

and is not available based upon ZIP code alone [171][94]. 85, 109, 114, 126, 165
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Acronyms

BGA breeder genetic algorithm. 45,

BTS Binary Tournament Selection. 42–44, 51, 52

EA Evolutionary Algorithm. ii, iii, xv, 2, 5, 7, 17, 24, 25, 34, 64, 65, 81, 84, 97, 100, 130,

133, 143, 145

EC Evolutionary Computation. 1–3, 10, 11, 13, 16, 17, 19, 25, 34, 52–55

EP Evolutionary Programming. 10, 12, 16,

ES Evolutionary Strategies. 10, 12, 13, 16, 35, 54,

EVOP Evolutionary Operation. 11,

FPS Fitness Proportionate Selection. 42, 43, 45, 47

GA Genetic Algorithm. 1, 2, 5, 8, 10–13, 16, 24–26, 30–35, 41, 53, 54, 68, 76–80, 94–96,

101, 130, 142, 150, 155, 157, 159

HLAI human level artificial intelligence.

HUX half-uniform crossover. 58,

IEC Interactive Evolutionary Computation. 83

KML Keyhole Markup Language. 85, 109

MAS multiple agent system. 5, 141–143
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RTS Roulette Tournament Selection. 43, 52,

RWS Roulette Wheel Selection. 43, 45–47, 51, 52, 77

SPX simplex crossover.

TS Tabu Search. 23, 68, 72, 75, 76, 78,

VSF validated surrogate fitness. 83, 155

ZCTA ZIP Code Tabulation Area. 85, 95, 109, 110, 112, 114, 126, 186
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Percentage of Infeasible Solutions for a 25x25 Grid Districting Problem

Generation
µ=10 µ=50 µ=100 µ=500

Count Percent Count Percent Count Percent Count Percent
10 6 0.6 26 0.52 42 0.42 341 0.682
20 0 0.0 20 0.40 35 0.35 256 0.512
30 3 0.3 19 0.38 46 0.46 220 0.440
40 2 0.2 17 0.34 45 0.45 221 0.442
50 6 0.6 18 0.36 38 0.38 180 0.360
60 5 0.5 23 0.46 38 0.38 185 0.370
70 0 0.0 21 0.42 42 0.42 163 0.326
80 7 0.7 21 0.42 40 0.40 178 0.356
90 2 0.2 21 0.42 43 0.43 195 0.390
100 5 0.5 14 0.28 36 0.35 191 0.382

Table A.2: Variations in the number of infeasible (i.e. non-contiguous) solutions in the
population over time for typical run of an evolutionary algorithm operating on a 25x25 zone
districting problem partitioned into four districts with fixed centers and using single-point
crossover, no mutation, tournament size k = 4, and population sizes of µ = 10, µ = 50,
µ = 100, and µ = 500.
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Figure A.1: All Zip Code Tabulation Areas (ZCTAs) contained within the state of Alabama.
ZCTAs, which are geographic areas used in the decennial census, are approximations of U.S.
Postal Service Zone Improvement Plan (ZIP) Code service areas [94][172][171]. There are
642 ZCTAs contained entirely within Alabama.
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Contiguous Districting Problem for the State of Alabama with a
Population Equality Heuristic and Neighborhood Mutation x 100 Iterations
Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 40929 83511.34 12959.52 0.9818 36090 82903.11 12161.67 0.9551

20 32028 73788.76 13799.14 0.9816 20569 69002.55 12867.06 0.9487

30 22448 66340.16 14428.06 0.9814 17204 59961.86 12579.68 0.9455

40 16480 60298.05 15421.83 0.9781 10569 82286.18 12733.68 0.9443

50 9290 55507.38 15174.74 0.9774 8525 46179.84 12589.78 0.9336

60 8297 50158.03 14568.64 0.9788 6271 40587.18 12453.84 0.9303

70 5040 46161.53 14451.34 0.9770 2160 35318.74 12218.52 0.9299

80 4566 42190.11 14416.92 0.9749 1421 30805.41 12163.36 0.9300

90 4222 38120.86 13510.26 0.9746 1232 26676.35 11496.63 0.9268

100 3898 35311.06 13566.66 0.9743 1164 23780.51 10847.69 0.9167

110 3031 32435.69 13059.01 0.9731 543 21106.65 9967.10 0.9159

120 1521 39792.30 13175.72 0.9693 192 18790.21 9646.02 0.9161

130 1003 27511.62 13241.20 0.9687 180 16840.20 8706.25 0.9112

140 618 25180.67 12887.79 0.9674 167 15442.31 8100.10 0.9097

150 382 23157.07 12503.57 0.9649 136 13934.58 7144.04 0.9082

160 382 21313.57 11829.88 0.9660 98 13092.59 6309.20 0.9033

170 314 19249.98 11106.94 0.9683 93 12325.90 5839.03 0.9015

180 314 17347.83 10365.13 0.9685 93 11615.76 5349.78 0.9035

190 314 16186.55 10397.28 0.9625 93 10636.49 4417.85 0.9090

200 314 14770.97 10216.34 0.9636 93 10346.40 3699.27 0.9030

210 314 13206.81 9971.11 0.9647 93 10252.74 3643.61 0.8983

220 314 11875.26 8971.42 0.9654 93 9894.39 3455.70 0.8991

230 314 10870.07 8316.52 0.9637 93 9548.26 2965.60 0.8991

240 118 10181.98 8096.41 0.9637 93 9081.32 2894.39 0.9034

250 104 9258.44 7878.26 0.9656 93 9075.40 2699.41 0.9033

260 104 8704.52 7439.97 0.9622 93 8899.22 2547.33 0.9030

270 104 8287.07 7073.91 0.9595 93 9340.61 2770.75 0.8946

280 102 7820.23 6756.55 0.9591 93 8798.67 2492.36 0.9009

290 97 7423.68 6227.85 0.9587 93 8666.25 2074.94 0.9037

300 97 6795.71 6134.39 0.9623 93 8855.03 2114.57 0.8983

310 97 6765.19 5676.94 0.9583 93 8956.71 2191.96 0.8957

320 97 6356.73 5550.00 0.9602 93 9145.62 2500.55 0.8924

330 97 6407.12 5316.02 0.9552 93 8931.67 2363.12 0.8963

340 87 5675.25 5257.80 0.9630 68 9081.35 2222.95 0.8923

350 87 5620.56 4881.41 0.9612 68 8762.01 2104.30 0.8964

360 72 5519.81 5271.75 0.9600 66 8428.93 2280.58 0.9005

370 72 5278.38 4210.58 0.9601 66 8641.75 2133.85 0.8990

380 72 5258.99 3968.57 0.9594 66 8825.56 2403.72 0.8953

390 72 5375.11 3856.55 0.9539 66 8467.42 2289.39 0.9007

400 72 4868.05 3620.26 0.9622 66 8662.80 2265.97 0.8987

410 72 4842.53 3688.40 0.9601 66 8473.66 2080.94 0.9008

420 72 4673.13 3067.90 0.9600 66 8428.47 1993.42 0.8998

430 72 4558.00 2305.39 0.9590 66 8251.90 2009.00 0.9025

440 72 4464.89 2232.71 0.9591 66 8682.62 2171.61 0.8957

450 72 4331.62 1880.35 0.9585 66 8534.47 2287.96 0.8975

460 72 4399.35 1762.86 0.9564 66 8592.38 2079.97 0.8982

470 72 4337.46 1723.03 0.9659 66 8866.99 1925.97 0.8941

480 72 4221.92 1484.98 0.9592 66 8805.85 2086.17 0.8956

490 72 4165.95 1800.44 0.9596 66 8503.00 1991.27 0.8993

500 72 4201.23 1592.21 0.9568 66 9055.97 2120.04 0.8898

Table A.6: A comparison of candidate solution fitness, by generation, for 100 trials of an evolutionary
algorithm for a contiguous districting problem for the State of Alabama with a equal population distribution
heuristic, population size µ = 100, no crossover, and Neighborhood Mutation with mutation rates of pm =
0.001 and pm = 0.0025.
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Contiguous Districting Problem for the State of Alabama with a
Population Equality Heuristic and Neighborhood Mutation x 100 Iterations
Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 36866 80740.45 9948.44 0.9039 38830 84958.80 10203.57 0.8011

20 28108 66064.75 10910.47 0.8932 17115 68120.56 10894.40 0.7631

30 13048 56339.75 12231.85 0.8792 9792 58920.77 11891.33 0.7238

40 6355 48843.91 12023.41 0.8668 5432 52264.14 10809.65 0.6974

50 2410 42518.77 11903.30 0.8558 3841 47236.80 10027.34 0.6706

60 1583 37497.09 10696.35 0.8407 3282 43877.04 8740.69 0.6554

70 805 33193.77 10074.43 0.8333 1516 51155.33 8524.77 0.6250

80 677 28934.00 9407.26 0.8300 1335 41559.69 7803.01 0.6025

90 629 25763.75 8125.57 0.8213 2478 40663.90 7310.08 0.5909

100 607 24073.33 7906.16 0.8081 1968 41255.92 7047.34 0.5711

110 592 22348.03 6544.96 0.8075 1923 42239.86 6974.03 0.5460

120 552 21275.78 5950.20 0.8019 1847 51016.06 7181.23 0.5579

130 325 20355.88 5439.78 0.8013 1476 43393.21 7206.31 0.5241

140 242 19600.63 5152.64 0.7970 1424 42912.46 6843.66 0.5242

150 225 19221.42 4298.50 0.7949 1215 43696.79 7211.48 0.5142

160 147 18389.83 3756.03 0.8007 986 43990.88 7661.08 0.5161

170 183 18692.80 3860.59 0.7871 1586 46336.74 7760.98 0.4931

180 163 18450.46 3404.05 0.7881 1292 45773.39 8151.39 0.4881

190 163 17756.65 3563.29 0.7955 1586 48024.01 8513.34 0.4620

200 147 18027.82 3681.99 0.7894 1164 47686.58 8573.98 0.4654

210 147 18340.50 3692.69 0.7833 1407 48529.72 9449.94 0.4599

220 147 18019.95 3131.00 0.7838 1637 48997.91 8598.36 0.4473

230 147 17747.28 3385.36 0.7868 1838 50065.41 8661.80 0.4318

240 147 18450.57 3234.70 0.7781 2062 51230.34 8988.07 0.4193

250 147 18202.87 3263.53 0.7795 2129 51730.13 9280.16 0.4125

260 147 18036.73 2895.16 0.7827 1709 53069.78 9508.16 0.3965

270 147 17767.93 2769.06 0.7872 1785 53229.10 9916.93 0.3966

280 147 18060.75 3234.39 0.7804 1986 54908.51 9415.03 0.3749

290 117 17996.26 3134.62 0.7828 1793 55414.56 9388.30 0.3656

300 117 18355.05 3064.82 0.7757 1957 56298.37 9574.67 0.3501

310 117 18126.80 3277.13 0.7802 1957 57014.41 10376.71 0.3465

320 111 17807.45 3037.38 0.7853 2410 58222.09 9883.22 0.3251

330 111 17941.45 3371.47 0.7811 2151 58958.27 10156.95 0.3192

340 78 17863.22 3301.50 0.7815 2593 58780.44 10022.22 0.3056

350 78 18186.26 3525.83 0.7776 1758 59843.18 9752.58 0.2876

360 78 18061.90 3394.52 0.7772 2899 59969.37 9496.87 0.2935

370 78 18144.19 2913.68 0.7757 1796 60527.99 9636.52 0.2814

380 78 18078.51 3240.72 0.7787 2149 61483.98 9403.79 0.2532

390 78 18338.90 3260.04 0.7753 2797 61559.64 6134.15 0.2594

400 78 17919.40 3147.58 0.7815 2425 63709.28 9083.90 0.2470

410 78 18256.64 3343.79 0.7739 2982 63172.32 9255.22 0.2327

420 78 17817.04 3304.31 0.7859 3556 63406.32 8041.34 0.2228

430 78 18097.27 3026.94 0.7808 3806 65231.82 7889.00 0.2010

440 78 17757.38 3514.09 0.7821 4406 64394.70 8076.03 0.1990

450 78 18028.62 3453.45 0.7788 5043 64416.58 7108.46 0.1826

460 78 17929.08 3226.17 0.7800 4180 65196.99 6929.46 0.1665

470 78 17487.05 3086.09 0.7871 2964 66216.90 6450.17 0.1627

480 78 17871.46 3287.83 0.7835 4582 65691.52 6525.76 0.1612

490 78 18227.30 3571.47 0.7757 2345 66589.67 6666.32 0.1450

500 78 18239.60 3384.97 0.7787 2524 66786.85 6682.30 0.1351

Table A.7: A comparison of candidate solution fitness, by generation, for 100 trials of an evolutionary
algorithm for a contiguous districting problem for the State of Alabama with a equal population distribution
heuristic, population size µ = 100, no crossover, and Neighborhood Mutation with mutation rates of pm =
0.005 and pm = 0.010.
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Figure A.2: Two near-optimal solutions for districting the state of Alabama into seven
contiguous zones based on equal distribution of total population, with randomly generated
zone centers. The maps depict, from left, a distribution of total population with a difference
of no more than 85 and 119 persons, respectively, between any two zones.
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Contiguous Districting Problem for the State of Alabama with a Minority Population
Heuristic, Neighborhood Mutation, and Local Repair x 100 Iterations

Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 34245 54018.85 5806.17 0.9942 37662 52409.13 5522.58 0.9861

20 31482 49409.56 6071.81 0.9932 34587 47029.48 5528.32 0.9844

30 31301 46776.40 6088.53 0.9926 30985 43703.61 5512.66 0.9803

40 29303 44658.49 5981.08 0.9936 27181 40874.46 5666.16 0.9763

50 27470 42804.79 5923.37 0.9929 24565 38294.88 6161.87 0.9779

60 26129 41105.97 5989.52 0.9916 22539 35950.44 6172.83 0.9712

70 24986 39516.43 6264.79 0.9905 20307 33777.87 6337.29 0.9687

80 21549 38150.83 6292.52 0.9900 15077 31552.21 6498.07 0.9678

90 19420 36711.13 6314.45 0.9897 12595 29597.42 6551.52 0.9662

100 17778 35431.69 6182.50 0.9875 7880 27618.98 6371.76 0.9620

110 15619 34003.53 6297.52 0.9881 6426 25776.85 6600.21 0.9631

120 13890 32864.37 6448.50 0.9880 5694 24104.52 6726.95 0.9610

130 11093 31635.03 6624.78 0.9891 4954 22490.25 6882.53 0.9559

140 10870 30343.21 6680.31 0.9873 4076 21059.59 6991.87 0.9496

150 9348 29436.61 6864.39 0.9845 3524 19672.62 6857.18 0.9480

160 8778 28266.04 6956.46 0.9865 1710 18157.40 6671.52 0.9514

170 8521 27251.46 7043.26 0.9842 1423 16860.48 6635.54 0.9487

180 7973 26282.99 6895.47 0.9818 1299 15850.25 6704.04 0.9427

190 7840 25356.62 7070.98 0.9828 982 14690.13 6806.29 0.9418

200 6594 24598.43 7024.55 0.9830 654 13697.76 6693.04 0.9385

210 5528 23676.00 6905.40 0.9844 351 12791.98 6419.97 0.9371

220 5215 22639.97 6846.41 0.9832 248 11955.06 6451.41 0.9359

230 3439 21528.03 7046.93 0.9843 221 11118.95 6397.72 0.9355

240 2441 20662.70 7143.57 0.9844 163 10393.26 6121.72 0.9321

250 1277 19799.44 7255.59 0.9816 121 9749.30 5877.39 0.9297

260 1057 19080.38 7305.05 0.9802 107 8980.00 5574.33 0.9310

270 895 18311.07 7384.58 0.9813 86 8332.11 5424.01 0.9294

280 669 17653.48 7427.65 0.9783 86 7677.50 5225.03 0.9351

290 539 16794.97 7539.36 0.9805 68 7435.38 5167.94 0.9248

300 461 16030.23 7500.60 0.9799 64 6885.36 4781.39 0.9263

310 426 15308.45 7491.54 0.9805 53 6478.49 4638.14 0.9236

320 234 14578.55 7492.57 0.9784 50 6103.36 4392.97 0.9239

330 158 13991.62 7533.53 0.9779 33 5759.24 4156.16 0.9234

340 158 13318.22 7549.93 0.9782 33 5409.69 4042.35 0.9237

350 158 12720.62 7617.66 0.9790 33 5274.83 3920.60 0.9197

360 158 12323.04 7569.38 0.9742 24 4987.48 3721.00 0.9242

370 142 11704.15 7477.50 0.9773 21 4739.06 3529.32 0.9256

380 142 11226.71 7442.16 0.9727 17 4529.30 3541.91 0.9229

390 95 10721.42 7416.83 0.9753 17 4466.32 3229.98 0.9228

400 72 10206.34 7469.35 0.9758 17 4340.10 3136.30 0.9199

410 52 9822.29 7453.45 0.9743 17 4295.94 2844.08 0.9172

420 51 9479.58 7390.95 0.9727 12 4103.55 2762.41 0.9184

430 39 9045.56 7494.67 0.9737 11 4155.60 2656.36 0.9155

440 33 8734.29 7447.61 0.9729 10 3879.40 2674.60 0.9195

450 30 8386.42 7431.60 0.9735 10 3873.83 2212.79 0.9171

460 30 8063.35 7291.43 0.9722 10 3722.83 2264.19 0.9175

470 30 7762.04 7255.33 0.9711 10 3680.40 2126.73 0.9169

480 30 7497.71 7157.98 0.9714 10 3407.87 1937.95 0.9230

490 30 7197.05 7083.83 0.9714 10 3487.26 1878.91 0.9181

500 30 6955.94 6973.43 0.9693 10 3438.57 1852.00 0.9190

Table A.8: A comparison of candidate solution fitness, by generation, for 100 trials of an evolutionary
algorithm for a contiguous districting problem for the State of Alabama with an equal distribution of minority
population heuristic, population size µ = 100, no crossover, Neighborhood Mutation with mutation rates of
pm = 0.005 and pm = 0.010, and Local Repair.
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Contiguous Districting Problem for the State of Alabama with a Minority Population
Heuristic, Neighborhood Mutation, and Local Repair x 100 Iterations

Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 34430 50565.89 5041.11 0.9711 29926 50978.25 5342.03 0.9323

20 30040 44707.08 5140.87 0.9596 25451 43664.78 4848.51 0.9029

30 22059 40763.20 5735.54 0.9506 22867 38699.24 4838.21 0.8860

40 16038 37368.23 6109.45 0.9451 17937 34719.89 4927.39 0.8631

50 13757 34415.35 6492.85 0.9326 12731 31223.49 5256.42 0.8363

60 12605 31369.68 6720.87 0.9285 6976 28198.42 5412.54 0.8206

70 7778 28677.92 6799.87 0.9187 3131 25439.30 5760.86 0.8095

80 5109 26214.61 6976.58 0.9121 1168 23476.39 5339.47 0.7889

90 2853 23961.41 6809.63 0.9067 1129 21351.72 5346.44 0.7796

100 1408 21802.72 6759.18 0.9004 919 19996.94 5298.17 0.7548

110 1209 19844.18 6557.31 0.8940 482 18617.26 5259.85 0.7390

120 971 18076.02 6390.29 0.8866 493 17681.50 5564.48 0.7230

130 702 16563.39 6283.59 0.8835 302 16674.37 5265.03 0.7167

140 586 15354.96 6319.74 0.8728 342 16078.58 5094.31 0.7072

150 534 14148.23 6264.17 0.8750 559 15143.43 4695.86 0.7087

160 212 13265.05 5991.41 0.8715 450 14974.82 4620.18 0.6981

170 157 12427.51 5937.30 0.8646 399 14901.09 4622.46 0.6887

180 119 11674.17 5785.05 0.8628 462 14510.01 4345.84 0.6799

190 100 10896.33 5366.53 0.8633 425 14222.15 4050.94 0.6784

200 100 10480.38 5155.82 0.8514 520 14389.76 5176.68 0.6636

210 65 9960.25 5035.05 0.8519 275 14186.62 3631.50 0.6622

220 45 9362.77 4724.21 0.8448 224 14202.91 3613.29 0.6597

230 45 8952.46 4500.13 0.8461 336 13994.61 3408.16 0.6612

240 41 8381.39 4149.85 0.8484 356 13911.99 3163.02 0.6596

250 38 8066.84 4041.19 0.8468 402 13839.49 3240.18 0.6515

260 38 7845.75 3817.15 0.8422 236 13711.49 2897.80 0.6598

270 38 7468.45 3541.47 0.8449 437 13740.12 3083.68 0.6488

280 38 7368.10 3602.87 0.8362 265 13945.67 2993.88 0.6424

290 26 6946.94 3206.66 0.8418 293 13922.52 2907.75 0.6428

300 26 6845.20 2907.62 0.8360 197 14243.65 2774.20 0.6265

310 26 6682.12 2713.29 0.8400 522 13825.06 2617.02 0.6379

320 26 6593.99 2662.80 0.8368 331 14147.33 2638.30 0.6276

330 26 3589.24 2443.43 0.8347 487 14257.11 2724.95 0.6256

340 26 6535.42 2431.89 0.8305 309 14201.28 2567.80 0.6307

350 26 6542.88 2300.81 0.8294 443 14115.21 2699.67 0.6287

360 26 6523.78 2212.61 0.8265 389 14440.86 2786.27 0.6160

370 26 6454.56 2068.77 0.8301 445 14508.00 2720.42 0.6148

380 25 6491.26 2049.75 0.8239 330 14578.94 2651.09 0.6215

390 26 6316.42 1965.85 0.8304 385 14561.90 2510.33 0.6130

400 25 6435.62 1949.88 0.8258 403 14543.19 2515.72 0.6142

410 24 6193.65 1685.54 0.8273 340 15026.13 2240.06 0.5934

420 25 6291.97 1815.27 0.8258 592 14756.26 2569.50 0.6019

430 25 6458.26 1706.85 0.8200 479 14812.96 2626.19 0.6049

440 25 6398.85 1856.28 0.8211 414 14998.51 2449.94 0.6035

450 17 6127.55 1762.69 0.8346 366 15039.35 2635.99 0.5969

460 24 6257.64 1513.49 0.8285 459 15248.59 2392.17 0.5869

470 24 6292.15 1344.69 0.8238 490 15178.72 2678.12 0.5927

480 24 6195.47 1539.71 0.8256 507 15166.08 2513.10 0.5945

490 24 6169.20 1578.59 0.8267 468 15385.07 2468.87 0.5883

500 24 6094.29 1601.75 0.8313 509 15439.74 2365.82 0.5841

Table A.9: A comparison of candidate solution fitness, by generation, for 100 trials of an evolutionary
algorithm for a contiguous districting problem for the State of Alabama with an equal distribution of minority
population heuristic, population size µ = 100, no crossover, Neighborhood Mutation with mutation rates of
pm = 0.005 and pm = 0.010, and Local Repair.
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Contiguous Districting Problem for the State of Alabama with a
District Compactness Heuristic and Neighborhood Mutation x 100 Iterations

Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 145.3 316.90 71.096 0.9841 154.7 313.65 68.81 0.9608

20 143.6 314.96 70.947 0.9817 151.9 311.43 69.09 0.9517

30 141.1 312.89 70.622 0.9814 149.3 309.02 68.45 0.9462

40 139.7 311.26 70.410 0.9785 147.2 306.80 68.19 0.9398

50 138.1 309.37 70.440 0.9774 145.4 304.72 68.22 0.9338

60 135.1 307.53 70.192 0.9770 142.7 302.52 69.82 0.9304

70 132.8 305.62 69.798 0.9783 141.7 300.85 67.22 0.9238

80 130.3 304.25 69.948 0.9734 139.5 299.13 66.92 0.9181

90 129.1 302.49 69.640 0.9731 138.4 297.18 66.82 0.9156

100 127.9 301.08 68.860 0.9704 136.6 295.53 67.02 0.9113

110 126.9 299.60 68.839 0.9687 135.7 293.72 66.57 0.9093

120 125.5 297.98 68.655 0.9694 134.6 291.76 65.82 0.9087

130 125.0 296.36 68.109 0.9699 133.4 290.53 65.81 0.9015

140 123.8 294.94 68.074 0.9684 132.5 289.36 66.22 0.8942

150 122.9 293.79 68.026 0.9637 131.5 287.29 64.73 0.8967

160 121.4 292.29 67.244 0.9641 130.0 286.48 65.05 0.8862

170 120.5 290.91 66.953 0.9633 129.5 284.77 65.99 0.8861

180 119.1 289.43 66.840 0.9649 128.3 282.88 63.92 0.8881

190 118.1 288.11 66.579 0.9656 127.2 281.58 64.47 0.8843

200 117.6 287.45 66.260 0.6598 125.9 280.91 63.52 0.8753

210 116.8 286.22 65.927 0.9608 124.3 279.43 64.22 0.8755

220 116.1 285.06 65.552 0.9604 123.3 278.34 64.14 0.8719

230 115.7 284.33 65.299 0.9563 123.1 277.17 63.02 0.8694

240 114.9 283.23 36.834 0.9556 121.5 276.08 63.95 0.8667

250 114.7 282.04 64.957 0.9560 120.7 275.50 63.21 0.8598

260 114.4 280.83 64.679 0.9579 120.0 274.09 63.38 0.8615

270 114.3 279.86 64.227 0.9568 119.9 272.77 63.23 0.8628

280 113.9 279.14 64.105 0.9539 119.2 271.90 62.50 0.8595

290 113.6 278.20 63.726 0.9533 117.9 270.40 62.47 0.8628

300 113.3 277.02 63.240 0.9554 117.5 270.50 62.47 0.8497

310 112.8 276.13 63.401 0.9543 116.8 268.81 32.11 0.8555

320 112.8 275.07 62.892 0.9546 116.4 268.06 62.45 0.8514

330 112.8 274.45 62.677 0.9516 115.6 266.89 62.31 0.8520

340 112.8 273.13 62.111 0.9551 114.8 267.36 62.09 0.8369

350 112.4 272.80 61.768 0.9491 114.3 365.98 61.51 0.8405

360 112.0 271.78 61.422 0.9499 113.9 264.75 61.61 0.8422

370 111.8 271.36 61.229 0.9451 113.4 264.33 61.36 0.8356

380 110.6 269.81 61.093 0.9511 113.0 263.45 61.31 0.8347

390 110.2 269.10 60.602 0.9488 112.3 262.09 60.87 0.8381

400 109.1 268.46 60.745 0.9465 111.8 261.41 60.68 0.8354

410 108.5 267.68 60.117 0.9449 111.3 259.71 60.72 0.8420

420 108.2 266.55 60.291 0.9478 110.7 259.68 60.51 0.8322

430 107.1 265.66 59.757 0.9481 110.2 258.86 60.72 0.8303

440 106.5 265.32 59.331 0.9432 109.4 258.58 60.64 0.8243

450 106.5 264.85 59.477 0.9392 109.3 256.84 60.54 0.8324

460 106.1 263.79 59.189 0.9415 108.7 256.22 59.17 0.8291

470 106.0 263.16 59.975 0.9401 108.5 255.57 59.77 0.8267

480 105.8 261.75 58.686 0.9466 107.7 255.22 59.32 0.8218

490 105.5 261.57 28.735 0.9414 107.3 253.86 59.61 0.8270

500 104.9 260.62 58.230 0.9437 107.0 253.52 59.76 0.8225

Table A.10: A comparison of candidate solution fitness, by generation, for 100 trials of an evolutionary
algorithm for a contiguous districting problem for the State of Alabama with an average distance from
center compactness heuristic with a population size µ = 100, no crossover, and Neighborhood Mutation with
mutation rates of pm = 0.001 and pm = 0.0025.
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Contiguous Districting Problem for the State of Alabama with an
Average Distance Compactness Heuristic and Neighborhood Mutation x 100 Iterations

Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 166.8 330.51 75.19 0.9081 123.1 330.26 74.94 0.8091

20 163.8 328.03 74.47 0.8960 121.5 331.27 75.21 0.7562

30 161.6 326.04 75.22 0.8792 120.3 330.83 75.28 0.7224

40 159.6 324.14 74.41 0.8636 119.2 330.44 74.60 0.6905

50 156.7 321.59 73.59 0.8538 118.3 331.00 75.56 0.6504

60 154.8 320.11 73.57 0.8351 117.3 332.11 73.92 0.6083

70 153.0 317.66 72.99 0.8291 116.5 331.71 74.50 0.5857

80 151.6 315.90 73.56 0.8174 116.2 333.72 74.15 0.5415

90 150.8 315.92 72.83 0.7889 115.5 333.75 72.87 0.5183

100 150.1 313.24 72.88 0.7895 115.0 335.59 73.08 0.4784

110 149.7 311.97 73.34 0.7768 114.8 335.61 72.48 0.4586

120 148.0 310.80 72.85 0.7646 114.6 336.15 73.21 0.4363

130 145.1 308.41 73.20 0.7664 114.4 337.37 72.47 0.4083

140 142.5 308.02 72.96 0.7495 114.2 337.65 72.83 0.3903

150 140.5 306.85 72.62 0.7407 113.7 337.70 73.15 0.3748

160 139.3 305.65 71.53 0.7338 113.5 339.37 71.31 0.3429

170 138.1 304.50 71.84 0.7268 113.2 339.10 72.39 0.3337

180 136.9 303.10 72.33 0.7237 113.2 338.51 72.41 0.3257

190 136.3 302.48 71.24 0.7133 113.0 338.97 72.47 0.3065

200 135.8 301.68 71.10 0.7054 113.0 337.76 70.40 0.3044

210 135.2 301.33 71.83 0.6935 112.9 338.87 71.09 0.2745

220 133.6 299.44 70.28 0.6984 112.9 339.38 69.76 0.2462

230 130.7 299.84 69.76 0.6802 112.9 337.31 69.32 0.2476

240 128.9 297.32 70.26 0.6912 112.9 336.45 68.88 0.2423

250 126.0 297.83 70.64 0.6727 112.9 336.14 68.40 0.2183

260 124.6 297.56 69.86 0.6629 112.9 334.36 66.87 0.2168

270 122.4 296.03 68.88 0.6654 112.9 333.88 66.65 0.1668

280 120.3 295.48 69.05 0.6590 112.9 333.37 66.43 0.1815

290 118.8 295.29 69.58 0.6493 112.9 331.76 66.25 0.1672

300 117.1 293.37 69.25 0.6571 112.9 330.21 65.02 0.1559

310 111.9 293.93 69.15 0.6401 112.9 328.20 66.04 0.1419

320 110.8 293.35 69.48 0.6350 112.9 326.09 65.05 0.1321

330 107.3 292.13 68.73 0.6371 112.9 324.75 64.38 0.1116

340 105.4 291.57 68.19 0.6321 112.9 322.53 64.87 0.1013

350 103.8 289.58 69.02 0.6420 112.9 320.27 64.99 0.0972

360 103.2 290.71 68.26 0.6210 112.9 318.00 63.97 0.0886

370 102.1 289.59 69.26 0.6225 112.9 315.73 63.50 0.0750

380 100.6 289.60 67.13 0.6133 112.9 313.48 63.27 0.0593

390 99.7 287.73 67.15 0.6229 112.9 309.77 62.54 0.0624

400 98.5 287.15 66.81 0.6202 112.9 307.82 62.17 0.0524

410 98.3 287.59 68.11 0.6074 112.9 305.52 62.11 0.0445

420 97.3 285.47 67.29 0.6198 112.9 302.61 61.28 0.0440

430 96.6 285.54 66.26 0.6108 112.9 300.23 60.39 0.0370

440 95.3 284.55 66.43 0.6126 112.9 297.08 59.92 0.0303

450 94.9 285.12 66.16 0.5981 112.9 294.54 58.92 0.0269

460 94.2 285.77 65.65 0.5841 113.0 292.00 58.60 0.0266

470 93.9 283.19 65.40 0.6026 113.0 289.08 57.50 0.0225

480 93.7 282.52 65.57 0.6018 113.0 286.10 56.52 0.0152

490 93.5 283.61 65.34 0.5838 113.0 283.26 55.96 0.0149

500 93.4 282.31 64.72 0.5894 112.9 280.64 54.82 0.0111

Table A.11: A comparison of candidate solution fitness, by generation, for 100 trials of an evolutionary
algorithm for a contiguous districting problem for the State of Alabama with an average distance from
center compactness heuristic with a population size µ = 100, no crossover, and Neighborhood Mutation with
mutation rates of pm = 0.005 and pm = 0.010.
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Contiguous Districting Problem for the State of Alabama with a District Compactness
Heuristic, Neighborhood Mutation, and Local Repair x 100 Iterations

With Local Repair Without Local Repair

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 169.4 327.30 62.197 0.9643 183.5 360.23 61.943 0.9064

20 167.2 324.43 62.479 0.9555 180.7 359.38 62.332 0.8938

30 162.4 320.77 61.651 0.9501 176.2 360.25 63.862 0.8749

40 156.9 317.45 60.838 0.9444 174.0 358.42 61.136 0.8665

50 149.9 314.64 61.500 0.9368 171.2 360.69 61.944 0.8431

60 144.7 313.51 61.113 0.9236 168.3 361.07 60.882 0.8288

70 138.6 310.11 59.950 0.9212 164.8 360.40 61.853 0.8188

80 134.0 308.38 61.689 0.9134 162.0 360.34 60.898 0.8070

90 127.9 306.39 59.724 0.9073 158.5 359.44 59.950 0.7989

100 123.0 307.46 61.170 0.8900 155.8 360.88 60.416 0.7817

110 116.6 304.56 59.811 0.8891 153.4 360.46 59.510 0.7728

120 112.7 304.09 58.316 0.8785 151.9 360.61 58.998 0.7625

130 108.9 301.82 58.422 0.8760 149.2 360.01 59.635 0.7556

140 106.5 300.86 57.094 0.8693 147.8 360.10 60.100 0.7466

150 105.6 298.57 57.055 0.8680 146.9 361.00 60.266 0.7347

160 104.3 297.76 58.664 0.8612 146.2 360.45 58.015 0.7291

170 103.7 294.35 57.727 0.8646 145.7 359.22 58.673 0.7267

180 102.9 292.44 56.581 0.8629 144.6 360.16 57.811 0.7158

190 101.9 292.54 58.385 0.8530 143.8 359.69 57.685 0.7109

200 100.6 291.28 57.164 0.8489 143.1 359.03 59.740 0.7064

210 99.8 289.43 56.540 0.8472 142.8 361.40 57.020 0.6902

220 98.8 288.64 57.048 0.8415 142.3 359.38 58.113 0.6916

230 97.9 287.91 54.414 0.8356 141.7 359.62 58.693 0.6846

240 97.2 287.56 55.569 0.8280 140.9 359.09 56.458 0.6807

250 96.0 284.10 56.606 0.8332 140.5 357.42 55.647 0.6815

260 95.4 284.01 57.098 0.8254 139.9 359.08 57.788 0.6692

270 94.6 283.57 56.834 0.8194 139.5 358.96 59.135 0.6641

280 93.6 281.38 56.271 0.8199 138.8 358.39 60.507 0.6608

290 93.1 280.20 55.649 0.8167 138.6 356.93 57.124 0.6617

300 92.4 280.18 55.073 0.8091 138.1 356.76 56.671 0.6576

310 92.1 277.45 53.682 0.8127 137.8 356.20 58.581 0.6553

320 91.4 275.77 56.567 0.8122 137.5 355.81 58.033 0.6521

330 90.9 275.90 53.939 0.8044 137.1 356.39 57.499 0.6453

340 90.7 273.34 54.882 0.8076 136.8 358.18 56.669 0.6338

350 90.3 272.87 53.173 0.8028 136.2 358.94 56.907 0.6265

360 90.2 270.80 54.468 0.8043 135.6 357.07 55.994 0.6299

370 89.6 270.26 53.820 0.7998 135.5 354.29 55.026 0.6370

380 89.3 268.46 54.053 0.8004 135.2 358.88 57.276 0.6149

390 88.9 266.78 53.972 0.8011 134.7 357.00 57.201 0.6188

400 88.6 266.53 52.715 0.7960 134.6 357.23 57.376 0.6140

410 88.3 266.17 51.475 0.7915 133.8 358.01 54.041 0.6071

420 88.0 266.12 53.688 0.7856 133.6 355.48 56.261 0.6138

430 87.9 263.38 52.691 0.7911 132.9 355.14 55.518 0.6114

440 87.6 263.78 52.932 0.7841 132.7 354.86 54.583 0.6090

450 87.1 262.20 54.649 0.7853 132.3 355.09 57.650 0.6048

460 87.1 260.72 52.870 0.7859 131.8 356.49 54.744 0.5959

470 86.7 259.86 54.717 0.7844 131.5 356.80 56.119 0.5915

480 86.5 256.55 52.474 0.7929 131.3 356.66 54.646 0.5889

490 86.3 257.43 54.582 0.7843 131.0 355.58 54.873 0.5902

500 86.2 256.67 53.855 0.7823 130.8 358.01 57.125 0.5775

Table A.12: Comparison of Algorithm Performance for 100 Iterations, with and without Local
Repair, of a Contiguous Districting Problem for the State of Alabama with a District Compactness
Heuristic and Neighborhood Mutation with rate pm = 0.005, and population size µ = 100.
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Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Total Population Distribution and District Compactness, Part 1 of 2

Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 1743.5 4448.25 676.83 0.9946 2013.3 4251.01 624.38 0.9853

20 1324.7 3876.65 676.79 0.9937 1622.1 3551.51 639.47 0.9822

30 1246.1 3472.27 706.68 0.9926 1126.2 2981.66 663.39 0.9782

40 1130.3 3108.60 703.04 0.9925 618.0 2511.93 715.78 0.9792

50 972.5 2805.01 729.89 0.9923 490.5 2098.48 709.39 0.9741

60 786.9 2541.58 695.28 0.9919 418.3 1752.83 640.22 0.9712

70 767.1 2311.33 689.43 0.9881 399.2 1456.20 553.18 0.9698

80 617.1 2027.23 684.31 0.9911 374.3 1227.59 477.02 0.9687

90 559.9 1820.47 661.82 0.9891 339.0 1054.71 420.13 0.9651

100 463.2 1639.81 661.54 0.9880 336.6 924.42 374.56 0.9643

110 361.9 1456.62 612.88 0.9865 315.7 840.75 327.80 0.9604

120 348.0 1309.21 559.41 0.9874 304.1 776.61 267.35 0.9626

130 340.0 1186.08 519.90 0.9864 291.6 734.60 226.19 0.9608

140 326.9 1072.39 481.99 0.9851 279.9 697.76 193.14 0.9612

150 323.6 964.97 438.13 0.9853 261.1 679.64 183.85 0.9605

160 295.2 873.82 411.60 0.9865 217.7 647.20 152.71 0.9604

170 295.2 791.36 354.27 0.9875 217.6 634.08 138.18 0.9611

180 275.1 740.45 329.51 0.9857 215.8 632.53 121.50 0.9577

190 245.0 707.25 294.53 0.9832 215.7 631.96 118.24 0.9560

200 240.6 659.09 257.58 0.9838 214.0 622.42 111.90 0.9552

210 222.9 626.75 234.42 0.9835 214.0 611.93 108.18 0.9580

220 222.9 602.18 210.73 0.9836 214.0 611.17 112.24 0.9553

230 221.3 586.15 196.73 0.9817 214.0 612.32 95.12 0.9580

240 217.1 562.21 185.48 0.9850 214.0 604.71 92.56 0.9573

250 204.9 552.37 169.54 0.9824 214.0 606.27 99.09 0.9563

260 204.4 552.68 174.48 0.9789 206.3 601.17 96.37 0.9585

270 204.4 540.49 149.49 0.9799 206.3 598.44 97.34 0.9570

280 203.5 524.12 137.94 0.9820 206.3 590.95 85.04 0.9603

290 202.2 523.61 129.76 0.9812 206.3 592.21 96.00 0.9569

300 202.2 516.26 127.87 0.9808 205.6 597.99 93.18 0.9575

310 202.2 500.80 124.03 0.9829 205.6 602.87 82.26 0.9534

320 202.2 505.02 118.64 0.9811 205.6 597.13 94.97 0.9560

330 202.2 494.92 114.69 0.9839 205.6 601.13 88.79 0.9547

340 198.9 499.65 110.62 0.9803 205.6 611.63 98.74 0.9492

350 198.9 487.19 115.28 0.9835 205.6 602.51 97.65 0.9537

360 198.9 486.21 108.68 0.9828 205.6 596.64 94.29 0.9542

370 198.9 486.29 105.11 0.9807 205.6 593.28 89.64 0.9581

380 198.9 481.38 104.97 0.9830 205.6 598.78 95.56 0.9567

390 198.9 483.94 102.99 0.9819 205.6 600.40 82.01 0.9551

400 198.9 484.84 103.08 0.9816 205.6 594.00 93.89 0.9551

410 198.9 477.78 97.12 0.9804 205.6 588.70 87.76 0.9573

420 198.9 476.41 96.19 0.9813 205.6 590.92 91.11 0.9557

430 198.9 479.86 102.60 0.9815 205.6 598.11 89.59 0.9537

440 198.9 477.87 99.32 0.9819 205.6 594.00 93.18 0.9525

450 198.9 470.47 92.60 0.9836 205.6 598.67 94.49 0.9536

460 198.9 476.38 99.58 0.9801 205.6 592.13 89.02 0.9552

470 198.9 473.83 99.14 0.9805 205.6 588.01 95.45 0.9547

480 198.9 467.89 92.38 0.9817 205.6 601.85 89.43 0.9526

490 198.9 471.89 95.12 0.9827 205.6 591.78 91.64 0.9531

500 198.9 467.34 95.13 0.9826 205.6 593.14 91.51 0.9550

Table A.13: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of total population with district compactness and a soft contiguity constraint.
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Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Total Population Distribution and District Compactness, Part 2 of 2

Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 1770.1 4233.17 608.84 0.9610 1315.8 4350.02 630.09 0.9270

20 1415.9 3262.65 620.10 0.9552 751.3 3209.20 708.62 0.8997

30 808.1 2585.29 616.03 0.9462 413.2 2429.00 662.40 0.8855

40 486.7 2004.10 592.14 0.9381 395.6 1965.60 477.80 0.8567

50 461.4 1582.55 502.06 0.9326 408.4 1697.92 372.49 0.8450

60 323.1 1265.64 415.93 0.9314 366.7 1556.43 279.64 0.8278

70 307.3 1093.40 331.34 0.9223 346.7 1507.64 244.75 0.8177

80 293.4 979.61 268.83 0.9204 328.1 1523.36 230.44 0.8117

90 292.2 927.93 230.56 0.9176 283.3 1513.87 217.97 0.8024

100 270.2 894.32 201.94 0.9161 306.6 1508.32 253.64 0.7951

110 255.9 884.01 189.74 0.9083 326.6 1537.19 255.21 0.7864

120 250.9 849.73 165.26 0.9116 311.1 1545.97 244.48 0.7772

130 250.3 835.06 138.64 0.9139 321.4 1572.69 234.05 0.7753

140 234.2 824.62 131.58 0.9084 334.7 1592.52 265.56 0.7647

150 233.8 924.22 131.25 0.9095 303.6 1585.55 261.80 0.7676

160 233.1 833.11 133.90 0.9061 292.3 1583.94 274.01 0.7725

170 233.1 819.53 131.03 0.9079 318.4 1591.20 266.65 0.7633

180 233.0 815.76 120.49 0.9074 334.8 1620.54 300.03 0.7593

190 231.9 819.68 137.67 0.9053 350.8 1649.39 296.90 0.7549

200 231.9 813.58 121.47 0.9069 344.0 1692.52 296.04 0.7378

210 231.9 817.71 126.23 0.9074 342.5 1691.79 283.75 0.7404

220 228.0 819.49 129.31 0.9077 291.8 1722.99 317.79 0.7384

230 227.2 816.63 131.04 0.9053 348.9 1714.64 278.52 0.7333

240 227.2 812.93 115.56 0.9070 357.7 1724.74 312.99 0.7311

250 227.2 813.19 134.42 0.9042 342.8 1719.08 293.14 0.7287

260 227.2 810.53 124.67 0.9057 319.2 1742.15 319.81 0.7251

270 227.2 810.02 128.69 0.9090 312.3 1767.45 327.59 0.7239

280 227.2 810.94 117.30 0.9040 314.2 1780.98 332.16 0.7205

290 227.2 819.40 119.99 0.9049 296.4 1768.66 312.61 0.7181

300 227.2 808.35 114.03 0.9033 316.8 1775.18 314.41 0.7142

310 227.2 815.03 118.14 0.8996 343.5 1796.20 323.33 0.7100

320 226.8 812.63 135.86 0.9006 327.2 1853.02 354.99 0.6933

330 226.8 808.53 113.44 0.9045 321.7 1870.58 362.43 0.6906

340 226.8 809.75 122.50 0.9040 363.1 1883.55 347.97 0.6935

350 226.9 821.10 123.45 0.8993 311.9 1879.47 371.47 0.6899

360 226.8 811.26 118.20 0.9043 306.7 1891.65 374.46 0.6855

370 226.8 818.75 115.22 0.9055 376.3 1900.47 382.33 0.6856

380 226.8 818.48 127.50 0.9024 361.1 1934.31 377.41 0.6755

390 226.8 814.27 137.95 0.9051 339.4 1916.47 381.43 0.6817

400 226.8 807.56 134.63 0.9032 372.6 1933.84 362.70 0.6808

410 226.8 806.85 121.02 0.9018 331.8 1945.92 385.92 0.6785

420 226.8 823.16 130.83 0.9034 348.0 1970.81 438.71 0.6698

430 226.8 803.71 119.94 0.8979 367.6 1979.71 423.58 0.6622

440 226.8 808.11 109.40 0.9026 325.6 1992.16 409.55 0.6629

450 226.8 823.23 133.15 0.9006 296.7 2016.17 418.52 0.6573

460 226.8 822.93 131.46 0.9069 375.3 2017.86 426.79 0.6652

470 226.8 810.46 114.43 0.9019 304.1 2017.98 418.97 0.6563

480 226.8 817.46 129.11 0.9010 430.7 2027.08 443.23 0.6565

490 226.8 818.98 120.13 0.9015 335.9 2043.18 421.81 0.6467

500 226.8 820.10 119.79 0.8992 396.8 2056.74 408.20 0.6478

Table A.14: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of total population with district compactness and a soft contiguity constraint.
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Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Minority Population Distribution and District Compactness, Part 1 of 2
Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 1986.7 3046.51 277.36 0.9946 2024.1 2988.35 251.29 0.9858

20 1565.4 2837.56 298.45 0.9933 1873.4 2701.24 266.37 0.9848

30 1485.9 2709.75 305.24 0.9945 1734.5 2508.91 272.51 0.9823

40 1377.8 2595.31 324.26 0.9922 1564.1 2360.36 277.18 0.9797

50 1367.1 2502.10 322.00 0.9924 1304.9 2242.69 296.62 0.9745

60 1365.6 2412.98 316.48 0.9924 1226.8 2107.18 307.04 0.9734

70 1284.2 2335.11 311.47 0.9918 1042.1 1998.58 314.21 0.9691

80 1260.7 2262.39 316.59 0.9891 959.8 1901.86 325.88 0.9676

90 1091.1 2178.23 329.78 0.9876 854.5 1804.80 331.02 0.9638

100 996.4 2107.64 328.32 0.9882 612.0 1703.16 347.33 0.9601

110 959.7 2034.55 333.45 0.9877 500.8 1604.62 360.41 0.9623

120 836.0 1977.47 340.15 0.9848 472.5 1520.31 364.67 0.9585

130 824.7 1911.33 333.05 0.9864 350.2 1439.62 362.97 0.9516

140 671.0 1845.46 332.96 0.9849 321.2 1366.89 364.87 0.9488

150 597.4 1787.41 331.92 0.9827 306.3 1293.10 361.07 0.9523

160 501.8 1726.55 337.86 0.9838 301.8 1229.19 354.79 0.9513

170 468.6 1663.21 352.14 0.9850 285.3 1174.12 346.32 0.9461

180 441.5 1614.41 361.54 0.9831 281.2 1127.44 343.28 0.9402

190 422.3 1565.25 367.59 0.9853 271.6 1077.79 344.69 0.9398

200 410.3 1514.00 365.48 0.9810 260.1 1027.74 338.40 0.9387

210 406.2 1460.77 371.10 0.9800 244.7 974.71 339.00 0.9404

220 400.9 1411.10 378.06 0.9809 242.0 935.24 334.52 0.9352

230 391.0 1364.97 381.92 0.9808 236.5 889.12 326.29 0.9362

240 391.0 1322.40 385.18 0.9796 227.7 854.10 314.75 0.9314

250 378.8 1279.02 381.61 0.9879 217.3 818.35 299.31 0.9290

260 374.3 1242.25 382.22 0.9779 214.4 783.18 292.89 0.9303

270 369.0 1203.43 386.70 0.9799 213.1 754.86 284.73 0.9273

280 364.4 1163.08 393.36 0.9780 212.1 730.43 278.41 0.9253

290 358.6 1129.75 393.40 0.9752 211.0 697.07 268.88 0.9281

300 345.9 1092.97 391.54 0.9752 209.4 678.88 260.92 0.9183

310 334.5 1059.00 393.41 0.9773 207.3 652.54 252.62 0.9261

320 324.5 1026.86 391.76 0.9773 207.0 632.90 244.84 0.9229

330 318.6 995.75 388.99 0.9756 204.8 611.16 236.69 0.9268

340 310.8 961.17 386.68 0.9772 204.8 601.54 226.50 0.9209

350 293.7 935.87 388.24 0.9711 204.8 586.94 216.01 0.9174

360 289.9 911.89 387.05 0.9736 204.8 564.13 201.80 0.9245

370 280.2 881.05 380.32 0.9732 204.8 550.28 193.03 0.9204

380 279.8 855.61 383.33 0.9730 204.8 533.19 180.97 0.9235

390 277.8 832.13 379.29 0.9742 204.8 524.38 175.74 0.9174

400 272.4 810.46 374.21 0.9719 204.8 516.15 166.87 0.9176

410 271.5 784.03 371.49 0.9766 204.8 504.19 155.83 0.9185

420 270.0 764.05 370.53 0.9738 204.8 496.61 151.99 0.9210

430 269.6 747.45 370.98 0.9723 204.8 492.55 146.86 0.9151

440 267.3 730.15 369.16 0.9705 204.8 485.03 143.40 0.9132

450 263.3 711.97 364.40 0.9722 204.8 478.82 136.66 0.9157

460 255.9 696.32 360.97 0.9757 204.8 470.98 132.80 0.9171

470 251.5 684.27 361.86 0.9715 204.8 467.62 123.93 0.9108

480 245.3 671.52 359.00 0.9735 204.8 463.64 122.63 0.9123

490 244.5 658.31 353.81 0.9685 204.8 461.59 122.30 0.9103

500 241.7 644.74 345.32 0.9704 204.8 455.91 119.32 0.9150

Table A.15: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of minority population with district compactness and a soft contiguity constraint.

197



Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Minority Population Distribution and District Compactness, Part 2 of 2
Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 2004.3 2890.86 282.65 0.9675 1954.7 2909.15 265.63 0.9314

20 1323.9 2572.75 302.02 0.9619 1370.8 2543.89 307.73 0.9069

30 1141.4 2365.28 302.01 0.9545 1146.1 2309.46 322.15 0.8803

40 1049.0 2189.60 325.25 0.9453 1009.4 2103.45 337.14 0.8564

50 893.5 2044.41 341.45 0.9307 808.6 1936.21 337.68 0.8401

60 770.6 1900.30 350.34 0.9252 599.2 1787.63 363.80 0.8088

70 551.5 1759.76 343.21 0.9252 552.3 1638.15 378.25 0.7939

80 525.9 1635.12 333.36 0.9174 436.8 1515.09 375.94 0.7773

90 510.0 1518.20 330.14 0.9126 397.3 1409.64 327.00 0.7688

100 494.1 1412.42 328.09 0.9010 370.9 1324.74 377.27 0.7415

110 491.8 1320.26 336.50 0.8935 335.9 1236.94 361.89 0.7270

120 470.5 1229.02 325.24 0.8904 298.5 1167.03 358.17 0.7101

130 442.7 1155.35 324.09 0.8830 270.8 1113.88 345.62 0.6907

140 343.4 1077.73 319.66 0.8847 268.7 1052.41 328.49 0.6949

150 306.2 1022.35 333.21 0.8664 257.2 1017.64 320.90 0.6768

160 295.8 968.12 327.77 0.8646 244.3 984.05 310.11 0.6613

170 298.2 911.97 314.95 0.8644 250.0 950.21 276.53 0.6554

180 290.8 867.52 308.39 0.8596 261.2 925.78 257.38 0.6398

190 282.5 824.78 300.70 0.8535 265.3 901.29 242.02 0.6361

200 274.7 790.30 290.88 0.8538 273.5 887.65 230.79 0.6299

210 266.7 747.13 262.14 0.8440 255.4 880.17 216.23 0.6233

220 261.4 710.74 238.29 0.8441 252.3 866.96 208.73 0.6211

230 255.7 684.85 223.60 0.8367 254.8 846.67 196.39 0.6096

240 253.9 662.28 217.38 0.8375 251.5 843.03 174.59 0.5965

250 248.9 648.20 207.72 0.8334 245.0 835.60 168.80 0.6004

260 224.0 622.79 189.30 0.8426 245.3 835.08 156.69 0.5905

270 211.8 616.81 188.40 0.8235 259.1 828.89 144.14 0.5847

280 210.4 604.22 173.56 0.8235 251.7 830.98 142.74 0.5733

290 208.7 585.12 174.36 0.8267 257.0 824.33 133.82 0.5738

300 208.7 583.21 149.19 0.8226 242.7 832.36 138.79 0.5619

310 208.7 570.32 131.54 0.8229 251.0 824.17 129.46 0.5733

320 208.0 556.94 125.55 0.8210 243.7 821.11 129.73 0.5624

330 206.8 554.15 123.33 0.8246 233.3 816.47 115.17 0.5575

340 204.5 554.44 115.78 0.8189 233.3 830.12 124.64 0.5537

350 204.5 551.49 110.00 0.8163 235.2 829.27 130.25 0.5431

360 204.5 537.99 114.09 0.8213 234.5 821.68 127.67 0.5391

370 204.1 541.14 103.84 0.8114 246.1 835.00 117.93 0.5301

380 204.1 536.59 100.01 0.8178 231.2 830.83 124.30 0.5415

390 204.1 529.14 98.08 0.8189 233.7 843.96 117.14 0.5232

400 204.1 534.48 99.89 0.8108 235.8 833.78 122.11 0.5408

410 204.1 530.80 98.65 0.8202 237.3 838.17 122.86 0.5196

420 204.1 528.75 97.18 0.8195 256.8 841.24 121.82 0.5145

430 204.1 532.04 91.43 0.8145 239.9 833.81 122.58 0.5207

440 204.1 525.46 90.68 0.8128 248.8 849.55 122.43 0.5086

450 204.1 526.63 88.99 0.8148 236.0 844.42 119.61 0.5200

460 204.1 526.81 88.60 0.8122 238.7 846.21 123.51 0.5054

470 204.1 523.59 90.07 0.8191 237.2 843.04 123.02 0.5030

480 204.1 532.00 81.60 0.8122 251.1 856.52 117.82 0.4903

490 204.1 526.44 83.69 0.8088 258.2 843.48 124.50 0.5049

500 204.1 527.54 79.36 0.8109 254.0 855.36 136.90 0.4860

Table A.16: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of minority population with district compactness and a soft contiguity constraint.
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Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Total and Minority Population Distribution, Part 1 of 2

Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 49579.4 68703.13 6431.85 0.9939 49545.6 65570.86 5904.88 0.9859

20 45130.4 63649.63 5922.94 0.9929 45962.5 59897.78 5516.54 0.9817

30 41951.5 60091.79 5697.61 0.9926 42676.9 56686.73 5177.94 0.9793

40 41535.6 57965.98 5595.80 0.9922 42176.4 55018.89 5018.50 0.9775

50 41535.6 56417.48 5601.08 0.9905 40914 53461.91 5000.94 0.9777

60 41509.6 55286.49 5644.01 0.9910 39378.1 52347.84 5087.08 0.9735

70 40135.5 54404.56 5656.31 0.9892 37607.6 51427.12 5246.83 0.9679

80 38847.6 53690.49 6029.86 0.9886 36925.3 50575.85 5437.05 0.9677

90 37025.3 53158.38 6260.62 0.9890 33429.6 49963.73 5729.74 0.9655

100 34731.1 52700.29 6393.14 0.9886 33140.8 49281.72 5792.47 0.9657

110 33580 52262.82 6461.07 0.9886 31851.3 48810.06 5990.18 0.9594

120 33278.4 51855.54 6510.87 0.9875 31544.2 48113.21 6110.81 0.9642

130 32693.5 51509.78 6570.66 0.9866 31319.8 47682.69 6196.57 0.9630

140 32479.2 51217.84 6531.68 0.9842 30008.7 47134.55 6250.38 0.9634

150 32475.6 50806.95 6545.58 0.9865 29221.5 46890.30 6414.58 0.9594

160 32056.8 50489.02 6472.78 0.9866 28827.9 46677.33 6350.16 0.9543

170 31499 50155.75 6584.06 0.9869 28052.5 46316.66 6517.86 0.9607

180 31041.3 49897.30 6610.43 0.9864 27990.7 46138.98 6634.10 0.9509

190 30048.3 49669.94 660.82 0.9853 27656.5 46023.46 662.15 0.9514

200 29441.2 49428.31 6827.36 0.9842 27170.5 45713.86 6694.49 0.9530

210 28141.2 49117.24 6891.65 0.9855 27067.2 45486.89 6846.24 0.9506

220 25653.6 48966.53 7052.88 0.9824 27060.2 45266.55 7146.11 0.9488

230 24701.3 48736.36 7201.89 0.9835 26943.6 44935.22 7288.41 0.9510

240 24578 48597.54 7293.57 0.9822 26873.6 44790.65 7344.15 0.9469

250 24351.7 48450.79 7398.52 0.9825 25969.6 44619.70 7513.64 0.9457

260 24127.1 48237.22 7416.89 0.9837 25649.8 44472.72 7555.66 0.9440

270 23621.7 48096.61 7462.39 0.9828 25349.4 44281.97 7454.84 0.9444

280 23611.6 48006.75 7495.96 0.9820 25221.8 44069.35 7489.90 0.9395

290 23587.1 47818.24 7514.59 0.9816 25172.3 43840.28 7676.78 0.9448

300 23535.6 47703.30 7572.10 0.9822 24771.7 43671.45 7748.32 0.9434

310 23339.6 47647.25 7642.56 0.9806 24747.3 43616.59 7642.33 0.9415

320 23339.6 47480.30 7563.26 0.9808 24747.3 43431.88 7710.86 0.9410

330 23199.4 47252.90 7666.68 0.9833 24516 43243.05 7851.97 0.9402

340 23199.4 47199.80 7734.62 0.9825 24510.9 43006.74 7793.86 0.9432

350 23189.9 47158.05 7740.08 0.9809 24294.1 42962.82 7897.92 0.9375

360 23062.3 470303.21 7760.72 0.9814 23423.2 42761.87 7922.01 0.9405

370 23062.3 46994.15 7720.97 0.9801 23100.1 42661.63 7950.99 0.9368

380 23049.9 46903.58 7756.42 0.9807 21829.4 42551.35 8050.29 0.9337

390 23037.4 46866.86 7803.06 0.9797 21189.4 42483.45 8320.96 0.9311

400 22958.6 46759.29 7896.87 0.9813 20527 42220.35 8251.75 0.9364

410 22716.5 46720.49 7933.60 0.9800 20438.1 42156.18 8303.14 0.9320

420 21680.4 46548.97 8018.06 0.9824 20102.5 41891.68 8369.46 0.9373

430 21518.2 46519.23 8030.45 0.9806 19760.1 41829.75 8356.42 0.9312

440 20699.1 46364.55 8126.43 0.9828 16950.1 41793.60 8416.42 0.9315

450 20355.1 46266.01 8096.23 0.9792 16361.2 41617.28 8636.49 0.9299

460 20282 46202.30 8132.72 0.9795 15904 41551.09 8609.94 0.9245

470 20282 46158.32 8170.26 0.9774 15007.3 41450.55 8779.12 0.9252

480 20269.5 46120.66 8206.60 0.9766 14815.8 41299.40 8762.04 0.9267

490 20269.5 46001.61 8129.17 0.9776 14809.1 41170.92 8741.29 0.9265

500 20261.5 45910.19 8157.03 0.9783 14809.1 40952.61 8915.32 0.9301

Table A.17: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of total population and minority population with a soft contiguity constraint.
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Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Total and Minority Population Distribution, Part 2 of 2

Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 41481.4 65371.65 5967.90 0.9689 44047.6 64179.04 5704.90 0.9301

20 40132.5 58293.25 5256.16 0.9630 35097.8 57373.85 5912.86 0.9090

30 38598.9 54929.09 5412.75 0.9520 31681.2 54036.18 6119.29 0.8908

40 35599.1 52773.24 5746.00 0.9462 30660.1 51843.92 5932.63 0.8655

50 34076.4 51195.53 5827.98 0.9416 28241.7 49968.02 5814.10 0.8504

60 33033.3 50108.11 5982.12 0.9315 23626.4 48796.78 5859.67 0.8300

70 32223.1 49128.14 5911.99 0.9277 22281.8 47461.21 6029.76 0.8196

80 31264.8 48089.37 6308.86 0.9267 20132.5 46409.18 6111.01 0.7973

90 30507.8 47473.20 6450.94 0.9138 17854.8 45113.54 6243.24 0.7862

100 28974.6 46630.74 6453.91 0.9137 16453.1 44212.93 6170.80 0.7603

110 27879.8 45825.73 6487.94 0.9034 15332.3 43245.74 6225.65 0.7494

120 25703.7 44821.33 6734.94 0.9066 15177.7 42215.05 6475.64 0.7409

130 24962.9 44284.19 6841.74 0.9007 12759.5 41624.84 6375.51 0.7294

140 24669.9 43616.80 6975.09 0.8987 13078.5 40758.64 6528.13 0.7161

150 24287.7 43199.21 7334.80 0.8909 13106.1 40048.89 6616.28 0.6989

160 23827.7 42687.42 7369.94 0.8880 12810.3 39168.10 6564.36 0.6964

170 23078.2 42177.43 7595.82 0.8833 12471.5 38749.82 6777.58 0.6766

180 22583.4 41668.61 7735.00 0.8801 12495.5 37998.78 6679.16 0.6731

190 22513.3 41442.35 7831.47 0.8729 12588.9 37635.27 6732.65 0.6557

200 22346.1 40883.13 7994.25 0.8749 12419.4 36773.40 6475.06 0.6564

210 21875.9 40593.06 8218.97 0.8663 12822.0 36546.30 6653.74 0.6367

220 21470.5 40150.91 8210.58 0.8619 12424.3 35916.08 6641.27 0.6305

230 20236.9 39864.33 8333.24 0.8570 13148.8 35778.75 6770.64 0.6129

240 19935.5 39332.59 8387.10 0.8584 13156.0 35138.04 6741.89 0.6180

250 19783.8 39029.93 8484.85 0.8549 13923.8 35172.89 7000.11 0.5949

260 18196.3 38638.72 8533.29 0.8545 13244.7 34883.96 6571.64 0.5778

270 17790.4 38475.58 8705.06 0.8493 12837.3 34262.52 6759.39 0.5871

280 17586.7 37949.33 8724.08 0.8482 12516.1 33992.01 6656.01 0.5746

290 16543.5 37412.62 8690.43 0.8510 12203.3 33986.10 6701.01 0.5695

300 15939.5 37019.01 8641.86 0.8504 12450.7 33472.11 6619.05 0.5636

310 15932.2 36978.42 8771.22 0.8395 12154.6 33527.35 6533.46 0.5515

320 15804.3 36440.47 8831.08 0.8396 11589.5 33365.79 6449.66 0.5450

330 15658.1 36299.63 8817.67 0.8306 11937.2 33044.41 6538.26 0.5259

340 14744.0 35923.64 8947.63 0.8304 11665.3 32885.53 6396.00 0.5317

350 14394.3 35691.68 9056.02 0.8243 12212.1 32875.88 6722.85 0.5168

360 14201.8 35516.55 9112.90 0.8193 12321.5 32528.73 6508.63 0.5105

370 13997.8 35161.65 9089.08 0.8215 12422.4 32444.07 6755.09 0.5127

380 13997.8 35060.38 8902.32 0.8172 11376.0 32228.15 6507.39 0.5043

390 13997.8 34883.25 9070.78 0.8128 11245.7 32126.75 6269.99 0.4923

400 13955.4 34660.43 8905.95 0.8034 11671.8 32057.15 6409.84 0.4894

410 13613.7 34388.10 9133.03 0.8064 12496.0 62206.00 6183.56 0.4797

420 13613.7 34196.66 9077.24 0.8069 12455.9 31910.55 6461.44 0.4790

430 13515.2 34076.51 9285.76 0.8015 11937.7 31805.03 6221.55 0.4756

440 13254.1 33732.06 9251.19 0.8038 11763.5 31868.69 6259.31 0.4679

450 12992.5 33653.64 9221.87 0.7981 11942.9 31707.77 6192.62 0.4691

460 12569.7 33384.55 9184.36 0.8008 10304.3 31329.58 6058.31 0.4641

470 12415.6 33049.78 9063.09 0.8055 11345.6 31297.28 5876.91 0.4583

480 12294.1 32970.45 9366.70 0.7927 11177.3 31219.40 5467.41 0.4626

490 12056.7 32624.13 9204.79 0.7921 10398.2 31152.39 5600.04 0.4637

500 11701.9 32531.59 9351.44 0.7898 10070.9 31115.81 5525.17 0.4544

Table A.18: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of total population and minority population with a soft contiguity constraint.
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Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Total and Minority Population Distribution and District Compactness, Part 1 of 2

Mutation Rate pm = 0.001 Mutation Rate pm = 0.0025

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 52737.9 67470.10 5668.49 0.9943 50917.4 67283.71 5209.93 0.9857

20 47912.0 62725.42 5459.73 0.9923 45806.3 60890.04 4815.34 0.9816

30 46772.6 60068.37 5429.89 0.9926 39888.9 57284.42 5059.42 0.9789

40 43563.5 58061.76 5643.71 0.9921 38858.4 55304.53 5138.30 0.9787

50 41759.8 56679.05 5849.66 0.9919 38410.4 53818.38 5316.53 0.9763

60 40602.5 55730.85 5853.97 0.9905 38140.5 52748.72 5485.03 0.9731

70 38969.0 55069.65 6004.10 0.9893 37855.3 51789.60 5688.68 0.9737

80 38573.9 54318.74 6182.47 0.9902 35034.8 51177.06 5781.63 0.9677

90 38538.3 53792.73 6159.82 0.9880 34264.8 50382.51 6084.71 0.9686

100 38402.6 53323.10 6155.49 0.9892 33459.4 49797.39 6220.14 0.9644

110 37884.6 52967.24 6133.09 0.9887 33183.8 49146.69 6290.66 0.9646

120 37789.2 52654.99 6152.21 0.9873 32623.3 48579.37 6445.02 0.9640

130 37636.0 52320.22 6078.20 0.9875 31377.3 48196.71 6616.55 0.9602

140 37296.8 52062.01 6083.54 0.9878 30422.0 47740.92 6533.96 0.9617

150 36865.9 51870.96 6061.18 0.9874 29932.6 47464.20 6705.37 0.9575

160 36865.9 51699.41 6097.44 0.9866 28860.4 47168.22 6604.92 0.9569

170 36865.9 51569.43 6085.62 0.9864 28018.4 46901.37 6668.34 0.9529

180 36673.1 51460.57 6021.43 0.9829 27106.4 46646.20 6818.00 0.9524

190 35898.2 51217.77 5980.81 0.9856 26319.3 46484.67 6825.32 0.9505

200 35796.5 51198.17 6093.88 0.9821 25896.3 46189.28 7053.07 0.9512

210 35770.5 50961.35 5989.00 0.9852 25229.3 45929.67 7017.85 0.9503

220 35770.5 50937.54 6069.63 0.9828 23708.7 45692.11 7073.07 0.9509

230 35760.8 50730.46 5993.43 0.9852 23077.5 45538.29 7184.38 0.9446

240 35555.2 50668.40 6017.20 0.9839 23054.5 45241.77 7292.48 0.9467

250 34396.2 50567.27 6039.08 0.9852 22525.2 45203.59 7295.90 0.9414

260 33668.9 50456.13 6069.39 0.9834 21202.8 44878.94 7380.64 0.9420

270 33633.4 50341.59 6020.35 0.9815 20505.3 44662.13 7548.28 0.9445

280 33625.0 50116.53 6079.23 0.9825 20380.9 44462.49 7517.93 0.9395

290 33625.0 50009.73 6090.66 0.9832 20302.2 44179.19 7545.97 0.9442

300 33625.0 49957.43 6165.97 0.9812 20019.0 44158.71 7891.22 0.9368

310 33625.0 49823.90 6153.48 0.9821 18210.9 44045.00 7817.34 0.9332

320 33625.0 49723.36 6222.25 0.9818 18176.1 43731.74 7861.11 0.9390

330 32665.6 49593.32 6270.78 0.9826 16461.2 43642.32 7840.40 0.9370

340 32393.1 49599.45 6246.71 0.9790 15899.8 43453.28 8089.09 0.9376

350 32232.1 49428.67 6313.80 0.9826 15892.2 43306.90 8027.19 0.9331

360 32220.4 49356.26 6364.78 0.9836 15844.4 43099.86 8226.96 0.9342

370 32148.0 49428.89 6428.55 0.9790 15747.1 43136.27 8192.38 0.9262

380 32145.8 49335.91 6416.15 0.9804 15745.6 43021.07 8303.94 0.9285

390 32143.8 49241.32 6424.64 0.9827 15744.0 42923.12 8266.40 0.9266

400 31956.1 49131.94 6469.36 0.9798 15743.4 42723.99 8318.43 0.9280

410 31432.7 48899.01 6551.59 0.9782 15580.6 42523.75 8380.35 0.9325

420 31424.9 48722.14 6616.10 0.9791 15577.8 42528.84 8437.54 0.9239

430 31421.2 48629.05 6664.15 0.9796 15577.0 42296.84 8534.31 0.9264

440 31391.0 48547.58 6645.24 0.9804 15575.8 42000.88 8488.08 0.9307

450 30836.6 48413.31 6785.72 0.9808 15575.3 41928.53 8524.85 0.9257

460 30303.8 48391.35 6803.70 0.9792 15574.2 41876.06 8523.97 0.9216

470 29497.8 48264.72 6773.39 0.9811 15573.5 41716.60 8751.53 0.9225

480 27539.5 48209.60 6918.34 0.9791 15572.2 41567.35 8670.17 0.9204

490 26452.7 48138.27 7022.40 0.9799 15571.7 41458.60 8763.14 0.9215

500 24562.2 48046.61 7175.40 0.9779 15571.0 41362.42 8745.61 0.9225

Table A.19: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of total population and minority population with district compactness and a soft
contiguity constraint. 201



Districting Problem for the State of Alabama with a Multi-Objective Heuristic Measure of
Total and Minority Population Distribution and District Compactness, Part 2 of 2

Mutation Rate pm = 0.005 Mutation Rate pm = 0.010

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 46878.9 65658.55 5838.04 0.9689 45152.4 65405.04 5277.57 0.9281

20 40685.6 59433.00 5194.25 0.9628 39946.7 58085.38 5003.77 0.9055

30 39559.1 56017.78 4982.96 0.9494 36584.4 54695.77 5091.82 0.8871

40 38522.3 53819.65 5411.83 0.9416 34862.7 52740.33 5032.44 0.8646

50 32798.8 52053.49 5515.30 0.9441 31246.5 51161.01 5481.13 0.8413

60 31177.8 51024.95 5923.76 0.9309 28180.0 49943.86 5718.20 0.8236

70 30034.2 49930.94 5778.00 0.9310 25077.2 48184.51 6214.13 0.8131

80 28556.4 49042.89 5840.96 0.9229 23684.8 47083.62 6681.64 0.7914

90 27268.9 48345.01 5916.13 0.9155 23207.9 45930.82 7032.57 0.7806

100 26562.3 47584.36 5975.34 0.9153 22710.4 45131.35 6808.36 0.7660

110 26063.1 46963.38 5976.02 0.9092 22042.9 44209.77 6997.67 0.7532

120 25996.2 46372.76 6228.18 0.9108 21415.9 43513.61 6945.23 0.7317

130 25181.0 45726.70 6268.42 0.9040 16674.1 42914.58 7180.48 0.7191

140 24899.4 45193.14 6601.27 0.8961 16671.6 42142.15 7170.97 0.7033

150 24252.8 44592.99 6710.27 0.8940 16106.4 41328.04 7114.37 0.6888

160 23257.1 44010.07 6849.46 0.8897 15886.5 40865.81 7527.27 0.6767

170 22721.6 43478.54 6978.62 0.8880 15882.7 39969.37 7200.14 0.6756

180 22242.8 42993.77 7130.43 0.8792 15996.7 39885.57 7421.90 0.6525

190 20267.6 42550.13 7202.53 0.8753 15829.3 39027.69 7350.09 0.6493

200 17354.1 42188.83 7287.19 0.8679 15687.3 38761.54 7374.20 0.6252

210 16836.2 41421.63 7427.92 0.8668 15367.4 38141.33 7265.17 0.6374

220 16836.2 41008.66 7635.03 0.8626 15508.3 37761.65 7425.58 0.6237

230 16794.1 40650.98 7789.45 0.8598 14970.3 37304.71 7482.98 0.6103

240 16688.1 40411.86 7850.89 0.8501 14212.3 36756.42 7259.42 0.6063

250 15818.0 39928.15 7920.56 0.8470 13951.5 36388.66 7462.19 0.5894

260 15216.8 39398.26 7989.62 0.8446 14817.1 36193.76 7567.89 0.5779

270 14657.3 38985.36 8061.78 0.8396 14762.2 35841.01 7353.62 0.5691

280 14304.6 38632.52 8071.96 0.8370 14685.5 35368.69 7070.90 0.5691

290 14079.0 38374.75 8018.88 0.8325 13575.9 34876.32 6923.67 0.5667

300 13966.9 37823.72 8212.71 0.8389 13475.0 34647.20 6881.60 0.5528

310 13966.9 37745.01 8126.99 0.8226 13198.7 34319.63 6850.78 0.5462

320 13942.4 37384.86 8315.64 0.8249 12865.9 33998.76 6592.07 0.5394

330 13905.4 36898.17 8254.54 0.8265 12589.9 33576.92 6632.78 0.5390

340 13270.4 36527.27 8496.30 0.8140 13636.2 33494.21 6143.67 0.5369

350 13269.5 35977.52 8521.08 0.8185 13027.9 33531.17 6344.96 0.5291

360 13258.4 35580.99 8435.28 0.8159 12601.7 33239.70 6463.11 0.5161

370 13171.9 35332.79 8713.96 0.8108 12732.7 32894.17 6285.68 0.5222

380 13053.0 35137.25 8843.29 0.8072 13000.6 32987.45 6083.68 0.5074

390 12740.7 34829.05 8903.75 0.8044 12830.1 32778.93 6282.51 0.5104

400 12348.2 34471.79 8876.58 0.8025 12774.9 32451.85 5967.50 0.5185

410 12168.9 34449.18 9189.05 0.7930 12989.0 32240.14 5791.52 0.5061

420 12044.5 34091.00 9082.43 0.7955 12997.5 32468.09 5451.38 0.4932

430 11827.1 33771.13 9050.98 0.7934 13150.9 32512.78 5804.71 0.4936

440 11825.7 33477.92 9169.16 0.7952 13336.0 32477.83 5687.57 0.4803

450 11823.2 33141.23 9390.91 0.7963 12083.3 32410.19 5824.57 0.4749

460 11823.9 33018.36 9093.87 0.7909 13150.3 32336.50 5451.93 0.4780

470 11813.0 32722.65 9391.50 0.7964 13710.2 31943.63 5227.50 0.4873

480 11822.9 32691.13 9172.36 0.7859 13811.6 31976.28 5269.15 0.4715

490 11821.4 32638.23 9357.67 0.7800 13055.4 32050.69 4899.46 0.4627

500 11817.2 32368.15 9229.74 0.7836 13151.1 31843.55 5179.30 0.4712

Table A.20: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting
Problem for the State of Alabama with a multi-objective heuristic that attempts to balance equal
distribution of total population and minority population with district compactness and a soft
contiguity constraint. 202



Districting Problem for the State of Alabama with an Agent-based Heuristic
Measure of Total and Minority Population Distribution

Total Population Distribution Heuristic Minority Population Distribution Heuristic

Generation Best Mean StdDev % Connected Best Mean StdDev % Connected

10 48069 193982.93 87883.65 0.9540 19438 80435.52 27432.22 0.9547

20 27479 165131.49 89014.70 0.9443 10805 68564.21 28290.12 0.9500

30 8046 145252.75 89444.47 0.9373 4893 61657.38 29072.49 0.9426

40 2446 123426.03 89129.65 0.9247 2588 56821.90 29027.91 0.9320

50 1811 120689.68 88720.36 0.9251 1996 53161.81 29015.82 0.9247

60 755 112152.21 88302.38 0.9097 595 50174.49 29475.54 0.9137

70 752 104093.58 87182.52 0.8986 313 47218.86 29410.27 0.9075

80 837 97109.97 85796.40 0.8910 288 44404.45 29340.49 0.9016

90 755 90419.21 84089.70 0.8903 283 42542.88 29352.70 0.8868

100 755 85242.25 82430.01 0.8790 241 40615.49 28970.18 0.8826

110 755 81128.55 81603.00 0.8703 205 38584.78 28783.57 0.8779

120 646 76692.16 80044.53 0.8650 187 36667.97 28513.11 0.8701

130 533 72799.78 78351.97 0.8667 152 34540.76 28252.19 0.8747

140 435 69603.12 76873.03 0.8576 129 32942.95 28139.38 0.8729

150 439 66506.04 75237.51 0.8454 102 31860.99 28101.46 0.8622

160 404 63943.17 73793.37 0.8455 85 31179.75 27749.07 0.8495

170 351 61847.09 71565.25 0.8338 68 30664.99 27588.61 0.8505

180 351 59125.48 69484.90 0.8347 47 28901.07 26979.12 0.8501

190 351 57169.42 67547.53 0.8280 45 28201.10 26707.33 0.8395

200 351 54520.21 65105.61 0.8320 47 27331.61 25912.00 0.8393

210 330 52626.88 64149.31 0.8288 43 26510.15 25131.62 0.8346

220 295 50723.38 61781.96 0.8292 33 25698.80 24904.57 0.8352

230 250 49162.52 60633.81 0.8207 27 25165.31 24771.69 0.8281

240 283 47318.84 58673.13 0.8224 27 24594.89 24136.75 0.8263

250 240 45530.69 56502.12 0.8203 27 24293.25 24115.02 0.8181

260 240 44147.34 55268.23 0.8217 27 23705.96 24062.62 0.8199

270 240 42810.34 53293.33 0.8154 27 23115.98 23566.94 0.8207

280 240 41821.12 51842.33 0.8082 27 22810.22 23073.88 0.8166

290 240 40767.54 50819.95 0.8105 27 22263.98 22741.20 0.8192

300 240 38818.54 48418.39 0.8144 27 22068.45 22784.80 0.8164

310 233 37960.43 46985.92 0.8097 27 21619.75 22186.88 0.8173

320 200 36322.91 45653.58 0.8138 27 21172.23 21999.44 0.8182

330 240 36182.31 44855.30 0.8042 27 21349.45 21888.34 0.8071

340 200 35034.75 44370.25 0.8099 27 21002.11 21180.91 0.8094

350 188 34178.56 43265.33 0.8138 27 20586.34 20624.55 0.8107

360 188 34974.01 42606.26 0.7891 27 20236.75 21174.65 0.8117

370 146 33872.35 41846.41 0.7965 25 20300.91 20553.05 0.8028

380 146 33016.84 40701.80 0.7940 25 19556.13 19872.52 0.8151

390 180 32201.52 39261.64 0.7970 25 19472.82 19842.70 0.8099

400 146 31731.94 38129.51 0.7915 13 19516.90 18942.87 0.8059

410 140 31327.98 37719.85 0.7890 25 19219.63 19047.13 0.8066

420 140 30465.92 36445.60 0.7882 25 18975.42 19026.21 0.8059

430 140 29645.77 35080.03 0.7931 25 18830.82 18878.69 0.8039

440 140 29574.35 33433.45 0.7842 25 18338.26 18168.27 0.8092

450 140 28684.20 33382.91 0.7897 16 17976.69 18341.11 0.8104

460 140 28581.49 32195.14 0.7859 25 18437.65 17771.29 0.8000

470 140 27900.69 31729.34 0.7885 24 18102.54 17758.67 0.8019

480 140 27982.45 31625.64 0.7801 24 17681.76 17319.65 0.8063

490 140 27702.14 30372.86 0.7802 24 17686.67 16681.58 0.8029

500 140 27331.72 30268.45 0.7790 19 17485.41 16741.49 0.8048

Table A.21: Comparison of Algorithm Performance for two trials over 100 Iterations of a Contiguous Dis-
tricting Problem for the State of Alabama with an Agent-based heuristic that attempts to balance equal
distribution of total population, left, and equal distribution of minority population, right, with district
compactness and a soft contiguity constraint.
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Districting Problem for the State of Alabama with Multiple
Pools of Agents Assessing Total and Minority Population

Distribution, District Compactness, and District Contiguity

Generation Best Mean StdDev % Connected

10 102349.5 210269.86 69772.08 0.9664

20 95354.0 184776.24 63401.48 0.9700

30 97374.5 169830.42 64204.60 0.9536

40 97195.5 158372.58 64379.14 0.9291

50 94152.5 147834.66 60981.68 0.9245

60 88221.5 140530.54 59936.84 0.9236

70 83721.5 135884.31 59327.11 0.8864

80 74926.5 129885.98 55006.40 0.9164

90 73092.0 131124.40 55850.32 0.8309

100 66041.5 125918.56 54988.60 0.8500

110 66041.5 121708.74 53562.09 0.8991

120 63526.5 118499.87 53356.85 0.8927

130 63191.5 116422.98 51182.70 0.9036

140 61472.5 114231.03 53231.26 0.8791

150 60164.5 112933.33 50845.60 0.8718

160 59670.0 111524.18 48939.12 0.8655

170 58988.0 110847.92 50001.59 0.8645

180 59011.0 109714.26 49526.16 0.8627

190 58441.0 107870.12 47514.06 0.8855

200 57646.0 107099.10 46437.98 0.8682

210 57251.0 107698.25 44993.06 0.8355

220 57229.5 106108.91 45260.95 0.8445

230 56882.5 104873.27 43728.93 0.8427

240 53885.5 107733.57 47372.43 0.7682

250 51784.5 106751.20 47752.31 0.7736

260 53781.0 104828.22 48007.52 0.7855

270 55529.5 105671.13 46494.48 0.7509

280 54220.5 105331.80 46501.27 0.7445

290 52042.0 103016.60 47702.07 0.7755

300 50936.5 102292.65 46370.23 0.7809

310 50100.0 102714.31 46072.60 0.7591

320 49388.5 100759.93 46576.95 0.7791

330 49248.5 100886.80 45885.67 0.7673

340 48845.5 100234.31 46004.86 0.7727

350 48698.5 101085.46 45717.88 0.7527

360 48658.5 102065.45 46480.09 0.7391

370 48377.0 100073.66 46004.44 0.7727

380 48630.5 101292.57 45423.59 0.7364

390 48443.0 98286.49 45564.51 0.7709

400 48443.0 102889.28 48768.41 0.6918

410 48443.0 103747.40 47962.88 0.6745

420 48443.5 101990.77 48799.44 0.7055

430 48437.5 101675.93 49375.87 0.7091

440 48409.5 103296.33 48669.33 0.6773

450 47911.5 103517.32 49156.33 0.6809

460 47682.0 103340.53 49332.15 0.6836

470 47619.5 104820.47 50486.66 0.6818

480 47520.5 104213.57 49552.36 0.6782

490 47385.0 104471.84 50434.91 0.6718

500 46324.0 105938.24 51069.29 0.6609

Table A.22: Comparison of Algorithm Performance over 100 Iterations of a Contiguous Districting Problem
for the State of Alabama with a multiple pools of intelligent agents that attempt to balance equal distribution
of total population, equal distribution of minority population, district compactness, and district contiguity.
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