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Abstract

This thesis examines the lateral string stability of vehicle convoys. String stability

is a type of stability that relates specifically to interconnected systems. In the case

of vehicle convoys, string stability examines how the convoy, or “string”, as a whole

reacts to disturbances applied to the lead vehicle. When a convoy is considered string

unstable, the disturbances at the lead vehicle are propagated down the stream. This

occurs even if each vehicle is locally stable. When a convoy is considered string

stable, those disturbances are dampened out along the string of vehicles. The idea

of string stability may be formulated as both longitudinal control and lateral control

problems. A longitudinally unstable string has the possibility of a vehicle wrecking

into its preceding or following vehicle. A laterally unstable string has the possibility

of a vehicle running off the road or wrecking into a vehicle next to it. This thesis

addresses ways to prevent string instability in a lateral sense.

A classical cascaded control strategy is presented which uses feedback of lateral

position error and vehicle heading error. The measurements of lateral position error

and heading error are acquired using dynamic base real-time kinematic positioning

solution (DRTK) and time-differencing of the carrier phase measurement for odometry

(TDCP). This methodology for generating measurements allows the vehicles in the

convoy to follow at much greater distances than if a camera/radar was used for

measurement generation. With this architecture, a baseline control strategy where

each vehicle in the convoy follows the ultimate lead vehicle is employed. This control

strategy is compared against another control strategy where each vehicle in the convoy

follows the immediate lead vehicle. The control strategies are compared for multiple

simulation scenarios using the industry standard vehicle simulation software, CarSim.
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These scenarios examine a manually driven or an autonomously driven ultimate lead

and three driving scenarios: a single lane change, a double lane change, and driving

on the NCAT test track. Evaluations are made based on the lateral error along the

string. The results show that the immediate lead following strategy is able to achieve

lateral offsets which are nearly equal to the ultimate lead following strategy; therefore,

the requirements of the convoy itself should be the deciding factor for which following

strategy is employed.
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Chapter 1

Introduction and Background

Autonomous vehicles have become a very popular topic over the past decade;

however, the idea of self-driving vehicles didn’t originate a decade ago. With the

introduction of adaptive cruise control (ACC) in the 90s, vehicle manufacturers have

only been increasing the amount of automation found in their vehicles. This includes

features such as parking assistance, lane keeping, automatic braking, and collision

avoidance. As these vehicles become more advanced, questions of efficiency and safety

continue to arise. One way of increasing efficiency in autonomous driving is through

the use of convoying. In convoys with short following distances, there is noticable

fuel savings. Considering the magnitude of the trucking industry, every percent of

fuel saved amounts to millions of dollars saved. However, having short following

distances is not always desirable. For instance, in military convoys there are times

when having large separation distances is optimal, since they may help reduce the

amount of collateral damage in a situation where a vehicle in the convoy triggers an

improvised explosive device (IED).

Since convoys are complex interconnected systems, careful consideration must be

given to their stability. A type of stability which directly relates to interconnected

systems is known as string stability. String stability examines how the convoy, or

“string”, reacts to disturbances as a whole. When a convoy is considered string

unstable, the disturbances at the ultimate lead vehicle (the vehicle at the front of

the convoy) are propagated down the stream. A string stable convoy attenuates

disturbances along the string of vehicles. String stability may be formulated in both

the longitudinal and the lateral directions.
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1.1 Prior Research

Convoying has been an area of research for many years. Researchers have devel-

oped various methods of relative positioning as well as controllers for path duplication.

In the area of string stability, prior work has generally addressed achieving longitu-

dinally string stable convoys. However, in recent years, researchers have begun to

examine the case of lateral string stability. Some of the most prominent results of

their research are summarized in the following subsections.

1.1.1 Alternate Relative Positioning Methods

Any sensor that can return a range and azimuth angle may be used to generate a

relative position. Of course, the specifications of the sensor determine the accuracy of

the recorded range and angle. A RADAR is one such sensor. RADARs come standard

in today’s vehicles. Typical measurements of a RADAR are range, range rate, and

azimuth angle. RADARs are used in ACC (relative position to immediate lead), back

up warnings (relative position to objects), and lane change warnings (relative position

to vehicles in alternate lane).

While it is possible to use camera or LiDAR for relative positioning, it is a

much more tedious process than RADAR. Image/point processing algorithms must

be applied to the raw data to assess which points are associated with the lead vehicle.

This is the only processing step since point clouds return relative position to the

LiDAR. However, image-based ranges require further computation. Because of the

difficulty associated with determining the relative position vector (RPV), the use of

camera and LiDAR for RPV determination is less common.

A common problem among RADAR, LiDAR, and cameras is that each sensor

requires visibility of the immediate lead vehicle. In this work, a method developed by

Travis and Martin, which exploits the precision of the GPS carrier phase measure-

ment, is used for relative positioning [1]. Their formulation does not require the lead
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vehicle to be in sight of the following vehicle; as a matter of fact, separation distance

is rather arbitrary. However, it does require GPS availability.

1.1.2 Longitudinal String Stability

The roots of string stability research are in longitudinal string stability. Darbha,

though not the first to consider string stability, gave great characterization to the

topic and made many definitions which are still used today [2]. In his dissertation,

he examined different spacing policies for convoys. He designed various decentralized

control algorithms and evaluated them with regard to their ability to attenuate the

maximum spacing errors between vehicles. His final result was a decentralized adap-

tive controller which is robust to parametric uncertainty through the use of a gradient

adaptive algorithm which updates the uncertain parameters.

Liang and Peng developed a two level ACC system [3]. The two levels presented

were an optimal high level controller which outputs a desired acceleration and a low

level adaptive controller which incorporated the servo dynamics. The optimization

was performed using a bilateral z transformation technique. Using this formulation,

they were able to achieve string stability using a constant-headway following pol-

icy meaning that the time separation between two vehicles remained constant along

the convoy. They validated their controllers using a simulation program, known as

ACCSIM, developed at the University of Michigan.

Ploeg et al. presented a definition of string stability of nonlinear cascaded sys-

tems using input-output properties [4]. Their work assumes a homogeneous platoon,

and their controller is based on the longitudinal following error along with its first

and second derivatives. They define lp string stability as an extension to l2 and

l∞ (these definitions of string stability will be given more attention in Chapter 4).

They validated their controller design using six passenger vehicles equipped with V2V

communication.
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Xiao and Gao considered both homogeneous and heterogeneous convoys in their

control design [5]. In developing the vehicle model, they considered actuator and sen-

sor delay. They developed a controller using sliding-mode techniques which was then

realized as a PD controller with feedforward of the vehicle’s acceleration information.

The authors evaluated how time delays and time lags affect the string stability of a

convoy. They demonstrate that not considering parasitic time delays in the string

stability of a convoy will lead to impractical results.

Kianfar et al. divide the control into three subproblems [6]. First, they designed

a longitudinal headway controller in the frequency domain to achieve longitudinal

string stability. Next, they applied a corrective controller to the headway controller so

that their time constraints were met. Finally, they used a model predictive controller

(MPC) to perform lateral control. They implemented convex optimization on the

corrective controller and the MPC to guarantee global optimality. This prior work

shows that the longitudinal string instability problem has been handled in a variety

of ways including optimal and adaptive controllers.

1.1.3 Lateral String Stability

Lateral string stability has begun to receive more attention since longitudinal

string stability has been characterized. Solyom and Arash Idelchi developed a con-

troller to guarantee l∞ string stability [7]. They used camera and RADAR for mea-

suring lateral error. To achieve string stability, the lateral error and steering wheel

angle of the immediate lead is used as feedforward to the current vehicle (from here

on known as the ego vehicle). The authors assume homogeneous vehicles since they

use the preceeding vehicle’s steering wheel angle directly.

Jansen examined string stability in terms of rotation rate meaning the yaw rate

would be dampened along the string [8]. This formulation is fine in the event lateral

position is not a significant vehicle state since lateral position may still be string
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unstable. To achieve string stability in this sense, Jansen used feedforward of the im-

mediate lead’s steering wheel angle and total rotation rate. He designed his controller

using state-variable analysis. He used radar and camera for relative position mea-

surements, and validated his architecture using two Toyota Prius IIIs [9]. Hassanain

improved upon Jansen’s result by designing an H∞ controller. Using his controller

formulation, Hassanain was able to achieve string stability in terms of lateral posi-

tion too. Hassanain’s controller only used feedforward of the previous vehicle’s total

rotation rate and would therefore be able to extend to heterogeneous vehicles.

Kianfar et al. addressed lateral string stability in [10]. The MPC controller they

designed for lateral control was redeveloped to consider string stability. They address

string instability by applying a time-domain, inequality constraint to the controller.

The constraint was such that it guaranteed that the ego vehicle’s path would produce

smaller lateral deviations than the maximum error between the immediate lead’s

optimal open-loop path and its intended path. Once again, convex optimization was

used to guarantee global optimality.

McAree and Veres developed a sliding-mode controller which exhibited string

stability in the presence of sensor and actuator delays [11]. The RPV was estimated

using a camera system. The authors used feedforward of the immediate leads heading

and lateral position. They validated their design by simulating it using The Open

Race Car Simulator (TORCS). The measurement sample rate and control frequency

was 50 Hz.

All of the previous work in lateral string stability assumes small separation dis-

tances since the lead vehicle remained in view; however, this is not always the case.

A small separation distance limits the maneuvers a convoy is capable of because the

lead vehicle must remain in view of the sensors. In a scenario where the lead vehicle

turns a corner, the following vehicle will not be able to follow it accurately if the lead

vehicle is out of view.
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1.2 Contributions

The previous work in the area of lateral string stability is limited to line of sight

following of the lead vehicle because of the use of camera and RADAR for RPV

determination. It is also limited to an immediate lead following strategy because the

RPV measurements are based on the vehicle directly in front of the following vehicle.

Though it is the typical scenario, the previous work only considers a manually driven

ultimate lead.

In this work, dynamic base real-time kinematic (DRTK) positioning is used for

relative positioning between the leader and the follower, while time-differencing of

the carrier phase (TDCP) measurement is used for odometry updates of the follower.

This methodology allows the lead vehicle to be out of sight of the following vehicle

while still achieving accurate path duplication and a laterally string stable convoy.

For path following control, a classical, cascaded architecture is employed which uses

feedback of lateral error and heading error with respect to the lead vehicle’s path.

The controller achieves string stability in a lateral position sense. Two path following

architectures are compared. In the first, each vehicle follows the ultimate lead vehicle

of the convoy, i.e., the front vehicle. In the other architecture, each vehicle follows its

immediate lead vehicle, i.e., the vehicle directly in front of it. These architectures are

compared using four dynamic scenarios: a single lane-change, a flat oval track, and a

banked oval track. The contributions made to the field by this thesis are summarized

below:

� Easy to follow classical, cascaded control design for lateral string stable convoy.

� Evaluation of string stability given immediate lead or ultimate lead following.

� Evaluation of string stability given a manually driven or an autonomously driven

ultimate lead.
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1.3 Thesis Outline

This work is organized into the following Chapters:

� Chapter 2 provides details on DRTK and TDCP as well as how the measure-

ments of lateral offset and heading offset from the path are determined.

� Chapter 3 describes the lateral, dynamic bicycle model and the equations used

in the controller development.

� Chapter 4 provides an in-depth look at how the cascaded controller was designed

as well as a look at string stability criteria.

� Chapter 5 presents a detailed comparison of immediate lead versus ultimate

lead following in various driving scenarios.

� Chapter 6 summarizes the work detailed in this thesis and presents some ideas

for future work.
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Chapter 2

Relative Positioning for Lateral Following

In leader-follower scenarios, it is desired that the following vehicle replicate the

lead vehicle’s trajectory as accurately as possible. As mentioned in Section 1.1.1,

previous work has used cameras and RADAR to track and follow the leader. To

directly calculate the follower’s lateral offset and heading error from the lead vehicle’s

path, the measurements of the leader are delayed until the following vehicle reaches

the past position of the leader where the measurements were taken. The disadvantage

to this technique is that cameras and radars are limited to line of sight following. This

chapter details a method of relative positioning which uses a dynamic base real-time

kinematic positioning (DRTK) solution paired with time-differencing of the carrier

phase (TDCP) measurement to achieve a highly precise lateral offset and heading

error.

2.1 Dynamic Base Real-Time Kinematic Positioning

DRTK is based on the differential GPS formulation known as real-time kine-

matic (RTK) positioning. DRTK is a high precision, relative positioning method for

determining the relative position of a rover in close proximity (<20 km) to a mov-

ing base station. In RTK, the GPS position of the base station is assumed to be

known with high accuracy so that an accurate global position of the rover can be

calculated. DRTK assumes a dynamic base station; in this case, only the relative

position between the vehicles is important. Both RTK and DRTK use carrier phase

measurements, instead of code phase measurements, to determine a relative position

solution. While code phase measurements are unambiguous (meaning a biased and
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noisy measurement of the range between the user and the satellite is known, i.e.,

pseudoranges), their typical accuracy is about 0.5 meters; whereas carrier phase mea-

surements, which are ambiguous (unknown range between the user and the satellites),

have a typical accuracy of about 5 mm. Since raw carrier phase measurements are

ambiguous, the ambiguity is estimated in the DRTK algorithm1.

2.2 Time-Differenced Carrier Phase Odometry

The same carrier phase measurements described in the previous section are used

here. However, instead of being used to estimate a high precision RPV, they are

used to estimate a high precision odometry measurement for a single receiver. The

odometry measurement is a measurement of the change in position of the receiver

from time tk−1 to time tk. For short periods of time, multiple measurements of the

carrier phase are highly correlated. Therefore, by differencing them, common error

sources may be removed2.

2.3 Feedback Measurement Derivation

Once estimates of the RPV and the odometry of the follower have been made,

they are applied to a path following scenario as illustrated in Figure 2.1. The red

and green vehicles represent the current time, and the gray vehicles represent past

positions. At each time step, the following vehicle records its RPV to the leader, ~bk,

and its odometry, ∆~rfk . The distance between the current position of the follower

and a past position of the leader, denoted by ~bk|k−n, may be found by subtracting the

follower’s odometry samples k − n to k from the RPV at sample k − n. This idea is

1For further details on the RPV derivation, see Appendix A.1 or [12].
2For further details on the odometry measurement derivation, see Appendix A.2.
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expressed mathematically below.

~bk|k−n = ~bk−n −
k∑

q=k−n

∆~rfq (2.1)

This enables the following vehicle to have a large separation distance from the lead

vehicle while maintaining a small separation distance to the virtual lead.

The calculated virtual lead positions are used to build a reference path. The

following vehicle retains all of the virtual lead waypoints in front of it and the waypoint

it has just passed, denoted by i − 1; all other past waypoints are stripped from the

path since they are unnecessary. The i − 1 waypoint is used to calculate the lateral

offset from the reference path, ∆Y , and the angle tangent to the path, θt, as shown

in Figure 2.2. Where θt is calculated as

θt = atan2

(
Ni −Ni−1

Ei − Ei−1

)
(2.2)

Note that ∆Y is perpendicular to the path frame and not the body-fixed frame. The

yaw of the vehicle, ψ, is estimated using a planar GPS/INS navigation filter [13].

Figure 2.1: Illustration of the Leader-Follower Problem and the Available Measure-
ments.
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Figure 2.2: Ego vehicle’s relation to the reference path.

The waypoint spacing is defined by the user. At initialization, if the vehicles

already have a large separation distance, then the waypoint spacing can largely affect

the initial lateral errors from the path. This is illustrated in Figure 2.3. The blue

Figure 2.3: Large Waypoint Spacing (Top) vs. Small Waypoint Spacing (Bottom) at
Initialization.

points are the waypoints which satisfy the minimum separation requirement and are

included in the path. While the grey points are the waypoints which are not far

enough away from the last path waypoints and are, therefore, rejected. As can be

seen in Figure 2.3, a larger waypoint spacing reduces the error on the lateral offset

measurement. However, once the following vehicle has passed the initial position of

11



the lead vehicle, this is no longer a problem. In most scenarios, a convoy will begin

in close proximity to each other, and if a large following distance is desired, then each

vehicle will depart one at a time. In this work, a minimum waypoint spacing of 0.5

m was used.

2.4 Error Limitations

Since this method of relative positioning is highly dependent on the DRTK and

TDCP solutions, it is important to consider their limits in accuracy and how the

accuracy will affect the convoy. Travis showed the standard deviations of DRTK and

TDCP for a 20 minute and 85 minute static dataset, respectively [14]. In each case, he

determined the standard deviation of the North and East errors. DRTK was applied

between two antennas which had a 2 m baseline. This setup resulted in a 0.70 cm in

the North direction and 0.68 cm in the East direction. TDCP was applied to a single

antenna, and had standard deviations of 0.75 mm and 1.09 mm in the North and

East directions, respectively. The variation in error between the North direction and

the East direction is due to satellite geometry. In order to have a direction agnostic

error characteristic, the root-mean-square (RMS) error was calculated for the DRTK

and TDCP errors.

RMS Error =

√
σ2
N + σ2

E

2
(2.3)

The RMS error for DRTK was 0.69 cm and the RMS error for TDCP was 0.94 mm.

A second characteristic of the TDCP was explored in this work: the errors of

the odometry of TDCP as it relates to sampling frequency, following distance, and

longitudinal velocity. The concept is illustrated in Figure 2.4. The number of TDCP

measurements, n, required for the following vehicle to reach the position of the leader

at the time when the RPV measurement, El
1, N

l
1, was calculated, is related to TDCP
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sampling frequency, ftdcp, following distances, L, and the following vehicle’s longitu-

dinal velocity by

n = round

(
L

V f
x

ftdcp

)
(2.4)

Static TDCP data was collected at 10 Hz using the two antennas mounted on top of

the Woltosz Engineering Research Lab at Auburn University. The dataset was about

1 hour long. The dataset was downsampled to 1 Hz and 5 Hz. While this makes the

assumption that the internals of the receiver do not change with sampling frequency,

the results give a characterization of what the accumulated TDCP errors will be in the

1 Hz and 5 Hz sampling frequency cases. Using Equation (2.4) and the static data,

every n samples were summed over along the datasets. Then the standard deviation

was taken of the summed samples in the East and North directions. An RMS error was

calculated from the East-North standard deviations using Equation (2.3). Velocites

of 5, 10, 20, 35 m/s and following distances of 10, 50, 100, 300 m were assessed. The

results are shown in Figure 2.5. Separation time is the following distance divided by

the longitudinal velocity. The largest accumulated odometry RMS error is 3.2 cm in

Figure 2.5, where the separation time is 1 minute and the sampling frequency is 10

Hz. The simulations in this thesis use a separation time of 14.5 seconds with a TDCP

update rate of 10 Hz; therefore, the expected accumulated odometry RMS error is

about 1.20 cm. This means that although the control error may be zero, the global

error may be about 1.20 cm.

Figure 2.4: TDCP Odometry Error Accumulation Problem.
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Figure 2.5: TDCP Accumulated Odometry RMS Error.

2.5 Conclusions

A method of relative positioning based on precise GPS positioning using DRTK

paired with TDCP odometry was presented. The DRTK and TDCP algorithms were

presented in sufficient detail for a general understanding of the algorithms; for more

detailed explanations, see [1]. Using these algorithms, the measurements used for

feedback in the controller design were introduced. Measurements of lateral offset and

heading offset from a reference path based on the leader’s previous positions were

described. Initialization of the path following and how waypoint spacing affects the

calculated offsets was considered.

With a general understanding of the algorithms, consideration towards the errors

associated with DRTK and TDCP were made. The errors for DRTK in the East and

North directions are on the centimeter level, and the errors for TDCP in the East

in North directions are on the millimeter level. The accumulated TDCP RMS errors
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were examined for various sampling frequencies, following distances, and longitudinal

speeds. For the simulations presented in this thesis, an accumulated odometry RMS

error of about 1.20 cm is expected.
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Chapter 3

Vehicle Models for Controller Design

Depending on the application, differing degrees of fidelity are required in vehicle

modeling. There are many scenarios where the lateral dynamics of the vehicle receive

low excitation; therefore, assumptions about the dynamics can be made to simplify

the model. In normal highway driving, the roll dynamics of a vehicle are typically

negligable so the roll dynamics may be neglected. The yaw angle with respect to the

reference path is assumed to be within the bounds of the small angle approximation,

so the yaw dynamics may be linearized. These and other assumptions (which are

outlined in the chapter) allow for the derivation of linearized equations of motion

(EOM) that provide sufficient fidelity for controller design. This chapter details the

vehicle models used for the development of the lateral and longitudinal controllers.

3.1 Lateral Bicycle Model

The vehicle model used in this work is the lateral dynamic bicycle model, shown

in Figure 3.1 along with the corresponding variables. Note that the origin of the

model is at the center of gravity (CG) of the vehicle. The bicycle model provides

sufficient characterization of the vehicle’s dynamics for the design of the controllers

used in this thesis. The assumptions of this model are: equal steer and slip angles

in the front left and front right tires, equal slip angles in the rear left and rear right

tires, and negligible roll and pitch dynamics.

Since the work in this thesis considers highway driving scenarios, the tire dynam-

ics are assumed to remain in the linear portion of the tire curve. Also, all angles are

assumed to be within the small angle approximation, which is accurate for angles less
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Figure 3.1: Lateral Dynamic Bicycle Model

than about 15 degrees. With these, and the previously defined assumptions, the lin-

earized equations of motion of the vehicle are derived from Newtonian principles [15].

V̇y = −Cαf + Cαr
mVx

Vy +

[
−aCαf + bCαr

mVx
− Vx

]
ψ̇ +

Cαf
m

δ (3.1)

ψ̈ = −aCαf − bCαr
IzVx

Vy −
a2Cαf + b2Cαr

IzVx
ψ̇ +

aCαf
Iz

δ (3.2)

The error equations for the controllers are based on the measurements described in

Section 2.3, ∆Y and θt. Note that F4 is a user-defined transfer function which will

be described in Chapter 4.

eψ = F4θt − ψ (3.3)

eY = r −∆Y (3.4)
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The ego vehicle’s velocity in the Y -direction of the reference path frame is

V̇Y = −Vxeψ + Vy (3.5)

The Vxeψ term is negative because it is defined based on the error to the path.

Combining Equations (3.3) and (3.5) provides clarity on this.

V̇Y = Vx(ψ − θt) + Vy (3.6)

Since the ego velocity is resolved in the reference path frame instead of the global

frame, the path tangent is subtracted from the vehicle yaw. Equation (3.6) is a typical

linearized representation of the Y-velocity. For further detail on the derivation of these

equations, see Appendix A.3 or [15].

3.2 Engine Torque Model

The longitudinal control of the vehicle is based on an engine torque model, as

described by [16]. There are a few underlying assumptions in the development of the

model: the transmission is at steady state (i.e., it is not performing a gear change), the

torque converter is locked, and there is negligible longitudinal tire slip. The dynamics

of the engine speed as it relates to a pseudo-input “net combustion torque”, Tnet is

ω̇e =
1

Je

(
Tnet − caR3

gr
3
effω

2
e −RgreffRx

)
(3.7)

where ca is the aerodynamic drag coefficient, Rg is the gear ratio, reff is the effective

wheel radius, Rx is the rolling resistance force. The effective engine inertia, Je, given

by

Je = Ie + It +R2
gIw +mR2

gr
2
eff (3.8)

18



where Ie is the engine inertia, It is the transmission inertia, Iw is the wheel inertia,

and m is the vehicle mass. The engine speed is related to the motion of the vehicle

by

ẍ = rreffRgω̇e (3.9)

For further explanation of the engine model, please see Appendix A.4 or [16].

3.3 System Identification

The vehicle used in simulation is the D-class sedan shown in Figure 3.2. The

parameters of the vehicles are taken from CarSim (which is described in more detail

in Section 5.1), and fc is the control frequency. A control rate of 20 Hz was chosen

Figure 3.2: Simulation Vehicle.

because the bandwidth of the closed loop system (including the controllers designed

in Chapter 4) is 0.458 Hz, which makes the control rate more than 40 times the

bandwidth. This is important when considering signal aliasing, disturbance rejection,

and effective tracking 1. The mass, yaw inertia, and the distances from the axles

to the CG may be pulled directly from a table in CarSim. CarSim provides tire

information such as shear forces and moments, effective rolling radius, and rolling

resistance moment information. It should be noted that the transmission inertia, It is

an average of the inertias at each gear. The cornering stiffnesses require interpolation

from the lateral force versus slip angle plot data, shown in Figure 3.3. The plot data

provides the lateral force for a given slip angle for different vertical tire loads; it was

1See Section 8.4 of [17] for more details on sample rate selection.
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Table 3.1: Vehicle Parameters

Parameter [units] Value

fc [Hz] 20

m [kg] 1370

Iz [kg-m2] 2315.3

a [m] 1.11

b [m] 1.67

Cαf [kg-m/s2] 64570.1

Cαr [kg-m/s2] 51478

Vx [m/s] 22.352

Rδ 16.3785

Rg 1/4

Rv [h/km] 0.000026

Rc 0.0038

ca 0.3

Ie [kg-m2] 0.2

Iw [kg-m2] 0

It [kg-m2] 0.388

reff [cm] 32.5

created by CarSim using the Pacejka Magic formula tire model 2. The cornering

stiffnesses in Table 3.1 were calculated using a static vertical load. Since the weight

split is known, the force on a single tire can be back calculated. Using only the linear

portion of the tire curve (i.e., non-saturation driving conditions such as highway

scenarios), cornering stiffnesses were found for the vertical loads above and below the

vertical force calculated for a single tire. These were interpolated to get a cornering

2For more information on the Magic formula tire model, see [18]. For a brief explanation, see
Section 13.5 in [16].
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Figure 3.3: Lateral Force versus Slip Angle of a Single Tire for Multiple Vertical
Loads from CarSim.

Figure 3.4: Steering Kinematics for the Left and Right Wheels from CarSim.

stiffness for a single tire. Because the bicycle model is used, the calculated cornering

stiffness was doubled. This method was performed for the front and rear tires. The

steering ratio, Rδ, was found using the average of the Pitman arm curves, shown

in Figure 3.4. The difference in the left and right wheels is due to the Ackermann

steering geometry. The vehicle used in the simulations has a powered rack and pinion
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steering type; therefore, the steer ratio is calculated by

Rδ =

(
M × C

360

)−1
=

(
0.5495

deg at wheel

mm on rack
× 40

mm on rack

rev at handwheel
360 deg at handwheel

)−1
(3.10)

where the M is the slope of the average Pitman curve and C is the constant ratio

between the rack and the pinion.

3.4 Conclusions

In this chapter, the vehicle model used in the controller design was presented.

It is based on feedback of lateral position error and heading error. The errors were

related to the lead vehicle’s past positions. The engine model used in the design of

the longitudinal controller was briefly described. Also, the parameters used in the

control design were given. Finally, the cornering stiffnesses and the steer ratio used

in simulation were calculated from CarSim tables.
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Chapter 4

Cascaded Control Design for Lateral Following

The controller design follows a classical approach using both root locus and bode

design. The controller designed has a cascaded architecture, which is portrayed in

the two block diagrams below. The cascade is represented by the two loops in the

each block diagram. The inner loop, containing C1(s), regulates the heading error

and the outer loop, containing C2(s), regulates the lateral position error. The top

diagram represents the control architecture as it appears for the ultimate lead vehicle.

The information depicted by the two red lines are only available when the vehicle is

Figure 4.1: Two Vehicle Control Systems that each have a Cascaded Control Archi-
tecture.
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being operated autonomously, not manually. The bottom diagram depicts the control

architecture for all following vehicles. A cascaded design is helpful in that it allows

one to separate the control problem into two simpler control problems. First, the

inner loop controller, C1, is designed, then treating the inner controller as part of

the system, the outer controller, C2, is designed. The outer controller provides a

reference heading for the inner controller to follow. The linear transfer functions

associated with the lead vehicle’s lateral position error and heading error, F1 and

F2, are selected by the user to ensure string stability. F1 and F2 are in the bottom

block diagram of Figure 4.1. It should be noted that though Figure 4.1 depicts a

continuous-time system, the control design was performed in discrete-time.

Before designing the inner loop controller, it is helpful to examine the poles and

zeros of the open-loop system to better understand the original system response so

that it is easier to see how the system has been changed by the controllers. Of course,

these poles and zeros are not exactly the same as those of the real system because they

are derived from the bicycle model. Figure 4.2 shows that there are two integrators.

The zero at −1 is due to the discretization.

Figure 4.2: Original System Open Loop Transfer Function.
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4.1 Inner Loop Design

The inner loop controller, C1, is designed to regulate the yaw error to zero. It

receives the yaw error based on the reference path, and adjusts it by the reference out-

put from the outer controller, C2. Firstly, the root locus of the inner loop transmission

with C1 = 1 was plotted, shown in Figure 4.3, to examine the possible closed-loop

eigenvalues of the yaw dynamics with proportional control.

Figure 4.3: Root Locus of Inner Loop Transmission with C1 = 1.

A lead compensator was then designed for the system. It is desired for the

dominant eigenvalue to be real, so that the dominant response is that of a first order

decay. For this system, a lead compensator produced a real dominant eigenvalue.

A lead compensator was chosen over a PD controller for a couple reasons: a lead

controller limits the amplification of high frequency noise and a lead compensator’s

pole is located such that it provides less derivative action and more smoothing. The

lead compensator designed for this system is given by

C1(z) = 2.03
z − 0.75

z − 0.2
(4.1)
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Including Equation (4.1) in the loop transmission transforms the root locus in Fig-

ure 4.3 to Figure 4.4. The potential closed-loop eigenvalues are all stable. After

Figure 4.4: Root Locus of Inner Loop Transmission with Designed C1.

selecting a gain, the inner loop was simulated to validate a satisfactory response. The

step response of the inner loop is shown in Figure 4.5.

Figure 4.5: Step Response of the Inner Loop.

4.2 Outer Loop Design

The outer loop transmission combines the outer controller, the inner controller,

the yaw dynamics, and the body-fixed lateral velocity dynamics. During the design

of the outer controller, the inner controller was held constant. If the inner controller
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is changed, the outer controller must be redesigned. The root locus of the outer loop

transmission before the design of the outer controller (so it is set equal to 1) is shown

in Figure 4.6.

Figure 4.6: Root Locus of Outer Loop Transmission with C2 = 1.

The outer controller is designed to output a reference yaw for the inner controller

based on the lateral position error of the vehicle. There are two integrators embedded

in the system which makes the system type 2 with regard to references, i.e., the system

can track a ramp reference with zero steady-state error. However, in order to track in

the midst of disturbances, the integrators must be in the controller not the system.

Therefore, an integrator was added to the outer loop controller which makes it capable

of tracking a step disturbance. After tuning, the final outer loop controller design is

C2(z) = 0.0935
z − 0.975

z − 1
(4.2)
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Figure 4.7: Root Locus of Outer Loop Transmission with Designed C2.

4.3 Lateral String Stability

There are two main criteria related to string stability. The first criteria examines

the gain of the transfer function from the lead vehicle’s parameter of interest to the

following vehicle’s parameter of interest. For string stability, the transfer function

must be less than or equal to one for all frequencies. In this thesis, the transfer

function is from the path tangent of the lead vehicle, θ1, to the heading error of the

first follower, eψ,i. This criteria is expressed mathematically by

∣∣∣∣∣eψ,2(jω)

θ1(jω)

∣∣∣∣∣ ≤ 1 ∀ ω (4.3)

To evaluate the proposed controller design based on this criteria, the transfer function

between the errors was found using Equation (3.3) and the bottom block diagram in

Figure 4.1. This transfer function is given by Equation (4.4).

∣∣∣∣∣eψ,2θ1
∣∣∣∣∣ =

F3s
2 + F3

Vy
δ
C1C2s

s2 +

(
ψ̇

δ
C1 +

Vy
δ
C1C2

)
s+ Vx

ψ̇

δ
C1C2

(4.4)
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The Laplace notation “(s)” was dropped in Equation (4.4) for simplicity. F3 is a

user-defined linear function. Evaluating Equation (4.4) using the values in Table 3.1

and setting F2 equal to a low-pass filter with a bandwidth of 2 rad/s yields

∣∣∣∣∣eψ,2θ1
∣∣∣∣∣ =

2s6 + 80.59s5 + 584.2s4 + 1450s3 − 1811s2 − 905.5s

s7 + 42.29s6 + 435.5s5 + 2463s4 + 7201s3 + 1.34e4s2 + 1.49e4s+ 5562

(4.5)

If the criterion in Equation (4.3) is met, the type of string stability is known as l2

string stability. This type is considered a weak form of string stability because it only

guarantees that the maximum error is dampened along the string. Note that Equa-

tion (4.5) is represented using continuous time because the gain plot is represented

more clearly in continuous time. In discrete time, the gain plot is presented from

0 − π times the sample time which is not as clear as the continuous time frequency

spectrum.The gain plot of the transfer function when F3 is equal to 1 versus when F3

is equal to the low-pass filter is shown in Figure 4.8.

Figure 4.8: Gain from Lead Vehicle Path Tangent to First Follower Vehicle Heading
Error.
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The second criteria is that the closed-loop system must have a sign-invariant

impulse response1. This translates mathematically as

eY,i(t) > 0 , t→∞ (4.6)

If both Equation (4.3) and Equation (4.6) hold, then a strong sense of lateral string

stability is held, denoted as l∞. To ensure a sign-invariant impulse response, a pre-

filter, F2, was applied to the heading error passed to the first following vehicle if the

ultimate lead is autonomously driven or to the second following vehicle if the ultimate

lead is manually driven. The prefilter used is a low-pass filter with a bandwidth of 6

rad/s, given in Equation (4.7). Note that the string stability criteria are met when

F1 = 1, so there is no need to design a prefilter for the lead vehicle’s lateral position

error.

F2 =
0.2592

z − 0.7408
(4.7)

4.4 Longitudinal Control

Although longitudinal control is not the focus of this thesis, a basic ACC system

was implemented so that the vehicles in the convoy could be initialized near each

other, then follow each other at a set distance. This is to address the initialization

problem described in Section 2.3. The lower level of the longitudinal controller is

based on the engine torque model described in Section 3.2. The objective of the

lower level controller is to calculate an engine torque, Tnet, that will track a desired

acceleration. Solving Equation (3.7) for Tnet and substituting in Equation (3.9) gives

Tnet =
Je

Rreff
ẍdes +

[
caR

3r3effω
2
e +R

(
reffRx + Tbr

)]
(4.8)

1For more information on achieving a sign-invariant response to an impulse reference, see [19], [20],
and [21].
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where ẍdes is the desired acceleration determined by the high level controller. The

braking torque, Tbr, was neglected because braking scenarios are not addressed in this

thesis. The rolling resistance force is calculated using

Rx = FzRsurf (Rc +RvVx) (4.9)

where Fz is the vertical load on the tire, Rsurf is the road surface effects coefficient,

Rc is the constant rolling resistance coefficent, and Rv is the speed varying rolling

resistance coefficient. These parameters are available in CarSim, or they may be

estimated in real-time by performing coast-down tests. Using the coefficients values

listed in Table 3.1, Rsurf = 1, calculating static vertical loads, and a longitudinal

velocity of 22.4 m/s, the total rolling resistance force is 79.2 N. Since the force does

not affect the ability of the controller to match the leader’s longitudinal velocity and

achieve a desired following distance (this is shown in Section 5.2), it is neglected.

The high level adaptive cruise controller uses the constant time-gap (CTG) spac-

ing policy described in [16] with a slight modification. The spacing error includes a

desired inter-vehicle spacing, Ldes, instead of the length of the preceding vehicle, lj−1.

ξj = εj + hẋj (4.10)

where

εj = ρj,j−1 − Ldes (4.11)

with ρ being the current separation distance between vehicles j and j − 1. The CTG

control law, as developed by [22], is

ẍj,des = −1

h

(
ε̇j + ζξj

)
(4.12)
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Figure 4.9: Engine torque versus Engine Speed for 10 Throttle Positions from CarSim.

where ζ > 0 and is chosen by the user to meet performance specifications. Optimizing

the longitudinal control was not a focus in this thesis; the only requirement is that it

could maintain a separation distance for the evaluation of the lateral controllers.

The lower level control variable, Tnet is mapped to throttle position using the

current engine speed, ωe, via torque tables provided by CarSim, shown in Figure 4.9.

The throttle positions vary from 0-1, with 0 being no throttle and 1 being full throttle.

The vehicle parameters used in the design of the longitudinal controller are outlined

in Table 4.1.

Table 4.1: Longitudinal Control Parameters

Parameter [units] Value

h [s] 2

ζ 0.25

Ldes [m] 300
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4.5 Convoy Following Strategies

In this thesis, two following strategies are considered: following the immediate

lead and following the ultimate lead. To ensure there is no confusion in notation

with regard to the convoy in following sections, the diagrams in Figures 4.10 and 4.11

illustrate what is meant by these terms. Why the information being passed back to

following vehicles will be explained in Section 4.3.

Figure 4.10: Immediate Lead Following Architecture.

Figure 4.11: Ultimate Lead Following Architecture.

4.6 Conclusions

In this chapter, a discrete cascaded controller was developed which uses feedback

of heading offset and lateral offset from a reference path for path following. It was

also shown that when a leader shares its heading offset and lateral offset information

to its follower, then a string stable controller may be achieved. Also, a longitudinal

controller which uses constant time-gap policy was presented. The outputted torque

from the controller was also mapped to a throttle position by using the current engine

speed. Finally, the two convoy architectures examined in this thesis were illustrated.
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Chapter 5

Simulation

The simulation environment is a combination of Simulink and CarSim. Three

scenarios are considered: a single lane change, a double lane change, and the National

Center for Asphalt Technology (NCAT) test track with bank angle. In each scenario,

two different vehicle following architectures are evaluated: ultimate lead following

and immediate lead following (as described in Section 4.5). In conjunction with

these architectures, a manually driven and an autonomously driven ultimate lead

vehicle are considered. The simulations that are performed for each scenario are

diagramed in Figure 5.1. Therefore, a total of 5 control schemes are examined for

Figure 5.1: Simulation Scenarios Diagram.

each of the 3 scenarios giving a total of 15 simulation sets. The lateral error is the state

compared among the scenarios. The ability of the longitudinal controller to maintain a

separation distance is illustrated. White noise with the standard deviations described

in Section 2.4 are applied to the simulated DRTK and TDCP measurements.
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5.1 Simulation Environment

5.1.1 Simulink

Simulink gives users the ability to design controllers and estimators using a block

diagram interface. It helps visualize the process, from receiving measurements to cal-

culating the control input. Simulink comes with a library of function blocks including

standard controllers. There are even more options when toolboxes are purchased. For

instance, there is a Model Predictive Control (MPC) block included with the Control

System Toolbox. However, the controllers implemented in this thesis do not use any

built-in controller blocks.

In Figure 5.2, a top level view of the simulink model used in this work is shown.

Simulink allows the user to create subsystems so that the elements associated with a

particular system may be separated from another system. Figure 5.3 looks inside the

Figure 5.2: Simulink Model of All Vehicles.

Car 2 subsystem. Inside the subsystem, there are the two controller blocks: “Lateral

Position Control” and “Yaw Control”. The CarSim S-Function block is preceded by

a memory block, which is used so that there is not an algebraic loop in the model.

After the CarSim block is a rate transition block. The CarSim block is running at

1000 Hz, so the rate transition block is used to reduce the sample rate to 20 Hz,

which is the controller sampling frequency. The DRTK and TDCP measurements

are calculated in the “RPV & Odometry” block, and they are passed into the “Path

Duplication” block. This is where the lateral offset and path tangent measurements

are calculated. Also, the leader’s past lateral offset and heading offset are stored in

this block. The longitudinal control is performed in the “ACC” block. This block
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Figure 5.3: Simulink Model of a Single Vehicle.

and the “NED to ENU heading” block are MATLAB function blocks, which means

that MATLAB code may be written inside them.

5.1.2 CarSim

CarSim is a high-fidelity vehicle simulation software. The strength behind the

CarSim software is the fact that its vehicle models have been experimentally validated

using real vehicles [23]. Powertrain, brake, steering, suspension, and tire dynamics

are all taken into account in the CarSim model. CarSim also allows the user to create

custom vehicles in its workspace. The software outputs around 800 different outputs

of the vehicle motion and environment, including position, velocities, rotation rates,

attitude, tire forces, engine torque, and accelerations. The home screen of the software

graphical user interface (GUI) is shown in Figure 5.4.

Another strength of the software is its ability to be integrated into a Simulink

model via an S-function block. This allows users to design controllers based on CarSim

vehicle models and test them using Simulink. The user can provide the CarSim block

with inputs such as: steering wheel angle, brake pressures, and transmission gear.

Users may also define the terrain their vehicle is travelling on. For instance, Auburn

has designed the National Center for Asphalt Technology (NCAT) test track into the

CarSim environment. It is 1.71 miles long with 8 degrees of bank in the turns.
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Figure 5.4: CarSim GUI

Figure 5.5: Actual and Simulated NCAT Test Track.

5.2 Longitudinal Control

The longitudinal control of the ultimate lead vehicle was controlled using Car-

Sim’s built in speed controller. All of the following vehicles used the longitudinal
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controller described in Section 4.4. The velocity response versus time of the vehicles

and the range between the vehicles are shown in Figure 5.6 and Figure 5.7, respec-

tively. The following vehicles were allowed to travel at idle speed while their lead

vehicle gained speed. In Table 4.1, the desired following distance is listed as 300 m.

The extra 25 m in Figure 5.7 is due to the time headway.

Figure 5.6: Longitudinal Velocity Response of the Convoy.

Figure 5.7: Range between Vehicles.

5.3 Standard Waypoint Following

In standard waypoint following, the following vehicles only use the DRTK/TDCP

solutions in order to follow a virtual lead vehicle. They receive no further information
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from the lead. A single lane change of 3.5 m is performed using ultimate lead following

and immediate lead following.

5.3.1 Ultimate Lead Following

This is the waypoint method used by most convoys for lateral control. The ul-

timate lead is followed without any additional information. Figures 5.14-5.16 show

that the convoy remains stable. The small variations between the paths of the follow-

ing vehicles are due to noise and calculating the offsets from the path from different

positions. Figure 5.15 shows a maximum lateral offset of about 1 m for all of the

following vehicles. The steering wheel angle is very noisy. This is due to the fact that

there is no damping between the control input and the vehicles actual steering wheel.

The steering changes are instantaneous.

Figure 5.8: East-North Trajectory for Standard Ultimate Lead Waypoint Following
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Figure 5.9: Lateral Offset for Standard Ultimate Lead Waypoint Following

Figure 5.10: Steering Wheel Angle for Standard Ultimate Lead Waypoint Following

5.3.2 Immediate Lead Following

Standard waypoint following of the immediate lead is not used in convoys because

it becomes unstable very quickly. The same single lane change scenario except that

the immediate lead is followed instead of the ultimate lead. As can be seen from

Figures 5.11-5.13, the convoy becomes increasingly unstable down the string with the

5th vehicle being unstable.
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Figure 5.11: East-North Trajectory for Standard Immediate Lead Waypoint Following

Figure 5.12: Lateral Offset for Standard Immediate Lead Waypoint Following

Figure 5.13: Steering Wheel Angle for Standard Immediate Lead Waypoint Following

5.4 Manually Driven Ultimate Lead

In most convoying scenarios, especially in current day, the ultimate lead is man-

ually driven and all of the following vehicles are autonomous. In the simulation
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environment, this means that the ultimate lead vehicle’s lateral offset and heading

offset is unknown to the following vehicles.

5.4.1 Single Lane Change

Ultimate Lead Following

The ultimate lead following for a single lane change is the standard method

shown in Section 5.3.1, so it is not shown again here.

Immediate Lead Following

Shown in Figures 5.14-5.16 is a convoy for which each following vehicle has knowl-

edge of its immediate lead’s lateral offset and heading offset. Again, the ultimate lead

is manually driven. Therefore, the second vehicle in the convoy does not have informa-

tion regarding the lead’s lateral offset and heading offset. However, from Figure 5.15,

the lateral offsets along the string are decreasing.

Figure 5.14: East-North Trajectory for Immediate Lead Following with Manual Ulti-
mate Lead
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Figure 5.15: Lateral Offset for Immediate Lead Following with Manual Ultimate Lead

Figure 5.16: Steering Wheel Angle for Immediate Lead Following with Manual Ulti-
mate Lead

5.4.2 Double Lane Change

A double lane change is a standard maneuver for testing stability and safety.

During this maneuver, the vehicle exhibits high lateral dynamics.

Ultimate Lead Following

In the ultimate lead following architecture, the maximum lateral offset was just

under 1 m. The responses are shown in Figures 5.17-5.19.
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Figure 5.17: East-North Trajectory for Ultimate Lead Following with Manual Ulti-
mate Lead

Figure 5.18: Lateral Offset for Ultimate Lead Following with Manual Ultimate Lead

Figure 5.19: Steering Wheel Angle for Ultimate Lead Following with Manual Ultimate
Lead
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Immediate Lead Following

In the immediate lead following architecture, the maximum lateral offset was just

under 1 m as well. However, the steady state error in the immediate lead scenario,

shown in Figure 5.21, is smaller than in the ultimate lead following scenario, shown

in Figure 5.18.

Figure 5.20: East-North Trajectory for Immediate Lead Following with Manual Ulti-
mate Lead

Figure 5.21: Lateral Offset for Immediate Lead Following with Manual Ultimate Lead
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Figure 5.22: Steering Wheel Angle for Immediate Lead Following with Manual Ulti-
mate Lead

5.4.3 NCAT Test Track - Banked

As mentioned earlier, the NCAT track is a 1.71 mile long test track with an

8 degree bank in the turns. This shows how the convoy responds to an external

disturbance. For these tests, only the first two turns of the track are examined.

Ultimate Lead Following

When following the ultimate lead, there was a maximum lateral offset of about

1.5 m. The trajectories, lateral offsets, and steering wheel angles are shown in Fig-

ures 5.23-5.25.

Figure 5.23: East-North Trajectory for Ultimate Lead Following with Manual Ulti-
mate Lead
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Figure 5.24: Lateral Offset for Ultimate Lead Following with Manual Ultimate Lead

Figure 5.25: Steering Wheel Angle for Ultimate Lead Following with Manual Ultimate
Lead

Immediate Lead Following

In the immediate lead following scenario, the maximum lateral offset is about

1.25 m. These results are shown in Figures 5.26-5.28.
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Figure 5.26: East-North Trajectory for Immediate Lead Following with Manual Ulti-
mate Lead

Figure 5.27: Lateral Offset for Immediate Lead Following with Manual Ultimate Lead

Figure 5.28: Steering Wheel Angle for Immediate Lead Following with Manual Ulti-
mate Lead
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5.4.4 Immediate Lead versus Ultimate Lead Evaluation

The lateral offset comparison for each of the scenarios are shown in Figures 5.29-

5.31. From these graphs, it shown that the immediate lead following and ultimate

lead following have very similiar responses. At some points the vehicles following

their immediate lead have a smaller lateral offset, and at other points the vehicles

following the ultimate lead have a smaller lateral offset. Based on this, both following

schemes seem like feasible options depending on the situation at hand. In typical

highway scenarios, it may seems more feasible to follow the immediate lead, so that the

immediate lead does not have to continually broadcast the ultimate leads information.

Car 1 and Car 2’s trajectories for ultimate lead following and immediate lead

following are the same because in either scenario the following situation does not

change for the first two vehicles.

Figure 5.29: Lateral Offset Comparison for Single Lane Change, Manually Driven
Lead.
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Figure 5.30: Lateral Offset Comparison for Double Lane Change, Manually Driven
Lead.

Figure 5.31: Lateral Offset Comparison for Double Lane Change, Manually Driven
Lead.
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5.5 Autonomously Driven Ultimate Lead

As vehicles move towards full autonomy, it is important to consider the case where

the ultimate lead vehicle is autonomous. Since the ultimate lead is autonomously

driven, the following vehicles have knowledge of the ultimate lead vehicle’s lateral

offset and heading offset. The following subsections present the results for when the

ultimate lead is autonomously driven. The same scenarios that were performed with

a manually driven ultimate lead are repeated here.

5.5.1 Single Lane Change

Ultimate Lead Following

Again, in this following scheme, all of the following vehicles follow the ultimate

lead. The results for the single lane change using ultimate lead following are shown

in Figures 5.32-5.34. The maximum lateral offset is about 0.4 m, as compared to the

nearly 1 m lateral offset in the manually driven ultimate lead case.

Figure 5.32: East-North Trajectory for Ultimate Lead Following with Autonomous
Ultimate Lead
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Figure 5.33: Lateral Offset for Ultimate Lead Following with Autonomous Ultimate
Lead

Figure 5.34: Steering Wheel Angle for Ultimate Lead Following with Autonomous
Ultimate Lead

Immediate Lead Following

Now consider the architecture where each vehicle follows its immediate lead.

Although, the second vehicle has a larger lateral offset than the preceding vehicle, it

can be seen in Figure 5.36 that the lateral offset is being dampened for the rest of

the vehicles.
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Figure 5.35: East-North Trajectory for Immediate Lead Following with Autonomous
Ultimate Lead

Figure 5.36: Lateral Offset for Immediate Lead Following with Autonomous Ultimate
Lead

Figure 5.37: Steering Wheel Angle for Immediate Lead Following with Autonomous
Ultimate Lead
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5.5.2 Double Lane Change

Ultimate Lead Following

The same double lane change is performed; however, when the ultimate lead’s

lateral offset and heading offset are known, the maximum lateral offsets for the rest

of the vehicles in the convoy are halved. These results are shown in Figures 5.38-5.40.

Figure 5.38: East-North Trajectory for Ultimate Lead Following with Autonomous
Ultimate Lead

Figure 5.39: Lateral Offset for Ultimate Lead Following with Autonomous Ultimate
Lead
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Figure 5.40: Steering Wheel Angle for Ultimate Lead Following with Autonomous
Ultimate Lead

Immediate Lead Following

The results are shown in Figures 5.41-5.43. As can be seen, the vehicle’s remain

stable and exhibit very similar behavior. Once again, with knowledge of the ultimate

lead vehicle’s lateral offset and heading offset, the maximum lateral offsets of the

following vehicle’s are halved.

Figure 5.41: East-North Trajectory for Immediate Lead Following with Autonomous
Ultimate Lead
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Figure 5.42: Lateral Offset for Immediate Lead Following with Autonomous Ultimate
Lead

Figure 5.43: Steering Wheel Angle for Immediate Lead Following with Autonomous
Ultimate Lead

5.5.3 NCAT Test Track - Banked

Ultimate Lead Following

As in the manually driven ultimate lead case, the following vehicles are able to

track the ultimate lead’s trajectory. And with maximum lateral errors less than 1 m.
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Figure 5.44: East-North Trajectory for Ultimate Lead Following with Autonomous
Ultimate Lead

Figure 5.45: Lateral Offset for Ultimate Lead Following with Autonomous Ultimate
Lead

Figure 5.46: Steering Wheel Angle for Ultimate Lead Following with Autonomous
Ultimate Lead
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Immediate Lead Following

In the immediate lead following case, the maximum lateral errors are less than

0.5 m. Which are less than half the of the lateral errors in the manually driven

ultimate lead case.

Figure 5.47: East-North Trajectory for Immediate Lead Following with Autonomous
Ultimate Lead

Figure 5.48: Lateral Offset for Immediate Lead Following with Autonomous Ultimate
Lead
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Figure 5.49: Steering Wheel Angle for Immediate Lead Following with Autonomous
Ultimate Lead

5.5.4 Immediate Lead versus Ultimate Lead Evaluation

The lateral offset comparisons with an autonomously driven ultimate lead are

shown in Figures 5.50-5.52. The lateral offsets are similar just like in the manually

driven ultimate lead case; however, the offsets are smaller. This is one of the benefits

of an autonomously driven ultimate lead.

Figure 5.50: Lateral Offset Comparison for Single Lane Change, Autonomously
Driven Lead.
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Figure 5.51: Lateral Offset Comparison for Double Lane Change, Autonomously
Driven Lead.

Figure 5.52: Lateral Offset Comparison for Double Lane Change, Autonomously
Driven Lead.
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5.6 Conclusions

In this Chapter, the layout for the simulation results was given. After which,

the simulation environment, CarSim, was described. CarSim’s benefits were given as

well. Its high-fidelity vehicle models, which have been experimentally verified, are

the main benefit of the software. It also outputs all vehicle states and allows users

to design custom vehicles. Users may design driving scenarios and perform multiple

vehicle simulations too.

The simulation results were presented for a following distance of 325 m. Three

different scenario types were evaluated: a single lane change, a double lane change,

and travelling around the NCAT test track. Ultimate lead following and immediate

lead following was examined with consideration given to both a manually driven

ultimate lead and an autonomously driven ultimate lead. The simulations showed

that for ultimate lead following and immediate lead following, the convoy exhibits

similar lateral offsets. Therefore, both following schemes are feasible; it only depends

on the requirements of the environment the convoy is in. The difference between an

manually driven ultimate lead and an autonomously driven ultimate lead is that in

the autonomously driven ultimate lead case, the maximum lateral offsets are less than

half of the maximum lateral offsets of the manually driven ultimate lead case.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Based around the idea of the string stability of a convoy, this thesis began by

presenting some of the most prominent prior works on the subject to give the reader

a foundation for the subject. After this, the relative positioning algorithm considered

in this work was detailed. A brief description of dynamic base real-time kinematic

positioning was examined. The DRTK algorithm takes advantage of the high precision

of the carrier phase measurement to calcuate a relative position vector between two

moving base receivers. The change in position of the following vehicle may be found

using time-differencing of the carrier phase (TDCP) measurement, which also takes

advantage of the carrier phase’s precision. Using DRTK and TDCP, a reference path

was generated based off the lead vehicle’s past positions which allowed the lead vehicle

to be out of sight. From the reference path, measurements of lateral offset and heading

offset with respect to the reference path were determined. These measurements were

used as feedback in the control architecture.

With an understanding of how the feedback measurements were calculated, the

models used for the development of the lateral and the longitudinal controllers were

introduced. The lateral controllers were developed around the lateral, dynamic, bi-

cycle model, and the longitudinal controller was developed based an engine torque

model. Also, the two different following strategies were introduced: ultimate lead

following and immediate lead following.

For path following control, a classical, cascaded architecture was employed. The

inner loop controller was design as a lead compensator. A lead compensator was
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then designed for the system. It is desired for the dominant eigenvalue to be real,

so that the dominant response is that of a first order decay. For this system, a lead

compensator produced a real dominant eigenvalue. A lead compensator was chosen

over a PD controller for a couple reasons: a lead controller limits the amplification

of high frequency noise, placing the pole at a location other than zero provides less

derivative action and more smoothing. Since the main objective of the controller is

to have zero lateral error at steady state, a PI controller was implemented for the

outer loop. Once the loop controllers were designed, the string stability of multiple

vehicles was considered. There were two criterias considered for string stability: the

magnitude of the transfer function from lead vehicle’s path tangent to the following

vehicle’s heading error must be less than or equal to one and the impulse response of

the lateral offset must be sign-invariant. These were verified for the control scheme

presented here when a prefilter was applied to the first following vehicle if the ultimate

lead is autonomously driven or to the second following vehicle if the ultimate lead is

manually driven.

To test the control scheme in simulation, three tests were performed: a single lane

change, a double lane change, and an oval loop scenario. In each scenario, 2 different

control schemes were evaluated: ultimate lead following with lead vehicle information

and immediate lead following with lead vehicle information. Also, cases where the

ultimate lead vehicle is autonomously driven and manually driven were considered.

The lateral offsets for each scenario were compared, and it showed that following the

immediate lead has an accuracy equal to following the ultimate lead. Therefore, it

only depends on which following scheme is more applicable for the convoy’s driving

scenario.
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6.2 Future Work

There are many ways of extending the current work. Firstly, evaluation should

be made for the proposed control strategies on Auburn’s research vehicle. When test-

ing in a real-life environment, there are issues which are very difficult to predict or

model in simulation. Once the control strategies have been implemented on the re-

search vehicles, further examination include a comparison between the proposed GPS

following approach versus the camera/radar implementations performed by previous

authors. While the GPS approach laid out in this thesis allows the lead vehicle break

line of sight, the camera/radar approach is better for urban canyons or other areas

with poor satellite geometry.

Another future task would be to pair a camera or LiDAR with the current set

up for obstacle avoidance and vehicle safety. For instance, if the ultimate lead vehicle

performed a lane change at time tk, when a following vehicle goes to perform the the

same lane change at time tk+n, the lane may no longer be empty or safe to change

into. Therefore, a camera, LiDAR, or RADAR could be used to check for obstacles

in the way. A path planner could be incorporated into the design to generate an

alternate safe route for the follower to take until it is safe to return to the leader’s

path. Another application of this framework would be in a highway merging situation;

where the following vehicle would need to change lanes (or slow down) if a vehicle

were merging onto the highway.
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Appendix

A.1 DRTK RPV Calculation

Simply put, the carrier phase is a measurement, in cycles, of the difference be-

tween the phase of the carrier signal generated by the receiver and the phase of the

carrier signal received by the receiver from the satellite. While this difference of cycles

is known with high precision, the number of whole cycles between the receiver and

the satellite is unknown. The number of whole cycles is referred to as the integer

ambiguity, N . The carrier phase is also corrupted by errors due to the atmosphere,

the receiver and satellite clocks, and thermal noise. Combining these into a carrier

phase measurement model gives

φsA = λ−1[rs + Iφ + Tφ] +
c

λ
(∆tA −∆ts) +N + εφ (A.1)

where φsA is the carrier phase from satellite s to receiver A, λ is the carrier wavelength,

rs is the true range between the satellite and the receiver, Iφ and Tφ are atmospheric

errors due to the ionosphere and the troposphere, respectively, c is the speed of light,

∆tA is the receiver clock bias, ∆ts is the satellite clock bias, and εφ is the random

error due to thermal noise. The method of choice for estimating the change in the

integer ambiguity between the two receivers is least-squares ambiguity decorrelation

adjustment (LAMBDA), and is laid out in more detail in [24].

With change in the integer ambiguity between the two receivers estimated, the

relative position vector may be found using the DRTK algorithm. In DRTK, a single

difference is applied between the carrier phase measurements received by the leading

vehicle, A, and following vehicle, B, from a single satellite, s. This removes errors
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due to the atmosphere and satellite clocks.

∆φsAB = λ−1(∆rsAB) +
c

λ
(∆tAB) +NAB + εφAB

(A.2)

To remove the errors due to relative receiver clock bias, ∆tAB, a double difference is

performed. A double difference is the difference of two single differences performed

with carrier phase measurements from two satellites, s1 and s2.

∆φs1s2AB = λ−1(∆rs1s2AB ) +N s1s2
AB + εs1s2φAB

(A.3)

The double differenced range, ∆rs1s2AB , is related to the relative position by

∆rs1s2AB = −(~us1A − ~u
s2
A )~bAB (A.4)

where ~us1A and ~us2A are the estimated unit vectors between the reference receiver and

the satellites, and ~bAB is the relative position vector (RPV) between receivers A and

B. The RPV is found by combining Equations (A.3) and (A.4), and performing least

squares on the result as shown below.

~bAB =
[
(~us1A − ~u

s2
A )T (~us1A − ~u

s2
A )
]−1

(~us1A − ~u
s2
A )T (λ∆φs1s2AB − λN

s1s2
AB ) (A.5)

Note, this assumes the change in the integer ambiguity between the two receivers,

N s1s2
AB , has already been estimated. Also, at this point, the RPV is in the earth-

centered, earth-fixed (ECEF) frame and must be transformed into east-north-up

(ENU) frame. The DRTK method used is known as dual frequency DRTK; meaning

it uses GPS information from both the L1 and the L2 frequencies. For more detail

on DRTK, see [1]. For more information on dual frequency DRTK, see [12].
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A.2 TDCP Odometry Calculation

Equation (A.6) shows the differencing of two instances of Equation (A.1).

φsBk
− φsBk−1

= λ−1[rsk + Iφk + Tφk ] +
c

λ
(∆tBk

−∆tsk) +Nk + εφk

−
(
λ−1[rsk−1 + Iφk−1

+ Tφk−1
] +

c

λ
(∆tBk−1

−∆tsk−1) +Nk−1 + εφk−1

) (A.6)

Again, when the time between the two measurements is small, the atmospheric errors

and the satellite clock errors are nearly constant. Also, if the receiver maintains

lock on the carrier phase, the integer ambiguity remains constant. Taking these into

account, Equation (A.6) reduces to

φsBk,k−1
= λ−1rsk,k−1 +

c

λ
∆tBk,k−1

+ εφk,k−1
(A.7)

Replacing the change in satellites to receiver range from sample k − 1 to k with

the ECEF position of the satellites and the ECEF position of the receiver via a

relationship similar to Equation (A.4) and assuming the change in the unit vectors

from sample k − 1 to k are negligible, Equation (A.7) becomes

λφsBk,k−1
−
[
usxk usyk uszk

]

rsxk,k−1

rsyk,k−1

rszk,k−1

 =
[
usBxk

usByk
usBzk

1
]


rsxk,k−1

rsyk,k−1

rszk,k−1

∆tBk,k−1


+ εφk,k−1

(A.8)

which can be solved using least squares as in Equation (A.5).
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A.3 Derivation of the Bicycle Model

The lateral equations of motion, derived from Figure 3.1, begin with

mV̇y +mVxψ̇ = Fyf + Fyr (A.9)

Izψ̈ = aFyf − bFyr (A.10)

Assuming small steer angles. Since the tire forces are assumed to remain in the linear

portion of the tire curve, the lateral forces become

Fyf = −Cαfαf (A.11)

Fyr = −Cαrαr (A.12)

The slip angles at the front and rear are related to velocities of the wheels.

αf =
Vyf
Vxf
− δ (A.13)

αr =
Vyr
Vxr

(A.14)

where the velocities are derived from the velocity at the center of gravity.

Vxf x̂+ Vyf ŷ = Vxx̂+ Vyŷ + ψ̇ẑ × ax̂ (A.15)

Vxrx̂+ Vyrŷ = Vxx̂+ Vyŷ + ψ̇ẑ ×−bx̂ (A.16)

Solving for the corresponding velocities in Equations (A.15) and (A.16), Equations (A.13)

and (A.14) become

αf =
aψ̇ + Vy
Vx

− δ (A.17)
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αr =
−bψ̇ + Vy

Vx
(A.18)

From here, simply substitute Equations (A.17) and (A.18) into Equations (A.11)

and (A.12), and finally back into the equations of motion to get

V̇y = −Cαf + Cαr
mVx

Vy +

[
−aCαf + bCαr

mVx
− Vx

]
ψ̇ +

Cαf
m

δ (A.19)

ψ̈ = −aCαf − bCαr
IzVx

Vy −
a2Cαf + b2Cαr

IzVx
ψ̇ +

aCαf
Iz

δ (A.20)

Note that this is a linearized derivation, assuming small angles.

A.4 Derivation of the Engine Torque Model

There are a few underlying assumptions in the development of the model: the

transmission is at steady state (i.e., it is not performing a gear change), the torque

converter is locked, and there is negligible longitudinal tire slip. From these assump-

tions, the wheel speed, ωw, is directly related to the engine speed, ωe, by the gear

ratio.

ωw = Rωe (A.21)

Also, the transmission speed, ωt, is equal to the engine speed. Following the slip

assumption, the longitudinal velocity is

Vx ≡ ẋ = reffωw (A.22)

where reff is the effective wheel radius. Differentiating (A.22) gives the longitudinal

acceleration

ẍ = reffRω̇e (A.23)
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The longitudinal equation of motion may be found by summing the forces along the

x-axis in Figure 3.1.

mẍ = Fx −Rx − Faero (A.24)

where Fx is the sum of the longitudinal forces at all four tires, Rx is the rolling

resistance force, and Faero is the aerodynamic drag force. Equation A.23 may be

substituted into Equation A.24 and solved for Fx

Fx = mRreff ω̇e +Rx + Faero (A.25)

Fx is then substituted into the wheel rotation dynamics given by

Iwω̇w = Twheel − reffFx

= Twheel −mRr2eff ω̇e − reffRx − reffFaero
(A.26)

Solving for Twheel gives the torque required to produce a desired acceleration. This

may be applied to the transmission dynamics.

Itω̇t = Tt −RTwheel

= Tt − IwR2ω̇e −mR2r2eff ω̇e −RreffFaero −RreffRx

(A.27)

Recalling that ωe = ωt and the transmission torque is equal to the pump torque (from

the steady state transmission assumption), Equation A.27 becomes

Itω̇e = Tp − IwR2ω̇e −mR2r2eff ω̇e −RreffFaero −RreffRx (A.28)

Solving for Tp gives a pump torque load of

Tp =
(
It + IwR

2 +mR2r2eff
)
ω̇e +RreffFaero +RreffRx (A.29)
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which may be substituted into the engine rotational dynamics given by

Ieω̇e = Tnet − Tp

= Tnet −
(
It + IwR

2 +mR2r2eff
)
ω̇e −RreffFaero −RreffRx

(A.30)

Substituting for the aerodynamic drag force and solving for ω̇e results in the first-order

ordinary differential equation

ω̇e =
1

Je

(
Tnet − caR3r3effω

2
e −RreffRx

)
(A.31)

where

Je = Ie + It +R2Iw +mR2r2eff (A.32)
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