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Abstract

The primary motivation of this research is to recognize and establish features of particle

deposit reflectivity and absorptivity which have potential for remote detection and charac-

terization of the deposit. In order to interpret measurements generated by remote sensing

instruments, one needs to have a detailed understanding of the scattering phenomena and its

dependency to physical and chemical properties of the target. The diversity in the particle

size, shape, refractive index, and packing density which compose natural and manufactured

materials can affect the observable radiometric and polarimetric properties. In this regard,

the main purpose of this dissertation is to use numerical simulation techniques to under-

stand how the deposition of particulate material, with known physical, optical, and chemical

properties alters the electromagnetic scattering characteristic of the deposit.

This research examines exact formulations for multiple particle scattering, coupled with

up–to–date computational techniques, to directly simulate the absorption and scattering

properties of particle deposits. The particulate deposits are numerically simulated using

Monte Carlo methods with known distribution functions and microscopic configurations of

films. One method used for predicting simulated deposit radiative properties is based on

an exact superposition solution to Maxwell’s time harmonic wave equations for a deposit

of spherical particles that are exposed to a plane incident wave. We use a FORTRAN90

implementation of this solution (the Multiple Sphere T Matrix (MSTM) code), coupled

with parallel computational platforms, to directly simulate the reflection from particle lay-

ers via a configurational averaging strategy. Another method used for the simulation is the

Plane Wave Plane Parallel (PWPP) formulation, which also provides an accurate solution
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to Maxwell’s time harmonic wave equations for discretely inhomogeneous plane parallel me-

dia. The PWPP method, that is based on the discrete dipole approximation (DDA), can

directly simulate the polarimetric scattering properties of plane parallel layers of random

particulate media. In this technique the medium is modeled as a periodic lattice of unit cells

extending infinitely in the lateral directions with finite or infinite depth. The PWPP method

is also used to perform comprehensive computational examinations of the effect of pigment

particle physical structure, chemical composition, and volume concentration on the spec-

tral reflectance and transmittance properties of pigment–binder coatings. We also used the

phenomenological radiative transfer theory (RTT) to predict scattering properties of elec-

tromagnetic radiation in media composed of randomly and sparsely distributed particles.

Analytical studies of the phenomenological radiative transfer equation (RTE) have formed

a separate branch of electromagnetic theory. The adding and doubling method is used as

the numerical solution to the scalar and vector RTE for a plane—parallel configuration. Mie

theory is used in our RTE model to predict the extinction coefficient, albedo, and scattering

phase function of the particles.
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Chapter 1

Introduction, overview, theory, and methods.

1.1 Introduction

Light scattering is an important phenomenon in our daily life and it’s applications are all

around us. It is the underlying physical principle responsible for blue skies, rainbows, coro-

nas, and mirages. Indeed, light scattering accounts for most optical phenomena in the earth’s

atmosphere. The interaction between light and matters occurs due to the heterogeneity in

the molecular scale of media. All systems composed of basic elements (atoms and molecules)

are considered as heterogeneous. As a result, almost all particles and objects scatter light

which means any source of electromagnetic radiation (i.e. heat radiation, X-rays, microwaves,

radio waves) change their intensity or polarization state as they propagate in media.

To understand scattering, we must look at matter at the microscopic level. All objects

are composed of electric charges which can be excited by an oscillating beam of light. If these

charges oscillate with the same frequency of the incident light, secondary radiation fields are

generated by an individual charge. The superposition of these secondary electromagnetic

waves is called electromagnetic scattered waves. In addition, scattering phenomenon is

usually accompanied by absorption. If the electric charges do not vibrate with the same

phase of the source light, the electromagnetic energy of excited fields transform into other

types of energy such as thermal. In other words, dissipation of energy occurs in this process.
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This basic principle implies that a beam of light attenuates as it propagates through a

medium by scattering and absorption. So extinction of an incident wave can be defined as:

Extinction = Scattering + Absorption (1.1)

Careful observation of the scattering phenomena indicates that electromagnetic light

scattering is a complex phenomenon. An object is composed of a large number of discrete

elementary charges. These particles generate secondary radiation waves which vibrate all

other charges. In addition, the phase difference of all the secondary waves should be consid-

ered numerically in attempts to compute their superposition. Fortunately, there are various

approaches that can be used to solve electromagnetic scattering problem.

Some of these techniques can be addressed as direct simulations. Such methods provide

a superposition solution to the Maxwell’s wave equations for systems with microscopically

detailed configurations. The above discussion makes it clear that a large number of degrees

of freedoms are involved in these methods, so direct techniques are computationally intensive

by definition.

In contrast to direct methods, there are phenomenological approaches to solve electro-

magnetic scattering. These approaches assume that a system is composed of a large enough

number of particles that radiative continuum conditions can be applied to the system. Phe-

nomenological radiative transfer theory (RTT) provides solutions to the macroscopically

electromagnetic problems using various numerical methods.

This chapter provide a thorough description of RTT and other numerical approaches to

solve radiative transfer equation (RTE), considering their practical limitations in terms of

the object’s optical properties and morphology.
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1.2 Radiative Transfer Theory

Radiative transfer theory (RTT) describes the interaction of a collimated light with a scat-

tering and absorbing medium. The physical basis of the phenomenological RT theory is

dependent on the conservation of energy of light propagating through an inhomogeneous

medium. The radiative transfer equation (RTE) was for the first time applied in the atmo-

spheric science and it has been used to deal with the multiple scattering of light by discrete

random media for many decades [12, 9, 29, 57]. In the past decade, the RTE has been exten-

sively used in several fields, such as biomedical, nuclear physics, geophysics, oceanography,

astrophysics, and remote sensing. In RTE the electromagnetic radiation is treated as light

rays that consist of light particles or photons. This equation is represented by an integro–

differential equation describing propagation of the radiation intensity considering boundary

conditions.

The electromagnetic radiation is represented by oscillating plane electromagnetic waves

and transfers its energy as it propagates in media. However, traveling in the vacuum has no

effects on its energy. In other words, energy and/or polarization state of an incident beam

does not change through vacuum. Consequently, the energy equation in a homogeneous

vacuum can be described by:

dIλ(µ, φ)

ds
= 0, (1.2)

where Iλ a is the specific intensity at the wavelength λ in the direction of ds (ds is an in-

finitesimal path element along the ray) in a cone of unit solid angle along direction µ and ϕ (µ

is the cosine of the polar angle and ϕ is the azimuthal angle). The polar angle is defined such

that it is positive in the upward hemisphere. We should note that to describe a monochro-

matic electromagnetic wave the information about the state of polarization is required in

addition to the irradiance measurements. Polarimetric characteristics of the scattered waves
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have more data compared to the intensity measurements. Measured polarization contain

information about production mechanism of the scattered waves and propagation through

objects. Polarization describes the path the electric vector field follows in the plane as the

wave propagates. In general this path is an ellipse. So considering a plane wave vibrating in

a ellipse plane, four quantities are needed to completely characterize the electric field state

of the plane wave or we can say the polarization state can be represented by four param-

eters. These parameters are called Stokes parameters: I, Q, U , and V and all different

polarizations conditions can be describes by these Stokes parameters.

The origin of the electromagnetic scattering phenomena is an inhomogeneity of matter

or discrete elementary electric charges forming an object. The particles in the path of the

incident radiation reradiate or diminish energy from the beam by scattering or absorption.

The change of Iλ as it propagates along a path ds in the presence of an object:

dIλ(µ, φ)

ds
=− (ksλ + kaλ)ρIλ(µ, φ) +

ksλρ

4π

∫ 2π

0

∫ 1

−1

P (µt, φt → µ, φ)I(µt, φt)dµtdφt,

(1.3)

The energy of the incident beam changes along the path due to its interaction with the

matter. This interaction includes absorption and scattering by particles along the incident

ray as well as scattered radiation fields by other particles in the object toward the incident

beam.

Absorption and the first order scattering (i.e., part of incident light scattered by scat-

terers for the first time) by particles diminish the incident energy. On the other hand, the

scattered fields that merge into the incident ray acts as a source and causes an incremental

increase in the incident radiation energy. In the above equation ka and ks are absorption

and scattering coefficients respectively. P is the so-called single phase function and it is
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defined as probability of scattering of a beam in the direction defined by µ and φ into the

new direction µ′ and φ′. Dividing both side of equation 1.3 by (ka + ks) gives us:

µ
dIλ(µ, φ)

dτ
=Iλ(µ, φ)−

ω0

4π

∫ 2π

0

∫ 1

−1

P (µt, φt → µ, φ)I(µt, φt)dµtdφt, (1.4)

where ω0 is the single scattering albedo that is equal to ks/(ka + ks) and τ is the optical

thickness.

There is no doubt that vector RTE (VRTE) has more applications in science and engi-

neering since polarimetric characteristic of scattered fields contain more precise information

and specific data. So far we did not take into account the state of polarization in our com-

putations and formulations. In order to discuss numerical methods to solve VRTE, we must

describe the state of polarization before we go further.

Note that to represent the polarization effects in the RTE formulas, the intensity number

is replaced by a Stokes parameters vector:

I =



I

Q

U

V


(1.5)

where I, Q, U, and V (i.e, Stokes parameters) can be related by:

I2 = Q2 + U2 + V 2 (1.6)

The above discussion implies that the integro–differential radiative transfer equation is

an exceedingly complex system of equations and is impractical to be solved analytically. So

numerical techniques and simplifications are required to predict scattering properties using
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the RTE. In order to demonstrate the computational aspects of the phenomenological RTT,

we described some numerical approaches to solve the radiative transfer equation.

1.3 Different numerical methods to solve the RTE

As mentioned earlier, the radiative transfer equation has been become one of the legitimate

methodologies of the classical electromagnetic scattering which has been widely used in

recent decades. However, solving the general form of the radiative transfer equation, either

the integral form or integro–differential form, requires some primary assumptions. The most

standard assumptions in the RTT is defining the scattering medium as a plane parallel

system which is extending infinitely in horizontal directions. The light source is illuminated

by plane electromagnetic waves or parallel quasi–monochromatic radiation fields from above

or bottom.

A variety of numeral techniques are available to solve the radiative transfer equation.

Most of these methods are designed for computing multiple scattering of unpolarized or

polarized light in atmosphere considering the plane parallel geometry. The oldest literatures

and studies that exist on this subject are in the case of Rayleigh scattering to calculate

reflected radiation fields by aerosols [12, 129]. However, not all the methods are restricted

to the Rayleigh scattering conditions such as FN, discrete ordinates, spherical harmonic,

adding doubling, Monte Carlo, and fast invariant imbedding methods. All these techniques

has been modified to take the polarization effects into account. In the following section we

discuss a summary of some of these methods.

One method for solving radiative transfer in plan-parallel media is called the FN method,

and was first introduced by Siewert in 1978 to predict radiation intensities by homogeneous

plane–parallel atmosphere. Later the FN technique was extended to solve neutron transport

problems [119, 43]. In 1980 Siewert introduced the FN method for atmospheric problem [83,

21] where polarization is ignored. To solve the transport equation including the polarization
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effects, a collocation technique is applied on singular integral equations. It is necessary, in

this technique, to compute all of the discrete eigenvalues of the transport equation in order

to derive a linear system of equations (generally sparse), which has to be satisfied at the

so-called collocation points. Solving this system then leads to the solution of the RTE in

plane parallel media (such as the atmosphere.)

Another method that applies Fourier decomposition to radiative transfer equation is

called the discrete ordinates method. In this method all the integrals over all coordinates

are replaced by finite summation of quadrature points. The basis of this method was first

introduced by Chandrasekhar [12] that consider the media as a stack of homogeneous layers

which leads to a system of differential equations of the first order. This system can be solved

by considering continuity in the interference between layers and satisfying the boundary

conditions of incident and scattering fields at target boundaries. More details and comparison

with other numerical methods are available in [135, 115, 114, 118]. Although this method

is popular, it sometimes gives errors and unreasonable results due to limited resolution of

scattering angles. In addition, it is not accurate and efficient for optically thick medium.

The spherical harmonic method, which is also called the PL-approximation, is another

technique to evaluate multiple scattering in a plane parallel media. Davison [18] and Lenoble

[71] introduced this method for the first time when the polarization effects were ignored.

Similar to the discrete ordinates method, Fourier decomposition is applied to the RTE. A

system of linear ordinary differential equations is derived by expanding the intensity vector

using Legendre functions. In this system of equations, each constant coefficient corresponds

to each homogeneous layer of the plane parallel medium. Then one can solve these equations

by applying the boundary conditions of scattering and incident fields at reflected surfaces

and the continuity across the layer interfaces [37, 2]. Note that this technique has some

restrictions for optically thin media.
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Another common approximation method to solve RTE is the Monte Carlo method. The

idea of this technique is to track the path of each photon through the medium and locate

them at each scattering and absorption interactions, then follow them to another event inside

the absorbing and scattering medium. The simulation is based on the random numbers and

directions. The principles of the Monte Carlo technique are explained in detail s which can

be found in previous works [10, 139, 33, 61]. The event points are determined by sampling

the probability distribution based on the albedo and phase function. This process is repeated

until the net distribution of all samples generates a realistic estimation, but to achieve an

accurate result a large number of photons should be emitted and captured to make the error

or Monte Carlo noise small enough so that each photon has a minor contribution to the net

output.

The fast invariant imbedding method also can be used to calculate the reflection matrix

for a plane parallel medium with a finite thickness. Fundamentally, this method describes

the variation of reflection as a function of the optical thickness. Sato et al. [112] introduced

this technique for the first time when where the polarization is ignored and Mishchenko [87]

extended it for polarized light. Utilizing quadrature formula for the integrals over spherical

directions in the radiative transfer equation leads to a system of differential equations that

can be solved by predictor–corrector technique.

1.4 Adding and doubling method

1.4.1 Principle of the adding and doubling method

A variety of numerical techniques are available to solve the RTE which describe radiative

energy of polarized light in an absorbing and scattering plane parallel medium. However, as

discussed earlier, most of these approaches impose restrictions on the medium properties or

incoming light. One of the most popular methods to solve the radiative transfer equation
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in plane parallel media is adding and doubling. This method was originally introduced by

Van de Hults in 1963 [128] for unpolarized light; in 1971 Hansen [46, 47] and Hovenier [55]

extended this method to take polarization into account. The method was then modified to

consider multiple scattering effects for applications in atmospheric science [129]. There have

been more comprehensive studies and improvements for this method which make it the most

efficient, exact, and easy to implement to date.

We should note that the adding and doubling method is exact in the sense that the

accuracy of the simulation outputs is affected only by the accuracy of the input data. There

is no restriction regarding the target thickness and one can compute the scattering properties

for a plane parallel deposit with any finite optical thickness by considering the slab as a pile

of thin layers.

In order to calculate the scattering properties by the adding and doubling method, we

suppose that the reflection and transmission of two thin homogenous layer is known. Then

one can calculate scattering properties for the whole target. Note that this technique is

referred to as the doubling method if all the sublayers are identical and it is called adding if

different sublayers are added to each other.

In general, the adding and doubling method can be considered as an exact and efficient

method to study the effects of multiple scattering in randomly horizontal media. It has

been successfully applied in biological, atmospheric, and oceanic sciences. Also, it has many

applications in remote sensing to calculate reflectance from the ground, the air, and space.

Since it is an accurate and fast method, it has been used in inverse scheme of the RTE to

generate optical properties of the turbid media [108, 107].

For a basic understanding of the adding and doubling method, we consider a plane

parallel inhomogeneous target with arbitrary thickness. The slab is illuminated evenly from

the top; the intensity of the light does not vary from point to point at the top surface.

Also note that there are no internal sources of radiation fields and no boundaries in the
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horizontal direction. We shall now divide the deposit into layers with small optical thickness

in the sense that each layer can be considered as a homogeneous target in which the single

scattering albedo and phase function are independent of the position and they do not change

over the target thickness.

Also, it is worth mentioning that optical thickness is a dimensionless quantity represent-

ing the physical thickness times extinction coefficient; in other word it gives a measurement

of how much extinction occurs for radiation field passing some distance in a medium. In

this study, optical thickness which is denoted by τ is measured from the top boundary and

it increases downward.

1.4.2 Layer Initialization

As mentioned earlier, solving the radiative transfer equation by the adding and doubling

procedure involves knowledge of the reflection and transmission for the first two layers.

Choosing an accurate method to calculate the scattering properties of these layers is another

important decision in the adding and doubling technique, because any source of numerical

errors in the initial layers are growing as we double the layer in each step of the doubling

the layer and minor inaccuracy would result in a huge error at the end.

Several methods have been used to compute the reflection and transmission of the initial

layers like diamond initialization [136], successive scattering [56], and infinitesimal generator

[44]. Numerical experiments have shown that the most accurate and convenient way to begin

this computations is with an optically thin layer in the sense that multiple scattering effects

can be neglected. Hansen [48, 46] showed that the reflection and transmission by a thin

deposit considering the single scattering can be calculated by the following formulas:

R1(τ ;µ, µ0, ϕ− ϕ0) =
ω̃0

4(µ+ µ0)

{
1− exp

[
−τ

(
1

µ
+

1

µ0

)]}
×P(µ, µ0, ϕ− ϕ0), (1.7)
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T1(τ ;µ, µ0, ϕ− ϕ0) =
ω̃0

4(µ− µ0)

[
exp

(
−τ

µ

)
− exp

(
−τ

µ0

)]
×P(µ, µ0, ϕ− ϕ0), if µ ̸= µ0,

(1.8)

T1(τ ;µ, µ0, ϕ− ϕ0) =
ω̃0τ

4µ2
0

exp

[
−τ

µ0

]
P(µ, µ0, ϕ− ϕ0), if µ = µ0, (1.9)

where P (µ, µ0, ϕ−ϕ0) is the phase matrix and ω0 is single scattering albedo. Phase function is

calculated by the famous Mie theory. Each element in this matrix depends on the scattering

angle, α, which is given by:

cos(α) = ±µ ∗ µ0 + (1− µ2)1/2 ∗+(1− µ2
0)

1/2 ∗ cos(ϕ− ϕ0), (1.10)

1.4.3 The doubling method

In 1963, Van de Hulst [128] showed that the reflection and transmission of any arbitrary

thickness slab can be calculated by dividing it to multiple thin layers. The adding and

doubling technique is based on the knowledge of the reflected and transmitted fields for each

layer. The method then starts with computing the scattering properties of a layer which is

composed of two initial thin layers. Suppose that the only light source is present illuminating

the target from the bottom and there is no internal radiation. Based on the equations 1.7,

1.8, and 1.9 one can calculate the reflection and transmission for the first two layers and now

suppose we placed the layers on top of each other. The goal is to compute the scattering

fields for the combined layer. The situation is schematically shown in Fig2.1.

As it can be seen in the figure (Fig2.1), the light is reflected back and between the

layers and at each reflection event a part of the radiation filed is lost. We should mention

that absorption would diminish the light energy as well in the absorbing medium. So a

series of reflection and transmission happens in the layers but it will converge due to the
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Figure 1.1: Schematic represents the doubling method. Two layers with known scattering
fields and optical thicknesses of τ1 and τ2 are placed on top of the other. The incident light
is reflected and transmitted upwards and downwards in multiple scattering events by the
combined layer (K. N. Liou, 2002 [72])

physical reason. Note that the convergence is faster in absorbing targets. So many order of

scattering take place in each layer. One can calculate the intensity of the light that passes

the interference for the first time by the following formula:

I(1)(b′, µ, φ) = e−b′/µIit(µ, φ) +
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′T′(µ, µ′, φ− φ′)Iit(µ
′, φ′), (1.11)

Then, if this field is reflected by the lower layer, the intensity coming to the upper layer will

be equivalent to:

I(2)(b′, µ, φ) =
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′R′′(µ, µ′, φ− φ′)I(1)(b′, µ′, φ′), (1.12)
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A portion of I(2) can be reflected downward with the intensity of:

I(3)(b′, µ, φ) =
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′R∗′(µ, µ′, φ− φ′)I(2)(b′, µ′, φ′), (1.13)

where R∗′ and T ∗′ are reflections and transmissions of the first layer respectively when

the light is incident from bottom. However layers are considered to be homogeneous and

identical, so they can be simply computed by the following symmetry relations:

R∗(µ, µ0, φ− φ0) = R(µ, µ0, φ0 − φ) (1.14)

T∗(µ, µ0, φ− φ0) = T(µ, µ0, φ0 − φ) (1.15)

This procedure will repeat again and again, so the incident beam will be scattered

infinite times by the layers. Each time that the light reflects or passes the interface, its

intensity decreases due to reflection, transmission, and absorption in absorbing media. Due

to this physical phenomenon, this infinite series of scattering will converge after some terms

or after a small number of reflections and transmissions. We can simplify equations by

calculating a new parameter Q:

Q1(µ, µ0, φ− φ0) =
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′R∗′(µ, µ′, φ− φ′)R′′(µ′, µ0, φ
′ − φ0), (1.16)

Qp+1(µ, µ0, φ− φ0) =
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′Q1(µ, µ
′, φ− φ′)Qp(µ

′, µ0, φ
′ − φ0), (1.17)
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Q(µ, µ0, φ− φ0) =
∞∑
p=1

Qp(µ, µ0, φ− φ0), (1.18)

Hence the downward reflection intensity from the upper layer can be rewritten as:

I(3)(b′, µ, φ) =
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′Q1(µ, µ
′, φ− φ′)I(1)(b′, µ′, φ′), (1.19)

The reflection from the lower layer that passes the interface for the second time:

I(5)(b′, µ, φ) =
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′Q1(µ, µ
′, φ− φ′)I(3)(b′, µ′, φ′) =

1

π

∫ 1

0

µ′′dµ′′
∫ 2π

0

dφ′′Q1(µ, µ
′′, φ− φ′′)× 1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′Q1(µ
′′, µ′, φ′′ − φ′)I(1)(b′, µ′, φ′),

(1.20)

Likewise, all the reflection and transmission fields can be calculated based on the Q param-

eter. As shown by the adding Equations 1.16 to 1.20 downward and upward radiation fields

at the interface of the combined layer can be employed in the form:

D(b′, µ, µ0, φ− φ0) =T′(µ, µ0, φ− φ0) + e−b′/µ0Q(µ, µ0, φ− φ0)

+
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′Q(µ, µ′, φ− φ′)T′(µ′, µ0, φ
′ − φ0),

(1.21)

U(b′, µ, µ0, φ− φ0) =e−b′/µ0R′′(µ, µ0, φ− φ0)

+
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′R′′(µ, µ′, φ− φ′)D(b′, µ′, µ0, φ
′ − φ0),

(1.22)
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Now, we can easily calculate the reflection and the transmission of the combined layer using

the following equations:

R(µ, µ0, φ− φ0) =R′(µ, µ0, φ− φ0) + e−b′/µ0U(b′, µ, µ0, φ− φ0)

+
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′T∗′(µ, µ′, φ− φ′)U(b′, µ′, µ0, φ
′ − φ0),

(1.23)

T(µ, µ0, φ− φ0) =e−b′′/µD(b′, µ, µ0, φ− φ0) + e−b′/µ0T′′(µ, µ0, φ− φ0)

+
1

π

∫ 1

0

µ′dµ′
∫ 2π

0

dφ′T′′(µ, µ′, φ− φ′)D(b′, µ′, µ0, φ
′ − φ0),

(1.24)

The first term in above equation, Equ.1.24, represents the unscattered part of incident

field that passes the slab directly. So one can use the equations 1.23 and 1.24 to compute the

reflection and transmission matrices for the combined layer based on the scattering properties

of each layer separately. Then, all these steps can be repeated over and over until the desire

thickness is reached.

1.4.4 Computational and numerical strategies

To solve all adding equations in the last section, we need to integrate over polar angles (theta

and phi). To evaluate these integrations over azimuth and zenith angles, we need to use

numerical approaches. In this study, the azimuthal dependency were evaluated numerically

using quadrature. This means that all integration over µ and ϕ in above equations are

converted to a finite sum which is shown mathematically by the following formulas:

∫ 1

0

dµf(µ) =
n∑

i=1

ωif(µi), (1.25)

where µ1, µ2, µ3, …,µn are quadrature points calculated by Radau quadrature formula and

ωi represents weight function corresponding to µi.
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The accuracy of this numerical approach strongly depends on the number of quadrature

points (n) in Equ. 1.25. In other words, the more points used, the more precise results are

obtained. To evaluate the integration over zenith angles, we converted the integration to the

sum of equidistant points in the range of 0 to 360. This numerical approach can be written

as: ∫ 1

0

dϕf(ϕ) =
m∑
i=1

ωif(ϕi), (1.26)

where ω1, ω2 … ωn are weight functions corresponding to points in the ϕ direction.

It should be noted that after converting integrals to sums over quadrature and zenith

points, the above equations can be viewed as a matrix multiplications of m × n by m × n,

in which each element represents scattering at µ and ϕ directions corresponding to incident

light in µ0 and ϕ0 angles when polarization is ignored. Also, each element in the reflection or

transmission super-matrices is replaced by a 4× 4 matrix when polarization effects analyses

are desired [19]. Therefore, all the above operations and equations can be replaced in terms

of super-matrices:

Q1 = R′∗R′′, (1.27)

Qp+1 = Q1Qp, (1.28)

Q =
∞∑
p=1

Qp, (1.29)

D = T′ +QE(b′) +QT′, (1.30)

U = R′′E(b′) +R′′D, (1.31)
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R = R′ + E(b′)U+T′∗U, (1.32)

T = E(b′′)D+T′′E(b′) +T′′D, (1.33)

where E(b) is a diagonal m× n by m× n matrix in which each diagonal element represents

an unscattered light at a specific scattering direction.

Using this technique to approximate the integrals in the RTE leads to have the results

at separate and discrete directions corresponding to the quadrature points. One tactic to

increase the accuracy of these numerical approaches is using more discrete points in zenith

and azimuth angles in such a way that the number of points in ϕ direction should be approx-

imately twice the number of points in θ direction. Also, by increasing the optical thickness,

the number of n and m should be increased as well.

1.4.5 Coding and results

The adding and doubling method based on the above equations is written by MATLAB

software to provide an accurate computation for reflection and transmission in plane parallel

medium by considering the multiple scattering effect. This code also expanded to study

radiation scattering fields of polarized light. There is no limitation on the value of medium

thickness; however, by increasing the optical thickness more quadrature points should be

applied in both zenith and azimuth directions to keep the same accuracy. This is due to

the fact that using insufficient numbers of discrete points in a very thick medium induce an

artificial absorption in the outputs. As a result run time increases by increasing the optical

thickness. The number of division points can be obtained by trial and error.

The MATLAB code has been applied for various materials. Since this method is not

restricted to Rayleigh scattering or non-absorbing media, this code can be used to compute
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reflection and transmission for objects with wide range in albedo and size parameters with

arbitrary polarized incident light. However, an increment in runtime has been observed for

materials with large particles; this is due to the fact that Mie theory is used to compute the

phase function.

The results are compared to the multiple sphere T matrix method (MSTM), an exact

technique to calculate scattering properties. We will discuss this method in the next chapter.

More details also can be found at [78, 80].

Figure 1.2: Reflection versus optical thickness of a TiO2 slab

In Fig.2.2 directional-hemispherical reflection is plotted versus the optical thickness of a

target composed of TiO2 spherical particles for different particle volume fraction values. The

particle volume fraction is defined as the number of particles in a unit volume of the system

and its dependency to the optical thickness of the system when particles are considered in
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sphere can be shown by:

fv =
4aτ

3HQext

(1.34)

where a is the particle radius, Qext is the Mie extinction efficiency for the sphere, and H is

the physical thickness of the target.

As one can see the results of the MSTM and adding and doubling methods converge

when volume fraction of particles in the slab is smaller than five percent. However, when

particle volume fraction exceed this number the RT theory overestimate the reflection from

the film. This is due to the fact that theoretically the radiative transfer equation is valid only

for media with small volume fractions; more details are discussed in the following section.

1.4.6 Dependent Scattering

We have seen in the last section that the RTE only applies to media with low packing den-

sities. Derivation of the RTE from Maxwell’s equations is dependent on limiting conditions

regarding the scattering medium. One of these assumptions is that randomly positioned

particles in the medium are widely separated from each other. Each particle is located in

the far-field zone of the other particles. This implies that scattering properties of the indi-

vidual particles in the target are independent of the existence of the other particles. The

RTE/VRTE method includes the single scattering properties such as the extinction and

phase matrices for the particulate medium rather than quantities effecting by the particle

group. Also, in the RTE we assume that the observation point is in the far-field zone of

the scattering medium. These assumptions explicitly indicate that in the RTE we should

consider each particle as an independent scatterer in which near-field interference effects

between scattered waves are ignored.

To understand interference effects between scatterers, consider a target with packed

particles such that the scattering of each particle affects extinction by other particles. These

19



effects can be studied in two mechanisms. The first is near-field interparticle impact and

describes the change of the net incident field on each particle by other particles. This effect

modifies the amount of the absorption as well as scattering of each scatterer. The second

mechanism is called far–field effect or coherent addition. The constructive and destructive

interference of scattered radiation is considered in the far field effect. This affects the quantity

and quality of scattering fields. We can therefore conclude that the RTE/VRTE is not

valid for the case of large particle volume fractions and the assumptions of independent

scattering fails for densely packed media. On the other hand, many industrial systems and

technologies are utilize densely packed media, such as the packed fluidized bed, oil and gas

fired furnaces, nuclear fuel rods, radiative burners, coal combustor, solid propellant rockets,

chemical reactors, and paint layers. Thus it is necessary to have an exact and effective

method that can predict the scattering properties of particulate media in various range of

the particle packing density.

The modified radiative transfer equations in packed media has been studied analyt-

ically and experimentally by various researchers. All literature in this area is limited to

either Rayleigh size (very small particles) or geometric size (very large particles). Several of

these studies considered only the effect of the coherent addition while others examined the

dependent scattering for Rayleigh scattering where only the far-field mechanism was studied

[3, 8, 137, 58]. Also, Churchill and Clark [16] and, Chan and Tien [11] considered the same

effect in geometric optic limits. Nimr and Arpaci [1] investigated the role of the near–field

and far–field effects for two different pair distribution functions, impulse and linear models.

However Kumer and Tien [68] considered both consequences of the dependent scattering in

a scattering and absorbing medium for Rayleigh scattering with a limitation on the index of

absorption such that spherical particles satisfy Rayleigh-Debye scattering. Y. Ma et al. [75]

studied the influence of the multiple scattering on scattering and absorption in which the
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radiative transfer equation was modified by effective propagation constant and effective re-

flective index. Extinction rate and phase function for dense media were calculated by Tsang

and Kong [124, 125] based on the quasi-crystal approximation with coherent potential. Wen

et al. [134] used these results to formulate propagation constant and albedo of coherent

waves for small particles. Theoretical and experimental results were plotted for different

volume fraction and they compared with the independent RTE too. In the geometric optic

limit Kaviany[64] investigated the aspects of dependent scattering for materials with volume

fraction larger than 0.006.

A regime map is shown in Figure 1.3, representing the boundary between dependent

and independent scattering based on the different particle size and particle volume fraction.

For the first time Hottel et al. [53] proposed that dependent scattering is not only a function

of volume fraction but also c/λ (where c is the interparticle clearance and λ is wavelength),

and suggested that dependent scattering effect can be considered where c/λ > 0.3. Later

Tien [122] proved that the transition from dependent scattering to independent scattering

happen when c/λ = 0.5. Figure 1.3 shows that this transition is not sharp and it has a

smooth slope especially for particles in the same size as the wavelength.
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Figure 1.3: Independent and dependent scattering regime map (C. L. Tien, 1988 [122])

1.5 Numerical methods to solve Maxwell’s wave equations

Maxwell’s equations which are the fundamental equations of the classic electromagnetism

lead to complex mathematical analysis and complicated numerical approaches. Analytical

solutions are mostly available for simple geometries such as sphere and cylinder. We can

argue that Mie theory (also called Lorenz-Mie theory), is the only analytical solution to

Maxwell’s wave equations (MWEs) for spherical geometry. However, this method and their

related computational techniques have been evolved rapidly during past decades. Various

numerical approaches have been developed and extended to directly simulate the electro-

magnetic (EM) wave scattering based on the exact solution to macroscopic MWEs. MWEs
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in a source free domain considering time dependency of exp(−iωt) for all fields are:

∇× E = iωB,

∇×H = −iωD,

∇.D = 0,

∇.B = 0

(1.35)

where E and B are electric field and magnetic induction which related to electric displacement

D and magnetic field H by:
D = ε0E+P,

H =
B

µ0

−M,
(1.36)

where M is the magnetization and P is electric dipole moment or electric polarization. In

free space ε0 and µ0 are permittivity and permeability respectively.

A general solution to the MWE’s provides a relationship between the incident field

(source) and scattered fields and describes the scattered fields for an arbitrary object. Full–

wave methods to the time–harmonic solutions of MWE’s can be classifies to two techniques:

Integral equation and partial differential equation. There are several methods that can be

considered as an extension to the Mie theory such as the superposition strategy which used

in the T–matrix method or Discrete dipole approximation (DDA).

1.5.1 Integral equation

Any solutions to the MWEs should satisfy the boundary conditions, i.e., the interface of

two media. Integral equation methods are desirable techniques for solving Em problems. In

electromagnetic integral equation methods is an important technique for the boundary value

problems. Using this technique for inhomogeneous media will transform MWEs to an integral

equation over the volume of the system. But if the method is applied to a homogeneous
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scatterer, it will reduce the dimension of the problem to one due to the fact that the whole

domain is reduced to only interface boundaries. So the integral equation method leads to

considerable reduction on the degrees of freedom of the problem. There are two numerical

integral equation methods including the surface integral equation (SIE) and volume integral

equation (VIE). For the special case of the boundary conditions in the problem when sources

and equations can be restricted to the boundary of the problem one can use the SIE. But

if the conditions do not allow to use the SIE, the IVE can be applied based on the volume

discretization of the target. The integral equation technique was first applied on the simple

geometries involving two–dimensional problems such as long cylinder. Later, in 1965 it

developed to three–dimensional problems. In 1993 Lakhtakia and Mulholland used method

of moment and coupled dipole method to numerically solve the volume integral equations.

To solve MWEs using integral equation, we need to use the convolution concept by

Fourier transform technique which leads to develop the Green’s function method. One can

use the Green’s functions to derive the integral equations. In the VIE, the volume of the

system is divided to two regions including a region which is occupied by the matter (Vint)

and external part which is vacuous (Vext). To discuss these numerical methods, we first

present the MWEs for a homogeneous medium in response to the point source J(r):

∇×∇× E(r)− k2E(r) = iωµJ(r) (1.37)

where k2 = ω2µε is a constant (k is the wavenumber of the free space). The above equation

can be rewritten for electric and magnetic fields in interior and external regions when there
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is no external sources:

∇× E(r)− iωµ0H(r) = 0

for external volume

∇×H(r) + iωε0E(r) = 0

(1.38)

∇×H(r) + iωε0E(r) + iωε0[ε1(r)− 1]E(r) = 0 for internal volume
(1.39)

where ε1 is the permittivity of the matter. In above equation, we can consider the term

−iωε0(ε1(r)− 1)E(r) as the source or electric current density. It has been shown that [] the

electric field E(r) is the solution of the volume integral equation:

E(r) = iωµ

∫
V

J(r′).G(r′, r)d(r′) (1.40)

where G(r′, r) represents dyadic Green’s function. Based on the (1.43), one can show that

the Green’s function is the solution to the following equation for a homogeneous medium.

∇×∇×G(r, r′)− k2G(r, r′) = Iδ(r− r′) (1.41)

where G(r) the solution to the above equation can be represented as:

G = (I +
∇∇
k2

)
eik|r−r′|

4π|r− r′|
(1.42)
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1.5.2 Discrete Dipole Approximation

Introduction

the discrete dipole approximation (DDA) is a general technique to simulate scattering and ab-

sorption of electromagnetic radiation filed from objects with arbitrary shapes. This method

is a popular and flexible tool in which target is considered as a continuum volume which is

composed of small elementary subvolumes. In other words, the solid is approximated by a

limited collection of polarizable points or dipole points that their distance from each other

is small compared to the incident wavelength. Each dipole in the target interacts with both

incident field and scattering fields from all other dipoles. Due to this interaction all dipoles

become polarized and are said to have dipole moments.

The basic of this method was first introduced by DeVoe [22, 23] in 1964. However, the

method applied only on molecular aggregates which their dimensions were small compared

to the incident wavelength. The retardation effects also were not included in this technique.

Later Purcell and Pennypacker [109] developed DDA method to study interstellar dust grains

considering retardation effects. Discrete dipole approximation, which sometimes is referred

to as couple dipole approximation, was further reviewed and expanded by Draine in 1988 [25]

and later by Draine and Flatau in 1993 [26] who also developed the DDSCAT software. Sev-

eral computer implementations of DDA technique have been written such as the DDSCAT,

ADDA and ZDD; however, DDSCAT is the most popular one and is freely available based

on the Fortran-90 language. The historical development and numerical aspects of the DDA

was discussed by Yurkin and Hoekstra [138]. Also, Penttilä et al discussed various methods

based on the DDA technique and compared the software and their accuracies.

The discrete dipole approximation technique is a flexible technique regarding the target

geometry, particle size and shape. It has been applied to various geometries such as prisms,
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rectangular, ellipsoids and cylinder. Also this method can be used in both inhomogeneous

and anisotropic objects.

The method also is employed in periodic targets. The basic of this idea first introduced

by Markel [85] for one dimensional dipoles and later it extended by Chaumet et al [13]

in 2003. He studied the scattering of a plane wave by the two dimension parallelepipeds.

Later Chaumet and Sentenac [14] developed the DDA for a double periodic structure with

finite defects. Bruce and Flatau in 2008 [27] calculated the scattering amplitude matrix and

Mueller matrix for targets with one and two dimensional periodic arrays.

Framework of the DDA method

In the DDA method the scatterer is divided to subvolumes that each of them represents a

dipole with a polarizability tensor α. Assuming the dipoles are located at rj for j = 1, 2, , N

(having N dipoles), so each dipole can be represented by its polarizability of αj.

The dipole moment can be assigned as a scalar number or a diagonal tensor with equal

elements αj,xx = αj,yy = αj,zz for isotropic materials. If the target of interest is anisotropic,

this tensor is not diagonal anymore; although, α is diagonalizable by choosing an appropriate

coordinate system at a location of each dipole.

There are different methods and formulas to assign the best value to the dipole polar-

izabilities. The Clausius-Mossotti relation was used by Purcell and Pennypacker [109] to

obtain αj:

α0
j,ll =

3

4πn

ϵll − 1

ϵll + 2
, (1.43)

where ϵj is the dielectric function at rj and n is the dipole density. This equation is exact

at the limit kd → 0 when there are infinite cubic lattices [62]. Many other methods were

introduced by other researchers to calculate the dipole polarizabilities [25, 41, 59, 45, 30], but

most of them failed at certain conditions. Drain and Goodman [28] considered the lattice
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dispersion relation (LDR) in long wavelength limit kd ≪ 1.

αLDR ≈ αCM

1 + (αCM/d3)[(b1 +m2b2 +m2b3S)(kd)2 − (2/3)i(kd)3]
,

b1 = −1.891531, b2 = 0.1648469,

b3 = −1.7700004, S =
3∑

j=1

(âj êj)
2,

(1.44)

where a is a unit vector to describe the incident direction and e is another unit vector

for polarization state. Comparing different results based on different dipole polarizability

showed that LDR relation has the most accurate results when |m|kd . 1 [28, 26]. Therefore,

one of the important criteria in DDA is having small lattice spacing (d) compared with the

incident wavelength. Moreover, the number of dipoles (N) should be large enough so the

target shape can be accurately represented by dipoles. So considering V and aeff as the

actual volume and effective radius of the target respectively, these conditions lead to

N > (4π/3)|m|3(kaeff )3, (1.45)

After calculating the polarizability of dipoles, it is straightforward to obtain polarization

at dipole locations:

Pj = αjEj, (1.46)

where Ej is the electric field at the location rj. This electric field is a superposition of the

incident field and all the other electric fields scattered by other N − 1 dipoles. So Ej can be

described by

Ej = Einc,j −
∑
k ̸=j

AjkPk, (1.47)

The contribution of all dipoles at position k that results in the electric field in position j is

presented by AjkPk including the retardation effect. Then the element of matrix A can be
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computed by:

Ajk =
exp(ikrjk)

rjk
×

[
k2(r̂jkr̂jk − 13) +

ikrjk − 1

r2jk
(3r̂jkr̂jk − 13)

]
, j ̸= k, (1.48)

where k = ω/c and rjk = |rj − rk|. Let Ajj defines as α−1
j , so the scattering equation can be

simplified to:
N∑
k=1

AjkPk = Einc,j, (1.49)

Since A is a 3 × 3 matrix, equation (1.37) can be transferred to a system of equations

with 3N equations and 3N unknown polarizations (Pj). Different numerical techniques can

be used to solve this complex linear system of equations. Since N is a large number, direct

method is practically impossible. however there are several iterative techniques that can be

useful and efficient such as Complex conjugate Gradient (CCG) method [25], that is much

faster than direct method. Flatau [34] compared different algorithms such as PBCGT and

PETRKP. Also various methods are available in DDSCAT version 7.3 based on the different

applications.

Once polarization is solved, the cross sections can be evaluated:

Cext =
4πk

|E0|2
N∑
j=1

Im(Einc,j
∗ ·Pj), (1.50)

Cabs =
4πk

|E0|2
N∑
j=1

{
Im[Pj · (α−1

j )∗P∗
j ]−

2

3
k3|Pj|2

}
, (1.51)

Moreover the scattering cross section can be obtained by:

Csca = Cext −Cabs, (1.52)
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To have an efficient computation strategy, fast Fourier transform (FFT) [113, 42, 35]

was used for matrix-vector multiplication, as a result O(NlogN) operations is required for

this multiplication rather than O(N2) operations. Because number of dipoles (N) is a large

value in discrete dipole approximation, using FFT can save a huge time and memory in

coding.
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Chapter 2

Radiative transfer equation and direct simulation prediction of reflection and absorption by

particle deposits.
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Abstract

Two methods for computing the normal incidence absorptance and hemispherical re-

flectance from plane parallel layers of wavelength–sized spherical particles are presented.

The first method is based on an exact superposition solution to Maxwell’s time harmonic

wave equations for a system of randomly–positioned spherical particles excited by an inci-

dent plane wave. The second method is based upon the scalar radiative transport equation

(RTE) applied to a plane parallel medium. Comparisons are made using five values of particle

refractive index, sphere size parameters ranging from 1 to 4, and particle volume concen-

trations ranging from 0.05 to 0.4. The results indicate that the multiple sphere T matrix

method (MSTM) and RTE predictions of hemispherical reflectance and absorptance con-

verge when particle volume fraction becomes small. At higher volume fractions the RTE can

yield results for hemispherical reflectance that, depending on the particle size and refractive

index, significantly depart from the exact predictions. On the other hand, RTE and MSTM

predictions of absorptance have a much closer agreement which is largely independent of the

sphere optical properties and volume concentration.
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2.1 Introduction

In recent years, remote sensing methods have been recognized as an important and valu-

able means to detect and identify the physical and chemical characteristics of particulate

material deposited on natural or artificial surfaces. Obviously, the interpretation of remote

sensing observations depends on an accurate prediction of scattering properties of bulk mate-

rials. In principle, such properties are fundamentally governed by the macroscopic Maxwell’s

wave equations (MWE)s, yet the microscopic–level complexity of particle deposits has, until

recently, made direct solution of MWEs for deposits unfeasible. Because of this, effective

medium theories and radiative transport models have traditionally been used to estimate

the reflectance and absorption properties of deposits [4, 132, 130]. In effective medium theo-

ries, an inhomogeneous deposit is modeled as an effectively homogeneous layer characterized

by an effective refractive index. This quantity can be obtained by an appropriate mixing

rule as a function of particle concentration, pair correlation function, and single scattering

properties. The coherent reflection and transmission by the layer can then be obtained by

applying the Fresnel relations to the effectively homogeneous film [4, 132, 130].

The phenomenological scalar radiative transport (RT) theory treats the object as an

absorbing and scattering medium, with an albedo, extinction coefficient, and scattering phase

function obtained from the single scattering properties of the constituent particles. Reflection

and absorption can be computed from an appropriate solution technique to the RT equation.

A comprehensive examination of the relation of RT theory to the fundamental–level, Foldy–

Lax description of multiple scattering has been presented recently by Mishchenko et al. [91].

Among the conditions inherent in RT theory are the assumptions that each particle lies in

the far-field region of the other particles, and that the relative positions of the particles are

uncorrelated. In closely-packed media these assumptions are not valid. However, there is

33



a growing progress to modify and apply the RT methodology to densely-packed particulate

systems, via dense-media RT theories [52, 140, 102, 90].

In contrast to the techniques mentioned above, a superposition solution to the MWEs

can provide, in principle, an exact method to calculate the reflectance and absorptance of

particle deposits [80]. Such a method can be viewed as a direct simulation: the solution

would be applied to a microscopically–detailed configuration of particles and would provide

a detailed description of the scattered field resulting from plane wave incidence and the

associated reflectance and absorptance of the configuration. Such methods are, by defini-

tion, computationally intensive, as the degrees of freedom in the solution will be directly

proportional to the number of particles.

This work examines two methods to predict the radiative properties of plane-parallel

layers of wavelength–sized spherical particles. The first method is the exact multiple sphere

superposition method, coupled with high-performance computational strategies. We use the

FORTRAN 90 implementation of this solution, the multiple sphere T Matrix (MSTM) code,

to perform direct simulations of EM wave propagation in large-scale systems of spheres

[82, 81]. This technique is used in order to study the effects of particle concentration on

the spectral directional-hemispherical reflectance and directional absorptance [122] in dense

media. The second method is the adding and doubling algorithm for solution of the scalar

RTE applied to a plane parallel medium [20, 46], combined with Mie theory to compute the

extinction coefficient, albedo, and scattering phase function of the spherical particles.

We begin this chapter by describing the mathematical formulation of the MSTM and RT

techniques. In section 3, a comparison is made between these two methods for five values

of particle material refractive index. The refractive index values include both large and

small magnitudes of the real and imaginary parts, and are representative of highly refractive

pigments and gold in the visible wavelengths and mineral matter in the visible and mid IR.

The MSTM target models, in these computations, are comprised of randomly distributed
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spherical particles with size parameters x = ka = 2πa/λ = 1, 1.5, 2, and 4 where k, a and λ

denote wavenumber, particle radius and radiation wavelength. Targets are generated with

particle volume fractions varying from 0.05 to 0.4, and the dimensionless target thickness,

kH, ranges from a monolayer (i.e., kHT ∼ 2x) to values on the order of 50-100.

As mentioned earlier, the framework of the RT theory is based on the mutual far–field

and uncorrelated positions for the particles, and this approximation will fail in a densely

packed medium. Therefore, an additional purpose of this work is to test the accuracy of the

scalar RTE in predicting the absorption and hemispherically–integrated reflection for media

with relatively large particle volume fractions. In addition, the MSTM method becomes

impractical for deposits with large optical thickness. In this respect, by using the simulations

to identify the errors between the exact and RTE results, as well as classifying these errors

based on the sphere refractive index, size parameter, deposit volume fraction, and optical

thickness, we hope to identify the conditions under which the fast and efficient RT procedure

can be applied to particle deposits.

2.2 Computation methods

2.2.1 Multiple sphere T Matrix method

The MSTM method was used to calculate light scattering and absorption properties of

targets consisting of spherical particles. This method implements the analytical solution to

the time harmonic MWEs for a cluster of NS spheres, with each sphere characterized by

size parameter xi = k ai, complex refractive index mi = m′
i + im′′

i and position vector ri, for

i = 1, 2, . . . NS. At points external to the spheres, the vector electric field amplitude will be

given as the superposition of the incident field and fields scattered from each sphere,

Eext = Einc + Esca = Einc +

NS∑
i=1

Esca,i (2.1)
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The incident and scattered fields are represented by expansions of regular and outgoing vector

spherical wave functions (VSWFs) which are the vector eigenfunctions to the homogeneous

vector Helmholtz equation,

Einc =

Li
S∑

n=1

n∑
m=−n

2∑
p=1

f i
mnpN

(1)
mnp(r) (2.2)

Esca,i =

Li
S∑

n=1

n∑
m=−n

2∑
p=1

aimnpN
(3)
mnp(r − ri) (2.3)

in which N
(t)
mnp denotes the regular (t = 1) and outgoing (t = 3) VSWF of azimuthal degree

m, order n, and TM/TE mode p. In equations (2.2) and (2.3), f i and ai are known incident

and unknown scattering coefficients, respectively. The objective of this method is to calculate

the scattering coefficients for each sphere and to achieve this goal, continuity equations are

applied at the surface of each particle in the cluster. To employ the boundary conditions at

the surface of sphere i, the scattered fields from all the other particles are transformed, using

the VSWF addition theorem, to a regular expansion centered about i. Mie theory is then

used to relate the exciting and scattered fields for the sphere[79]. This leads to a system of

equations for the scattering coefficients,

aimnp + āinp

Ns∑
j=1
j ̸=i

Li
S∑

l=1

l∑
k=−l

2∑
q=1

H ij
mnp klq a

j
klq = āinp f i

mnp (2.4)

where āi denotes the Mie scattering coefficient for sphere i, which depends on mi and xi.

The outgoing VSWF translation matrix, H ij, depends only on the dimensionless position

of i relative to j. When the spheres in the cluster have the same truncation limit LS,

Eq. (2.4) represents a set of 2NSLS(LS + 2) linear equations for the scattering coefficients.
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Iterative methods are used to obtain a solution for a given incident plane wave direction and

polarization.

The MSTM computations involved clusters (described below) containing on the order

of Ns ∼ 103 − 104 spheres. Even on parallel platforms, such large systems of spheres could

require days of computational time to obtain a solution to Eq. (2.4); the main bottleneck

being the N2
s scaling of the matrix-vector multiplication used to compute the exciting field

at each sphere. To make the computations feasible a modification of the publicly–available

MSTM code was employed. The modification used a discrete Fourier convolution, coupled

with the Fast Fourier Transform (FFT) algorithm, to perform the translation operation in

Eq. (2.4). The process involves three basic steps, being 1) translation of the sphere-centered

outgoing expansions onto a new set of origins corresponding to a regular lattice, 2) mutual

translation among the lattice origins using the FFT convolution, and 3) translation of the

regular exciting field, centered about the lattice origins, to the original sphere origins. This

procedure can decrease the computational time by up to a factor of 100. A paper detailing

the procedure is currently in preparation.

Cylindrical targets, of radius RT and thickness HT were created by a simple Monte

Carlo scheme which randomly filled the volume with NS spheres of radius a; spheres were

not allowed to overlap, and a sphere was considered inside the target when the sphere origin

was inside the target volume. The volume fraction of the spheres was estimated as

fv =
4NSa

3

3R2
THT

(2.5)

A configuration of spheres, corresponding to a volume fraction of 0.3, is shown in Fig. 2.1. To

simulate plane-parallel conditions, the target radius RT should be considerably larger than

all other length scales present in the problem. For the sphere size parameters used in this

investigation (1–4) and most of the volume fraction/target thickness combinations, target
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radii of kRT ∼ 40 − 60 were sufficient to produce reflectance results that were invariant to

increasing RT .

For each solution for a target, the scattered power into the backwards hemisphere

was obtained by numerical quadrature of the scattered intensity, obtained for two mutu-

ally orthogonal linear polarization states of the incident wave, over the hemisphere. The

directional–hemispherical reflectance was then obtained by dividing the integrated power

by the target cross section πR2
T . Directional absorptance was calculated from the ratio of

the total absorption cross section of the target to the target cross section. The simulation

methodology does not allow a direct calculation of the directional–hemispherical transmit-

tance of the target, due to the effect of diffraction by the finite–radius target on the forward

scattered field. However, for highly absorbing, optically thick targets, for which the trans-

mittance would be expected to be vanishingly small, the results would consistently yield

reflectance + absorptance to within 2% of unity.

Figure 2.1: Spherical particle target sample used in MSTM computations.

A difficult situation to model was that corresponding to moderate to high optical thick-

ness and small volume fraction. This could create a target with a dimensionless thickness

on the order of kHT ∼ 100, and thus require a target radius that was, at least, two or three

times this amount. For such conditions the standard (non-FFT based) solution strategy was

used in MSTM; due to the relatively large spacings between the spheres in low fv conditions

the iterative solution converges very rapidly.
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2.2.2 Radiative Transfer Theory

The adding and doubling method (AD) was used to generate numerical solutions to the

scalar RTE for plane-parallel media [20, 55, 54]. The scalar (or phenomenological) RTE is

an integro–differential equation for the specific spectral intensity, and provides an approxi-

mation to the specific intensity relative to that obtained from the vector RTE. For the case

of directional–hemispherical reflectance and transmittance, the error in this approximation

is expected to be on the order of a few percent [69]. Mie theory was used to calculate

the extinction cross section, single-scattering albedo, and scattering phase functions of the

particles. Adding–doubling is a recursive method, in which the bidirectional reflection and

transmission matrices for a combined pair of layers are generated from the scattering prop-

erties of the individual layers. Initial values of the reflection and transmission matrices are

obtained from the optically–thin limit of the RTE, for which the matrices become functions

solely of the single scattering properties of the particles. The numerical computation is im-

plemented by means of the Radau quadrature formula in the zenith direction and employing

equally spaced points for azimuth dependency. The required number of quadrature points,

for a specific set of sphere properties, was established empirically. The calculations were val-

idated against the results of the vector radiative transport equation for the case of Rayleigh

scattering [17]. In addition, the results for all sphere classes satisfied energy conservation to

within a fraction of a percent.

2.3 Computational results

The MSTM calculations presented in this work were run on the Auburn University College

of Engineering compute cluster, using 16 processors. Each MSTM data point corresponds to

the average generated from 10 randomly–sampled configurations of the target. The amount

of time required to generate a point could vary from 10 minutes to 3 days, depending on

39



the number of spheres in the configuration and the sphere size parameter and refractive

index. The adding and doubling code was written in MATLAB language and run on a

desktop computer. Given the scattering phase function, as calculated by standard Lorenz-

Mie theory, the computational time to calculate reflection and transmission matrices over

the presented range of optical thicknesses was typically around 2 hours.

Shown in Figs. 2.2–3.6 are predictions of hemispherical reflection versus optical depth

as calculated by RT and MSTM procedures for refractive index of m = 2.5, 1.54, 1.9+0.03i,

1.46 + 2.75i, and 0.15 + 3.15i. The first, second, and last values are typical of pigment

materials (i.e., TiO2), quartz/fused silica, and gold in the visible wavelengths, whereas the

third and fourth can be associated with quartz at certain IR wavelengths. The plots (a, b,

c, and d) within each figure correspond to a fixed value of size parameter and curves within

each plot show the MSTM results for various volume fractions and the RT estimation. The

incidence is normal for all calculations, and reflectance is plotted vs. optical thickness τ ,

which is defined by

τ =
3fv HT Qext

4 a
(2.6)

where Qext is the Mie extinction efficiency for the sphere. For a fixed sphere size parameter

and refractive index, the RT hemispherical reflectance is a function solely of τ , whereas the

MSTM reflectance (for a sufficiently large target radius kRT ) will depend on the individual

values of kHT and fv. Note that all of the MSTM calculations in Figs. 2.2–3.6 do not

extend to the maximum plotted optical thickness of 4; the limit in such cases represents the

maximum computationally feasible result for the associated NS and/or target volume.

Several observations can be made regarding the results in these figures. First of all,

the predictions of the hemispherical reflection by the RTE and MSTM converge when the

particle volume fraction in the medium is less than around five percent. However, at higher

volume fractions the RT results can depart significantly from the exact simulations. Another
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Figure 2.2: MSTM and RT computations for directional-hemispherical reflection from the
modeled deposit with refractive index of m = 2.5 as a function of optical thickness.
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Figure 2.3: The same as in Fig. 2.2 except for the material with m = 1.54.
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Figure 2.4: The same as in Fig. 2.2 except for the material with m = 1.9 + 0.03i.

43



Figure 2.5: The same as in Fig. 2.2 except for the material with m = 1.46 + 2.75i.

44



Figure 2.6: The same as in Fig. 2.2 except for the material with m = 0.15 + 3.15i.
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important observation is that, for a set sphere size parameter and refractive index, the RT

reflectance is either consistently larger or smaller than the MSTM reflectance for all examined

volume fractions and optical thicknesses. In other words, as fv → 0, the MSTM results, for

fixed sphere properties, monotonically approach the RT limit from either above or below. It

is worth emphasizing that we were unable to associate the sign or magnitude of the MSTM-

RTE difference with the single scattering efficiency, albedo, or asymmetry parameter of the

sphere.

The presented results in the plots can be relevant for the interpretation of the reflection

behavior of densely packed media based on the size parameters of particles. One can see

from Figs. 2.2–3.4 that, for refractive indices with a small (or zero) imaginary part m′′, the

differences between RT and MSTM reflectance are greatest for the size parameter of unity

and decrease as size parameter increases. However, the situation is reversed for refractive

indices with a large imaginary part. As the results in Figs. 3.5 and 3.6 demonstrate, the

greatest differences between the RT and MSTM reflectance now occur for a size parameter

of 4. In particular, the RT/MSTM differences are nearly negligible for gold particles when

x = 1, yet become appreciable at x = 4. An additional feature of the large m′′ results is

that an increase in fv leads to an increase in reflectance for all particle size parameters.

The situation for small or zero m′′, on the other hand, is more complicated: different size

parameters can lead to MSTM reflectance either larger or smaller than RT.

The effect of particle concentration on the normal absorptance of the deposit is examined

in Figs. 3.7, 3.8, and 3.9, which correspond to refractive indices of m = 1.9 + 0.03i, 1.46 +

2.75i, and 0.15+ 3.15i, respectively. In stark contrast to reflectance, there are no significant

differences in the MSTM and RT absorptances for the range of volume fractions and size

parameters. To offer an interpretation of this behavior, we note again that the RT model is

based on two key assumptions: the particles are in their mutual far field, and the particle

positions are uncorrelated. This first assumption addresses the field exciting the individual
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Figure 2.7: MSTM and RT computations for directional absorption from the modeled deposit
with refractive index of m = 1.9 + 0.03i as a function of optical thickness.
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Figure 2.8: The same as in Fig. 3.7 except for the material with m = 1.46 + 2.75i.
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Figure 2.9: The same as in Fig. 3.7 except for the material with m = 0.15 + 3.15i.
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particles, and whether or not it can be represented as a transverse wave. The second, on

the other hand, relates to the far–field interference of waves scattered by separate particles,

and whether or not such interference will contribute to the scattered power from the system.

In this respect, differences between the RT and MSTM predictions of absorptance would be

associated primarily with the first mechanism, i.e., near–field effects. Since no significant

differences in absorptance are observed, we can conclude that — for the conditions examined

here – the differences in RT and MSTM reflectance with increasing fv are primarily the

result of increasing correlation among the particles. This conclusion is consistent with recent

observations by Mishchenko et al., in which an improved correspondence between vector RTE

predictions and polarimetric measurements of bidirectional reflection from dense particle

systems was obtained by using a modified phase matrix, which takes into account the particle

pair correlation function as a function of particle volume fraction [92].

2.4 Conclusion

The main conclusion – being that the scalar, independent—scattering RTE cannot reliably

predict the spectral hemispherical reflectance of densely packed systems of wavelength–sized

particles – is not especially surprising given the fundamental assumptions inherent in the

RTE. A more noteworthy conclusion is that the RTE predictions, when applied to such

systems, can be either greater or smaller than the benchmark MSTM results. In this respect,

the so–called mechanism of dependent scattering – which corresponds simply to conditions

under which the RTE is not valid – can either enhance or attenuate reflection from the particle

layer. Our limited calculations suggest that – as expected – the magnitude of this effect is

dependent on the particle volume fraction, yet the direction of the effect (enhancement

or attenuation) is an interdependent function of the particle size parameter and refractive

index. In particular, we did not observe a correlation between the direction of the dependent

scattering effect and a simple single–scattering property of the sphere.
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An additional point we wish to make is that the MSTM–based direct simulation of re-

flection from particle deposits is entirely feasible on relatively modest (by today’s standards)

parallel computational platforms. As such platforms advance and become more accessible,

we expect that direct simulation methodology will emerge as a practical means of calculating

reflection and absorption by discretely inhomogeneous layers such as pigment films, regolith,

powder coatings, and so on. The finite, 3-D target methodology used in this investigation

has shortcomings when applied to optically thick conditions, as such conditions will require

targets with large lateral width in order to model plane parallel conditions. We are currently

exploring two approaches to extend the direct simulations to optically thick conditions. One

approach is to use direct simulation to calculate the reflection and transmission matrices

of a target that is optically thin yet contains sufficient particles to account for dependent

scattering effects. The adding-doubling method can then be applied, using these matrices,

to predict the reflection and transmission from media of arbitrarily larger thicknesses. The

second approach is to reformulate the superposition solution to a plane layer by the use of

periodic conditions. In addition, we are currently extending the computations to examine

polarized bidirectional reflection from particle layers, and the results of these computations

will be presented in a subsequent report.
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Chapter 3

Direct prediction of bidirectional reflectance by dense particulate deposits.
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Abstract

To observe and study the effects of the volume packing density on polarimetric scatter-

ing by deposited particulate materials, a comparison is made between the vector radiative

transport equation (VRTE) and the plane wave plane parallel (PWPP) models for the po-

larized bidirectional reflectance and transmittance from plane parallel layers of randomly

distributed, wavelength–sized particles. Calculations have been performed on ice and min-

eral materials with refractive indices of m = 1.31 and m = 1.5 + 0.01i respectively. In these

simulations, particle volume fraction ranges from around 0.05 to 0.3 for deposits consisting

of spherical particles with size parameters of one and two.

It is found that the PWPP model results converge to those predicted by the VRTE at

small (∼ 5% or less) particle volume fractions. At higher volume fractions, the difference

between the PWPP and VRTE results depends strongly on the particle size and refractive

index, yet not so much on the optical thickness (equivalently, volume of particles per unit

area of layer).

PWPP simulation results of coherent backscattering effects – brightness opposition and

polarization opposition effects – for ice and mineral particles are also represented. Their

dependency on the particle volume fraction and particle size has been discussed.
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3.1 Introduction

In recent work we examined the prediction of directional–hemispherical spectral re-

flectance by random deposits of wavelength–sized spherical particles, as performed by exact

and by phenomenological methods [110]. The exact method in this work was the multi-

ple sphere superposition solution to the time–harmonic Maxwell wave equations (MWEs),

whereas the phenomenological method was the scalar radiative transport equation (RTE)

applied to a plane parallel medium, with single–scattering albedo and scattering phase func-

tions obtained from Mie theory.

Our results showed that RTE predictions of directional–hemispherical spectral reflectance

became less accurate, relative to the exact method, as particle concentration approached

densely packed conditions (i.e., particle volume fractions fv ∼ 0.2 − 0.5 for monodisper-

sions). This was, of course, entirely expected, as it is assumed in the RTE that particles are

in their mutual far–field radiation zones of each other [89]; for spheres with order–unity size

parameters, such conditions are reached at fv below around 0.02-0.05.

In this chapter, we extend this examination to the prediction of bidirectional, polarized

spectral reflectance and transmittance from a plane parallel layer of spherical particles. In-

stead of the exact superposition solution, we employ the plane wave plane parallel (PWPP)

model, derived in [77], to generate numerical solutions to the MWEs for the particle layer.

The PWPP model represents the plane parallel, discretely inhomogeneous layer as a square,

2D periodic lattice of unit cells. The thickness of the cell spans that of the layer, and the cell

width is chosen to be well larger than the characteristic correlation length of the particles.

The cell contains a microscopically-detailed configuration of the particulate medium, which is

generated using Monte Carlo methods, and the entire layer is excited by a linearly polarized

plane wave of set incidence. The PWPP method directly calculates the directional distribu-

tion of reflected and transmitted electric field amplitude for the configuration, and average
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(random media) properties are obtained by averaging over multiple, randomly–sampled cell

configurations.

Simulation experiments are performed on two categories of particles, representing weakly-

absorbing mineral matter and ice particles. The particles are taken to be spherical in shape,

monodisperse, and can have size parameter of one and two. A range of particle volume

fractions was applied to each set deposit. Based on the simulation results, we discuss under

what conditions it is appropriate to use the classical VRTE method to simulate scatter-

ing properties by the deposit, and how the polarized radiation fields depend on the sphere

size, refractive index, deposit volume fraction, and thickness. Such research is relevant to

remote sensing applications, such as detecting and identifying particulate man–made or

natural systems. Numerous investigations have been performed to understand the impact

of the optical and physical characteristics of particulate materials on scattering properties

[111, 67, 106, 105, 131, 141, 95] specially in the dense packed media [60, 74, 127, 98].

This chapter is organized as follows: the following section is a short summary of compu-

tational methodologies; i.e., the PWPP technique and the adding and doubling method that

is used to solve the VRTE. Section 3 presents a comparison of scattering matrix elements

predicted by these two techniques. Finally, a summary and conclusion are presented in the

last section.

3.2 Theoretical background

3.2.1 Periodic Plane Parallel model

The key objective of the MWEs solver is to generate a solution for the scattered field pro-

duced by plane wave incidence on a microscopically–detailed configuration of an inhomoge-

neous plane parallel medium. Given this capability, the sought random–medium scattering
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properties of the medium can be obtained by the appropriate averaging of the configuration–

dependent properties over multiple randomly–sampled configurations. The degrees of free-

dom (DOF) in the plane-wave scattering solution method, when applied to a volume V

containing an inhomogeneous medium, will generally scale with k30V where k0 = 2π/λ0 is

the free space wavenumber. Since the target, in this case, is laterally infinite, some ap-

proximation or idealization of the medium geometry is needed to produce a finite system of

equations.

In our previous examination, we modeled the particle layer as a finite-volume cylin-

drical target having a radius significantly larger than all other characteristic lengths in the

problem [110]. Random configurations of spheres were generated in the target volume, and

the multiple sphere T matrix (MSTM) code was used to compute the scattered field pro-

duced by incidence along the z axis (i.e., normal incidence). The hemispherical reflectance

was obtained by numerical integration of the scattered intensity over the backwards hemi-

sphere and the normal absorptance was obtained from the total absorption cross section,

both quantities divided by the target projected area. Hemispherical transmittance was ob-

tained from these two properties via energy conservation. We demonstrated empirically that

a sufficiently large target radius could be identified that resulted in radius–independence of

the calculated hemispherical properties.

A limited set of calculations, using the MSTM code, also demonstrated that the finite-

volume target model of a plane parallel medium suffered significant drawbacks when used

to predict either bidirectional reflection or hemispherical reflection at non-normal incidence,

in that increasingly oblique scattering or incidence angles required larger target radii to

establish target–independent results. Furthermore, the direct calculation of transmission,

either hemispherical or directional, is corrupted by the forward diffraction that is present in

any scattering calculation of a finite–sized target.
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For this (and other reasons), we adopted for this study a computational model that

explicitly accounts for the infinite volume of the scattering medium. The approach used

follows that developed by [27, 121] in which periodic conditions are imposed in the lateral

plane. Specifically, the plane parallel layer is assembled from a 2D infinite periodic lattice of

W ×W ×H unit cells, where W is the cell width and H the thickness of the layer, with each

unit cell containing a microscopically-specified and identical inhomogeneous distribution of

material. As opposed the formulations in [27, 121, 76], in which a discrete dipole (DD) model

was adapted to the 2D periodic lattice, an integral formulation and associated computer code

specific to the periodic, plane parallel layer was derived and developed.

This formulation is described in detail in [77]; a brief synopsis will be given here. In

what follows all lengths are made dimensionless by scaling with k0, and the time harmonic

factor is taken to be e−iω t. Within the layer the complex electric field amplitude will be

governed by

(−∇×∇× +ϵ(ρ, z) ) E(ρ, z) = 0 (3.1)

in which ρ = x̂x+ ŷ y is the lateral position vector, z is the depth coordinate, and ϵ = m2 is

the position-dependent permittivity. The periodic conditions of the electric field amplitude

in the lateral plane are identically satisfied by the expansion

E(ρ, z) =
∑
s

ps(z) eiks
ρ·ρ (3.2)

in which ks
ρ is the 2D reciprocal lattice (RL) vector given by

ks
ρ = k0

ρ +
2πs

W
, s = sx x̂+ syŷ, sx, sy = 0,±1, ±2, . . . (3.3)

with k0
ρ denoting the project of the incident propagation vector onto the lateral plane, and

ps(z) is a vector amplitude function for the s RL mode. By utilizing the orthogonality
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properties of the exponential functions when integrated over the lateral area of the unit cell,

a system of vector ordinary differential equations (ODEs) in z can be obtained from Eq. (3.1)

for each RL mode index s. This system can be put in the form

(
−∇̃s × ∇̃s ×+ϵ

)
ps(z) = −as(z; ϵ) (3.4)

where

∇̃s× =


0 −d/dz i ksy

d/dz 0 −i ksx
−i ksy i ksx 0

 (3.5)

The source function as(z; ϵ) – which is equivalent to a displacement field – is defined by

as(z; ϵ) =
∑
s′

(
ϵs−s′(z)− ϵ δs−s′

)
ps′(z)

=
∑
s′

ϵ̂s−s′(z; ϵ)ps′(z) (3.6)

with δs−s′ denotes the Kronecker delta function, and ϵs(z) denotes the lateral finite Fourier

integral transform of the permittivity distribution in the unit cell:

ϵs(z) =
1

W 2

∫ W/2

−W/2

dx

∫ W/2

−W/2

dy e−iks
ρ·ρ ϵ(ρ, z) (3.7)

The complex–valued parameter ϵ can be viewed as a reference (or effective) permittivity of

the medium: it has no effect on the amplitude function ps(z) for a given spatial distribution

of permittivity and a given incidence – which can be seen by combining Eqs. (3.6) and (3.4)

– yet it will have a substantial effect on the numerical effort required to obtain a solution.

It is implicitly assumed that the summation over the x and y RL indices in Eqs. (3.2) and
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(3.6) can be truncated at some appropriate maximum index smax, which would result in

(2 smax + 1)2 vector ODEs in all.

A 1D dyadic Green’s function (DGF) can be derived for the ODE of Eq. (3.4). Unlike

the free space DGF used in traditional DD methods, the DGF employed here explicitly

accounts for the boundaries of the slab at z = 0 and H. Specifically, the DGF gives the

s-mode field at point z resulting from a source at point z′, with both z and z′ residing within

a slab of thickness H and uniform permittivity ϵ that is backed on both sides by a medium

of unit permittivity. A 1D integral solution to Eq. (3.4) can be constructed from the DGF

via

ps(z) = Φ0(z; ϵ) δs +

∫ H

0

Gs(z, z′; ϵ) · as(z′; ϵ) dz′, 0 < z < H (3.8)

where Φ0(z; ϵ) is the complex vector amplitude existing in the homogeneous reference slab,

of permittivity ϵ, when excited by the incident wave, and Gs(z, z′; ϵ) is the DGF for the slab.

An integral equation for the source function as(z; ϵ) is obtained from the discrete con-

volution of Eq. (3.8) with the transformed permittivity, per Eq. (3.6). This equation is

discretized by dividing the layer thickness into NH elements, each of thickness dH = H/NH ,

and within which the source function is assumed constant. Likewise, the transformed per-

mittivity in Eq. (3.7) is calculated, at each layer element, by dividing the lateral area into

N2
W square elements each of width dW = W/NW , assigning a uniform permittivity to the

element based upon the material distribution within the element, and approximating the

Fourier integrals with a discrete Fourier transform; this operation can be performed with a

FFT. The working system of equations so derived appear as

as,j −
∑
s′

ϵ̂s−s′,j

NH∑
j=1

Gs′,j,j′ · as′,j′ = ϵ̂s,j Φ0,j (3.9)

where superscript j denotes the depth coordinate. The application of the DFT to calculation

of the permittivity spectrum constrains the largest RL mode index to smax = NW/2, and the
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associated maximum wavevector magnitude to kmax = π/dW . In the calculations performed

here a significantly smaller range of RL modes will be retained; this is discussed further at

the end of this section.

The scattered far-field from the periodic layer takes the form of a diffraction pattern,

i.e., a discrete superposition of transverse plane waves with propagation direction vectors ks

given by

ks = ks
ρ + σ ksz (3.10)

kz =
(
1−

∣∣ks
ρ

∣∣2)1/2

(3.11)

with σ = ±1 denoting whether the wave is propagating upwards (transmission) or downwards

(reflection). The complex amplitude of the s mode reflected or transmitted wave will be a

function solely of the corresponding s mode source coefficients. Only the propagating RL

modes, corresponding to
∣∣ks

ρ

∣∣ < 1, will appear in the far-field reflection and transmission,

yet the evanescent modes (
∣∣ks

ρ

∣∣ > 1) will contribute to the coupling of EM energy between

lattice planes (per Eq. (3.9)) and as such will indirectly affect the far-field scattering. The

polar angle increment between diffraction peaks is sin∆θ = 2π/W , or ∆θ ∼ 2π/W for

2π/W ≪ 1, and in this respect a criterion for the unit cell width W is that it be sufficiently

large to provide a sufficiently fine RL mesh to resolve the directional features of reflection

and transmission.

The discretized numerical model in Eq. (3.9) contains 3N2
WNH degrees of freedom

(DOF), with the 3 accounting for the 3D vector nature of the source function. A lim-

ited set of calculations presented in [77] indicated that – under random media conditions –

the number of RL modes could be truncated to a value N2
R ≪ N2

W with negligible effect on

the calculated hemispherical reflectance and transmittance properties of the layer [76]. A

convenient parameter for indicating the cutoff point is the wavenumber kR, defined so that

60



NR = WkR/π = NWdkR/π. Setting kR = 1 would include primarily the propagating modes

in the calculation, and kR = π/d would include all N2
W modes. Implementing this strategy

is basically equivalent to performing a spectral windowing (or filtering) operation on the

permittivity distribution in direct space. That is, the convolution over index s′ in Eq. (3.9)

would be performed by the ubiquitous FFT procedure, and doing so requires storage of

the permittivity distribution at 4N2
R spatial points. This distribution is obtained by first

generating permittivity distributions in the W 2H unit cell, which are then FFT’d, square

windowed, and inverse FFT’d back to the spatial domain. The advantage of the method is

that it retains the benefits of the large W – in that it can be chosen to provide a sufficiently

small angular resolution – while reducing the size of the system of equations to a tractable

level.

A simple Monte Carlo algorithm is used to produce random configurations of spheres

in the unit cell. The algorithm places NS spheres in the cell subject to the constraint that

the spheres do not overlap, and no part of the sphere extends beyond the boundaries at

z = 0 and H. Periodic conditions are identically imposed on the lateral boundaries: a

part of a sphere extending beyond one boundary will be placed on the inside surface of the

opposite boundary. This procedure is contrived in that it does not attempt to explicitly

model the physical mechanisms of particle deposit formation, yet it does create an inhomo-

geneous medium comprised of impenetrable monodisperse spheres that, statistically, have a

uniform volume concentration. This medium is not claimed to be realistically representative

of natural particulate media, yet it does provide a controlled condition to which the compu-

tational models (PWPP, VRTE) can be applied. The particle volume fraction reported in

the calculation results represents the average within the cell, i.e., fV = 4πNS a
2
S/3W

2H.

A Fortran-90+MPI code was developed to generate solutions to Eq. (3.9). For a given

unit cell configuration and incident direction, calculation of the 2 × 2 complex amplitude

matrix and the 4× 4 Stokes matrix, for reflection and transmission and at each propagating
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RL mode, require a pair of solutions to Eq. (3.9) for two mutually orthogonal incident

polarizations. The linear system in Eq. (3.9) is solved iteratively using the biconjugate

gradient algorithm, and the convergence rate of this algorithm is strongly affected by the

choice of the reference permittivity ϵ. In [77] it was shown that the optimum ϵ corresponds

to the effective permittivity of the medium, which describes the propagation and attenuation

of the coherent field. In the present work we use a heuristic scheme to assign a value to ϵ,

in which

m =
√
ϵ = mV + i κ

2
(3.12)

where mV is the volume-averaged complex refractive index of the unit cell, and κ is the

dimensionless radiative transfer extinction coefficient calculated from

κ =
3Qext fV

4aS
(3.13)

with Qext the Mie extinction efficiency for the sphere of dimensionless radius a and refractive

index mS and fV is the particle volume fraction in the cell.

Calculation of observable polarized bidirectional reflection and transmission, for random

media, require configuration averages of the amplitude and Stokes matrices at the propagat-

ing RL directions. The coherent reflection and transmission elements of the layer correspond

to those calculated from the configuration–averaged reflected and transmitted amplitudes,

and the diffuse reflection and transmission elements are obtained by subtracting the coherent

properties from the configuration–averaged values. In our simulations the particle positions

between any two configurations are completely uncorrelated, and for this case the coher-

ent reflection and transmission will theoretically average to zero for all directions except

s = (0, 0), i.e., specular reflection and line-of-sight transmission. This condition is automat-

ically imposed in the calculations, so that diffuse reflection/transmission, at any direction

except s = 0, is simply the averaged reflected/transmitted matrix elements.
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In the present investigation the incident direction is taken to be normal: this results in

a computational advantage as well as a computational problem. The advantage is that for

normal incidence the incident plane – which is used to define the parallel and perpendicular

components of the incident polarization – can be analytically rotated to coincide with the

scattering plane for each RL direction. This allows the reflection and transmission matrix

elements, computed for each configuration, to be numerically averaged over azimuthal angle,

and considerably reduces the number of configurations needed to produce steady averages.

The disadvantage of normal incidence is that it makes problematic the computational

identification of coherent backscattering effects. It’s name notwithstanding, coherent backscat-

tering would be classified as a diffuse effect in the present investigation: it is a feature of

scattering by a discretely random inhomogeneous medium for a specific configuration (which

is present because the particles are impenetrable and have finite size), whereas coherent re-

flection, as defined here, is due entirely to the fact that the layer boundaries are fixed from

one configuration to another. The angular width of the coherent backscattering peak will

be also be proportional to the particle number density, whereas the coherent reflection peak

(a.k.a., the specular peak) would appear as a delta function (i.e., zero angular width) for the

idealized model.

For normal incidence the specular reflection direction (the reflection of the incident

direction in the x − y plane) coincides with the backscattering direction (the reverse of

the incident direction). Both the averaged reflection matrix elements, and those computed

from the averaged amplitude, will be relatively large at the specular reflection direction,

and because of this the calculation of the diffuse component can suffer from numerical loss–

of–precision errors. In addition, the coherent reflection can exhibit interference behavior

with changing H, which is an artifact of the idealized, perfectly–flat geometrical model of

the layer [104]. In principle this effect should be absent in the diffuse reflection component

at s = 0, yet our calculations results indicate that some physically anomalous behavior
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can be present (e.g., ”negative” coherent backscattering) especially for relatively small layer

thicknesses. We should mention that the perfectly flat boundary of the layers is artificial

and not representative of natural particle deposits or layers. The Monte Carlo procedure

used to generate the configurations results in a ‘surface roughness’ length scale comparable

with the particle radius; in natural conditions the roughness length would be expected to

be considerably larger. The simple model has been chose primarily so that the condition

for the particle volume fraction going from zero to some uniform set value over a distance

of a particle diameter can be tested. This allows for a less ambiguous comparison with

VRTE calculations in that, for the latter, we can take the scattering medium properties to

be uniform.

Figure 3.1: Two dimensional plots of scattering matrix elements for light reflected by ice
deposit. The thickness of the deposit is 20 and ice particles have the nondenominational
radius of two. This plots depicts the normalized diffuse reflection for one configuration of
random positioned ice particles.
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Figure 3.2: The same as in Fig.4.1, except that it was averaged out over 500 configurations
of random positioned ice particles.
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An indication of the need for configuration averaging is illustrated in Figs. 1 and 2.

Figure 1 shows the directional distribution of reflection matrix elements calculated for a

single configuration, in this case a deposit of unit size parameter ice spheres (m = 1.31)

with a volume fraction of 0.2 and dimensionless thickness 20. The horizontal and vertical

axes correspond to sin θ cosϕ and sin θ sinϕ, with θ and ϕ denoting the polar and azimuth

angles. Incidence is normal, and the matrix elements are defined with the incident plane

corresponding to the x̂−ẑ plane. The actual inhomogeneity of the configuration produces the

characteristic speckle pattern seen in Fig. 1. Figure 2 shows the distributions averaged over

500 randomly sampled configuration. As can be seen, averaging extinguishes the speckle

pattern, and results in the emergence of the macroscopic reflection characteristics of the

layer.

3.2.2 Radiative Transfer Theory

The adding-doubling (AD) method for targets in parallel plane geometry provides one of the

most accurate solutions to the radiative transfer equation. The method was introduced by

Van de Hulst [128] and developed by Haan [20] to solve the VRTE which fully accounts for

polarization effects. The target is considered as a pile of thin sublayers in the sense that each

layer can be assumed as a homogeneous medium, so the optical properties do not vary along

the optical thickness. The essence of the technique is based on the successive scattering back

and forth between the slab layers. The method assumes the knowledge of the reflection,

transmission, and absorption for a single thin layer. In this study, the first layer is thin

enough so one can neglect the multiple scattering effects. Therefore, its optical properties

can be represented by single scattering properties of the medium (i.e., phase function, albedo,

extinction efficiency). One can then calculate the reflection and transmission by doubling the

first thickness and repeat the process until the desired thickness is reached. It is important to

note that integrations over the polar scattering directions were solved numerically using the
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Radau quadrature approximation. Numerical integration over azimuthal angle was handled

by means of equal distance points between θscat = 0◦ and θscat = 360◦, such that the number

of points in the azimuth direction was at least two times the total quadrature points.

In these simulations, the first layer has an optical thickness τ = 2−30. The phase

function and albedo were evaluated using the classical Lorenz–Mie theory. The number of

quadrature points was between 30 and 40 and azimuthal angles of 60 to 80 points depending

on the optical thickness. The adding-doubling VRTE code was written in the MATLAB and

performed on a workstation computer.

3.3 Comparison of VRTE and PWPP for bidirectional reflectance and trans-

mittance

The comparison of VRTE and PWPP models are presented in this section. We calculated the

reflection and transmission matrices, for normal incidence, of particulate materials consisting

of ice, with m = 1.31, and weakly-absorbing mineral matter with m = 1.5 + 0.01i. The

particles were modeled as monodisperse spheres with dimensionless radii of a = 1 and 2.

The calculations are conducted using values of particle volume fractions of approximately

fv= 5%, 10%, 20%, and 40%, such that the optical thickness, denoted by τ , remains constant

in each case:

τ = KextH =
3

4

H

a
fvQext (3.14)

where Kext and Qext are the dimensionless extinction coefficient and extinction efficiency

calculated by Mie theory, and H is the dimensionless thickness of the target. This pro-

cess allows us to apply simulations on a target ranging from a thick deposit with a dilute

concentration of particles to a thin densely–packed slab (close to a monolayer in some cases).
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Optical Properties (PWPP Method)

Material Volume Number of Optical Dimensionless Hemispherical Hemispherical
Fraction Particles Thickness Thickness Reflection Transmission

Type 1 0.050 9611 0.232 80 0.089 0.114
Type 1 0.098 9611 0.174 40 0.075 0.082
Type 1 0.131 9611 0.153 30 0.070 0.069
Type 1 0.196 9611 0.098 20 0.050 0.040
Type 1 0.261 9611 0.066 15 0.033 0.023
Type 2 0.053 1284 0.867 80 0.094 0.482
Type 2 0.107 1284 0.681 40 0.084 0.408
Type 2 0.143 1284 0.570 30 0.079 0.353
Type 2 0.214 1284 0.409 20 0.082 0.252
Type 2 0.285 1284 0.250 15 0.061 0.160
Type 3 0.067 13127 0.937 80 0.202 0.216
Type 3 0.134 13127 0.722 40 0.169 0.156
Type 3 0.179 13127 0.592 30 0.143 0.117
Type 3 0.268 13127 0.411 20 0.092 0.062
Type 3 0.354 13127 0.329 15 0.0545 0.039
Type 4 0.046 1098 2.384 80 0.200 0.506
Type 4 0.091 1098 2.070 40 0.185 0.492
Type 4 0.122 1098 1.840 30 0.176 0.469
Type 4 0.183 1098 1.395 20 0.158 0.400
Type 4 0.244 1098 1.039 15 0.140 0.311

Optical Properties (RTE Method)

Material Optical Extinction Hemispherical Hemispherical
Thickness Efficiency Reflection Transmission

Type 1 0.25 0.083 0.092 0.125
Type 2 1 0.620 0.096 0.574
Type 3 1 0.242 0.217 0.260
Type 4 2.5 1.813 0.213 0.512

Table 3.1: Table properties of the targets tested in this paper
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The number of configurations required to produce relatively smooth directional distri-

butions of reflection and transmission ranged between 500 and 1000. Depending on the

target properties, such as particle size, refractive index, and the number of spheres in the

sample, the total simulation time was a few minutes up to two days on the Auburn Univer-

sity compute cluster. The time required to run a VRTE calculation took about five hours

on a desktop computer.

Given in 3.1 are relevant simulation parameters and global calculation results for the

PWPP simulations. The four test cases correspond to 1: a = 1, m = 1.31, and RT optical

thickness τ = 0.25; 2: a = 2, m = 1.31, τ = 1; 3: a = 1, m = 1.5 + 0.01i, τ = 1; and 4:

a = 2, m = 1.5 + 0.01i, τ = 2.5. Thedirectional-hemispherical reflection and transmission

given in 3.1 denote the diffuse values, whereas the PWPP optical thickness corresponds

to that calculated from the line-of-sight optical transmission. For the particle sizes and

refractive index used in the simulations, and for a fixed RT optical thickness, an increasing

particle volume fraction results in a decreasing hemispherical reflection and transmission;

this result is consistent with our previous investigations [110].

Shown in Figs.3.3–3.6 are plots of diffuse transmission (scattering angle 0 ≤ θ < 90◦) and

reflection (90◦ < θ ≤ 180◦) matrix elements for the four cases. The solid curves correspond

to PWPP results at different particle volume fractions, and the dashed curve is the VRTE

prediction. The S11 values have been normalized so that they integrate over a sphere to

unity; absolute values of S11 would be obtained by multiplying the plotted curves by the

total diffuse scattered fraction (hemispherical reflection + transmission). In this regard the

S11 curves show the relative distribution of scattered radiant energy; note that the PWPP

total diffuse scattering, per 3.1, decreases with increasing particle volume fraction. For all

four cases, the effect of increasing fv is to shift the relative scattering distribution towards

the backwards (reflection) directions. Not surprisingly, simulation results by PWPP method

approach to those by VRTE as the particle volume fraction decreases. In particular, VRTE

69



0 30 60 90 120 150 180
0.000

0.001

0.002

0.003

0.004

0.005

scattering angle, deg

S
1
1

x = 1, m = 1.31, OT = 0.25fv=0.261

fv=0.196

fv=0.131

fv=0.098

fv=0.049

RTE

0 30 60 90 120 150 180
-0.2

0.0

0.2

0.4

0.6

0.8

1.0

scattering angle, deg

-
S
1
2
/S
1
1

0 30 60 90 120 150 180
0.0

0.2

0.4

0.6

0.8

1.0

scattering angle, deg

S
2
2
/S
1
1

0 30 60 90 120 150 180
-1.0

-0.5

0.0

0.5

1.0

scattering angle, deg

S
3
3
/S
1
1

0 30 60 90 120 150 180
-0.2

-0.1

0.0

0.1

0.2

scattering angle, deg

S
3
4
/S
1
1

0 30 60 90 120 150 180
-1.0

-0.5

0.0

0.5

1.0

scattering angle, deg

S
4
4
/S
1
1

Figure 3.3: Six elements of scattering matrix are depicted as a function of polar scattering
angles for different target thicknesses. The results of VRTE simulations (red dashed lines)
and PWPP simulations (solid lines) are compared for m = 1.31, x = 1.
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Figure 3.4: The same as in Fig.3.3, except particle size parameter is x = 2.
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Figure 3.5: The same as in Fig.3.3, except the refractive index and particle size parameter
are m = 1.5 + 0.01i and x = 1.
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Figure 3.6: The same as in Fig.3.3, except the refractive index and particle size parameter
are m = 1.5 + 0.01i and x = 2.
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and PWPP measurements for fv= 5% are in relatively close agreement, while the PWPP

results monotonically depart from VRTE as particle concentration increases. This simulation

result is consistent with observations by Mishchenko et al,. and Muinonen et al,. [92, 97].

We note that for the sphere size parameters used here, a volume fraction of 5% will generally

comply with the mutual far–field scattering zone condition that is a basis of the VRTE

derivation [126, 96, 73, 15].

An increasing particle volume fraction tends to shift the polarimetric ratio curves in

Figs. 3.3–3.6 uniformly away from the radiative transfer results. This shift is generally

monotonic (increasing fv = increasing shift), yet one exception is in Fig. 3.3 for S22/S11

for which the direction of the shift undergoes a reversal at fv ∼ 0.2. With the important

exception of the backwards scattering region (θ ∼ 180◦), particle concentration effects do

not appear to create distinct features in the polarimetric ratio curves.

3.3.1 Opposition effects

A key distinction between the PWPP and VRTE model results are the coherent backscatter-

ing (CB) effects occurring in the small angular region about θ = 180◦. Such effects arise from

phase interference of waves scattered by a discretely random inhomogeneous medium: in the

backwards direction, such interference will be constructive and will lead to the so–called

brightness opposition (BO) and polarization opposition (PO) effects [93, 89].

There have been several experimental and theoretical examinations into the dependency

of the opposition effects to the optical properties of the scatterers. Nelson et al. in 2000

([101]) discussed this dependency to the particle size parameter and compared their exper-

imental measurements to the theoretical results by Mishchenko ([88]). The PO effects by

the regolith surfaces had been observed and studied by Shkuratov et al. in [117], in which

simulations were conducted to show how different optical properties such as albedo, particle

size, and volume packing density affect the coherent interference. The works by Hapke et al.
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Figure 3.7: S11 and S12 at the coherent backscattering direction as a function of polar
scattering angles for different target thicknesses. The results of VRTE simulations (dotes
lines) and PWPP simulations (solid lines) are compared for m = 1.31, x = 1.
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Figure 3.8: The same as in Fig.3.7, except particle size parameter is x = 2.
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Figure 3.9: The same as in Fig.3.7, except the refractive index and particle size parameter
are m = 1.5 + 0.01i and x = 1.
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Figure 3.10: The same as in Fig.3.7, except the refractive index and particle size parameter
are m = 1.5 + 0.01i and x = 2.
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Figure 3.11: The same as in Fig.3.7, except the refractive index and particle size parameter
are m = 1.31 and x = 1.
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Figure 3.12: The same as in Fig.3.7, except the refractive index and particle size parameter
are m = 1.5 + 0.01i and x = 2.
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[49], [50] and Helfenstein et al. [51] provide results showing that low albedo targets create

pronounced brightness opposition peaks. It has also been shown in [24] that the angular

width of BO and PO peaks increases as the particle size parameter become smaller. The

dependency of CB peaks to its baseline is explained by Mishchenko et al. in the book [94].

Details of the S11 and −S12/S11 reflection predictions, in the range 160◦ ≤ θ ≤ 180◦, are

shown in Figs. 3.7-3.10. As is seen in the graphs, all PWPP model results produce a BO peak

at 180◦ and a negative polarization branch. Such behavior is absent in the VRTE model,

which is incapable of accounting for phase interference effects. For the specific calculation

parameters used here, the height of the BO peak appears to be strongly dependent on the

dimensionless particle size and the particle volume fraction. For size a = 1 and both values

of refractive index, increasing volume fraction results in a decreasing BO peak, whereas the

opposite trend is the case for a = 2. In all results the height of the peak ranges from 1.2 to 1.8

of the baseline S11; theoretically, the maximum BO peak height must be twice the baseline

or less [94]. A precise estimation of the width of the BO peak is difficult due tothe fact

that the width is only marginally larger than the PWPP angular resolution, which for the

calculations performed here is approximately ∆θ ∼ 2π/W ∼ 3.6◦. Nevertheless, the size a =

2 results, for both refractive indices, indicate that the width of the BO peak increases with

increasing volume fraction; this is consistent with the theoretical understanding of brightness

opposition, for which the width of the peak is inversely proportional to the mean free path,

and, for fixed particle properties, will increase with increasing particle concentration.

Analogous trends are seen for the polarization opposition effects in Figs. 3.7–3.10. The

depth of the PO branch decreases with volume fraction for size a = 1, and the opposite trend

occurs for a = 2. Likewise, the a = 2 particles produce a wider negative polarization branch

than that for a = 1.

To examine the effect, if any, of the optical thickness on the BO and PO behavior,

additional calculations were performed, corresponding to a = 1, m = 1.31 with τ = 1 (i.e.,
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the optical thickness used for the a = 2 ice particles), and a = 2,m = 1.5 + 0.01i with τ = 1

(that used for the a = 1 mineral particles). Results, which are shown in Figs. 3.11 and 3.12,

are entirely consistent with those previously discussed: increasing concentration results in

a smaller BO peak and negative polarization branch for a = 1, whereas the opposite is the

case for a = 2.

We should mention that in the PWPP method, the prime function of the unit cell

is to model a sufficiently large representational sample of the inhomogeneous medium. In

this regard, the size requirement for the cell (i.e., the choice of dimensionless cell width W)

is that it be well in excess of the largest length scale characterizing the structure of the

inhomogeneous medium; this length scale will typically be on the order of the particle size.

We use a cell width of 100 in the calculations, and this choice is dictated more on the need to

provide sufficiently small angular resolution (2π/W ) of the scattered field. To test whether

the results were independent of W, we performed a limit set of calculations using a cell

width of 150, and results from these calculations were not significantly different than those

for W=100. An illustration is given in Fig. 3.13, which shows the BO peak for the particle

conditions of Fig. 3.7, corresponding to fv = 0.261, as calculated for W=100 and 150.
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Figure 3.13: S11 at the coherent backscattering direction as a function of polar scattering
angles for targets of different widths, w=100 and w=150.
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3.4 Conclusions

The exact plane wave plane parallel (PWPP) and the phenomenological VRTE methods have

been used to predict the polarimetric scattered radiation fields by monodisperse, randomly

distributed wavelength–sized spherical particles. Our predictions indicate that an increase

in particle volume fraction shifts the angular distribution of scattered radiation towards the

backwards direction, relative to that predicted by a RT model with the same particle size,

composition, and optical thickness. In addition, increasing particle concentration generally

– but not always – results in a monatomic shift of the Sij/S11 ratios away from the VRTE

predictions.

The PWPP model can predict brightness opposition and polarization opposition fea-

tures that are consistent with previous modeling efforts using exact simulation methods [24].

Further refinement of the PWPP model is needed to extent the angular resolution of the

method while maintaining tractable computational overhead. For the present, random–

media based modeling efforts, the dominant fraction of the PWPP computational time is

spent on collecting an adequate number of solutions to specific, randomly–sampled particle

configurations in the unit cell, so that the speckle features, which dominate the scattering

patterns for specific solutions, can be sufficiently averaged out to reveal the bulk medium

behavior. Our current efforts are aimed at finding some shortcut to this issue.
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Chapter 4

Direct simulation of spectral reflectance by pigment–binder coatings.
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Abstract

In this research we studied the prediction of spectral reflection and transmission by

pigment-binder coatings in order to examine the effects of physical and optical properties

of pigment particles such as chemical composition, particle volume fraction, and particle

size parameter. The simulations have been performed using the Plane Parallel Plane Wave

(PWPP) method which is based on a solution to the frequency domain Maxwell’s equations

for particulate systems excited by plane wave incident fields. The primary objective of this

project stems from detecting potential materials which produce similar reflectivity of titania

(titanium dioxide) particles and identifying conditions that reduce the diffuse and coherent

transmission of visible light through particulate deposits.
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4.1 Introduction

Titanium dioxide (TiO2, titania) particles are present in various aspects of human daily life

[133, 123, 120, 7]. In recent decades, these particles have been considered as an alternative

material of many resources of light scattering in papers, plastics, coating, sunscreen, inks,

food coloring, and pigment materials mainly due to their high reflectivity, the whitening

effect, and that they are inert material (mechanically and chemically stable).

The TiO2 powder is produced from a variety of titanium ores via the older sulfate or

newer chloride processes [39, 31, 32]. After mineral products are purified they are converted

into crystalline pigment particles in specific sizes. Both methods, sulfate and chloride, pro-

duce pigment grades in crystal forms; however, titanium dioxide bash particles produced by

sulfate process are usually utilized in paper or fiber productions due to having softer prop-

erties. In general, the production process of the TiO2 particles is so competitive and mostly

confidential so it is almost impossible to describe all available production processes and its

cost in details. More details of the production process can be find in [99, 116, 84].

Over the years, TiO2 is the highest opacifying pigment used in coating industries, but

it is also the most costly one. High demand of titanium dioxide particles and the supply

shortage have forced coating industries to find a balance between cost and quality. One

method includes partial substitution of TiO2 with low-cost pigments. So finding a less

expensive material that doesn’t reduce quality and effectiveness is substantial to reducing

the cost of TiO2 formulations.

In this chapter, we examine the directional-hemispherical reflectance by non–TiO2 pig-

ment systems. First, the effects of the pigment optical and physical properties (such as

the particle size, volume concentration, particle shape, and the layer deposit structure) have

been tested on scattering characterizations of pigment-binder coatings composed of randomly

positioned TiO2 particles. We also studied the effects of adding to, or replacing the TiO2
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pigment material by particles having different chemical compositions. In this simulation, the

layer deposit was modeled as a system composed of TiO2 and non–TiO2 pigment particles

in spherical, rectangular cubic, and ellipsoid geometries.

We also conducted simulations to examine how particle configurations such as crystal

structure, alter reflection. The primary goal was that how particle arrangements and move-

ments affect scattering properties. A subroutine by MATHEMICA software was developed

to create a perfect lattice by TiO2 particles and these particles were osculating around their

positions in random directions till perfect random media was created. For the next section,

the aggregation effects have been studied. To achieve this goal, A FORTRAN code has been

developed to create an aggregate modeled deposit from a perfect random medium. The pro-

cess starts with N monomers, and sequentially assembles aggregated particles by combining

one pair of particles at a time. Using the PWPP code, one can measure the effects of adding

agglomeration to the system on reflected energy. The particle configuration algorithm has

been modified to include spacer particle components into the system. The basic idea is that

the spacer particles can be solid or hollow air–filled spheres, with a refractive index equal

to the binder. Computations will examine the effects of spacer particle radii and volume

fractions, and shell thickness, on the spectral hemispherical reflectance.

4.2 Computational results and discussion

As we discussed the PWPP method in the chapter 2, the methodology provides the compre-

hensive computational tools to predict the scattering properties of particulate plane parallel

media. In this study, we examined how changes to the pigment particle characteristic such

as particle size distribution (PSD), particle size, particle packing density, refractive index,

and particle positions alter the optical properties e.g., albedo, extinction coefficient, optical

thickness, and spectral scattering properties of the film. As opposed to the phenomenological

RTE/VRTE technique, the PWPP method is based on the direct solution to the Maxwell’s
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wave equations (MWEs) so it simulates physical first principles and represents all relevant

pigment, binder characteristics (particle aggregation, anisotropic material, particle shape).

The pigments–binder systems, in these computations, are composed of randomly po-

sitioned particles and are generated using Monte Carlo method with a known microscopic

configuration of the film and the particle distribution function. As mentioned in the last

chapter, the framework of the PWPP method is based on the periodic plane parallel system

so the deposit is modeled as an infinite film in the lateral directions. The method solves the

MWEs for the given configuration and repeats the calculations to find an average of the so-

lutions. Note that the number of the average processes depends on the tolerance parameter

and the solution fluctuation. Similar to other computations in this research all the lengths

are scaled based on the wavenumber (k = 2π/λ) and medium thickness is extended to ±∞

in x–y plane to represent a plane parallel medium. The incident field is considered in normal

direction in the following computations. All input quantities are listed and can be found in

the following table, table 4.1.

A FORTRAN-90 implementation is used to develop the PWPP code which was run

on the Auburn University super cluster. Each PWPP data point is generated based on

the average of the 10 randomly—sampled configurations of the target. The time required

to run each data point is varying between 5 min to 3 days depends on the number of

particles on the system. Also, it is important to note that the calculation performed in

this study were basically a shakedown cruise for the PWPP method as applied to TiO2-

binder systems. Specifically, we determined the parameters in the numerical method which

optimizes the solution time for the system. We established that the method can, in a

reasonable amount of computational time and resources, compute reflection for relatively

thin (H=20-30) systems. Also, the method was tested to calculate reflection for systems

that are optically thick, corresponding to a line-of-sight transmittance through the medium
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Optical and physical properties Quantities used in simulations

Dimensionless target width W = 100
Dimensionless target thickness Depends on the application
Reflective index of TiO2 m = 2.7
Reflective index of the mixing material m = 2.4
Reflective index of the binder material m = 1.54
Reflective index of the back surface material m = 1.54
Reflective index of the front surface material m = 1.54

Incident direction θ = 0 , ϕ = 0 (normal incident
field)

Particle shape Depends on the application
Wavelength 560nm
Particle diameter (for TiO2) 232nm
Particle size parameter (for TiO2) x = 1.302
Particle diameter (for m=2.4) 275nm
Particle size parameter (for m=2.4) x = 1.543
Particle volume fraction Ranging from 0 to 0.4
Particle PSD standard deviation 0.186
Deposit optical depth Depends on the application
Dipole spacing 0.2
Number of configurations 10 - 50
Sticking probability (in aggregation calculations) 1
Rotation probability (in aggregation calculations) 0

Table 4.1: Table of optical and physical properties used in this chapter
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of 0.01 or less. This simulation is more important in the sense that the PWPP code is able

to do the computations for thicker deposit condition.

In overall, the objective of the calculations is to identify conditions that maximize the

hemispherical reflectance for a fixed layer thickness and fixed volume of pigment material

that can meet the real condition of pigment–binder coatings. The layer thickness used in

the calculations will be on the order of 5µ to 10µ, which should be sufficient to capture the

effects of multiple scattering among the particles.

4.2.1 TiO2 particles

Shown in Fig.4.1 is the directional-hemispherical reflection by a system of spherical TiO2

particles (m=2.7) with size parameter of 1.302; this corresponds to a volume-mean diameter

of 232nm at 560nm wavelength. Each solid curve in the figure corresponds to a system of a

fixed thickness (dimensional thickness×2π/λ) which is ranging from 10 to 100.

As it was expected, the reflectance monotonically increases as the target gets thicker.

However, target thickness variations have more effects on thinner slabs comparing to the

thicker ones. As the deposit thickness becomes larger than around 60, the reflection does

not change significantly with increasing the layer thickness.

Also, not surprisingly, increasing the pigment volume fraction led to the increment of

the hemispherical reflection. However, this effect is negligible for larger TiO2 packing density

(larger than 0.15). Note that the hemispherical reflection by the system decreases as the

deposit volume fraction become larger than 0.24.

4.2.2 Replacing TiO2 particles

The main purpose of this section is to identify materials with different chemical compositions

that added to or replaced by the TiO2 pigment particles so the whole system can have

the same scattering characterization as pure TiO2 particles. Two types of replacement
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Figure 4.1: Spectral reflection as a function of particle packing density for systems in various
thicknesses composed of TiO2 particles.
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material were considered, corresponding to refractive indices of 2.1 and 2.4. It should mention

that all components in this computation have spherical shapes with a lognormal PSD with

dimensionless standard deviation of 0.1. The binder material used in these calculations

has a refractive index of 1.54, and the binder/pigment film is backed by a substrate with

refractive index of 1.54 (i.e., pure binder). Calculation performed for deposits of m=2.1

(type 1 material/particle) and m=2.4 (type 2 material/particle) consisted of particles with

radius ranging from a=200nm to 300nm at the wavelength 560nm. Computational results

are shown in Figs.4.2 and 4.3. Each plot in the figures represents the spectral reflection as a

function of particle volume fraction for various deposit thicknesses for a fixed particle size.

One can observe that type 1 particles are incapable of producing reflection radiation

fields anywhere close to titanium dioxide particles. This is not surprising, since the contrast

between m=2.1 and the binder (m=1.54), is relatively small. Fig.4.3 indicates the computa-

tional results for type 2 material. One can see that these particles could produce reflection

comparable to TiO2 powders.

Fig.4.4 shows reflection vs. volume fraction for a system of particles of type 2. The

thickness is fixed at H=30, and sphere size parameter is ranging from x=1.122 to 1.683.

Shown also are the results from Fig. 1, i.e., TiO2 reflection vs. volume fraction at a thickness

of H=20 (the dotted line). One implication of the plot is that the m=2.4 particle size has a

relatively small effect on reflection. The plot also shows that a system of m=2.4 particles,

with H=30 and fv= 0.3, could produce reflection comparable to a TiO2 system at 2/3 the

volume fraction and 2/3 the thickness.

4.2.3 Adding non–titanium dioxide particles to the system

Following simulations in this work were carried out on the basis of the results of last sections.

It was shown that materials with refractive indices m=2.1 and m=2.4 are incapable of
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Figure 4.2: PWPP computations for spectral hemispherical reflectance from modeled deposit
with refractive index of m=2.1 as a function of particle volume fraction.
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Figure 4.3: The same as Fig.4.2 except for particles with refractive index of m=2.4.
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Figure 4.4: PWPP computations for spectral hemispherical reflectance by deposit with
m=2.4 at different particle size comparing to the TiO2 particles.

replacing reflection fields produced by TiO2 particles. However, the latter substance could

produce larger reflectance comparing to the former one.

The PWPP calculations in Fig.4.5 are the results for directional-hemispherical reflection

by a system of a mixture of spherical particles corresponding to refractive indices of 2.7 and

2.4 with size parameters 1.302 and 1.543 respectively. The horizontal coordinate is the

total volume fraction of the particulate material in the layer, the layer thickness is fixed at

50 (dimensionalthickness × (2π/λ) = 50). Each curve in the figure represents a modeled

deposit consisted of TiO2 particles with constant volume fraction as the mixing particles are

added to the system, and its particle density is increased to 40%. The dotted line is the

result from Fig.4.1, the simulation results of a deposit composed of pure pigment particles

for a volume fraction ranging from 0.009 to 0.37.

One can see that addition of the m=2.4 material to a system containing m=2.7 material

increases reflection fields. However, this increment in negligible as the packing density of the

system is getting close to 0.15 and this is due to the fact that system is basically saturated

insofar as multiple scattering is concerned. Moreover, hemispherical reflection by the system
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Figure 4.5: PWPP computations for spectral hemispherical reflectance by a composite mod-
eled deposit composed of spherical TiO2 and type 2 particles with non–dimensional thickness
of 50.
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decreases as the deposit volume fraction become larger than 0.24 and this effect can be

observed in all cases even for the system of pure pigment material.

4.2.4 Different particle shape

Due to the diversity of particle shapes in natural pigment particles, it is questionable whether

to use spherical particle shapes in simulations or not. This factor complicates accurate

quantitative modeling of electromagnetic scattering. So we consider other particle shapes

(e.g., cubic particles) in this study to examine how reflectance in randomly discrete media

depends on the physical properties of scatterers.

Similar to the last section, the system is composed of TiO2. Four categories of particle

geometries were considered in the calculations including sphere, ellipse, cube, and rectangle

with log-normal particle size distribution. All simulations have been performed for the layer

of non–dimensional thickness Hk = 50, where k is the wavenumber (k = 2π/λ). The volume–

mean dimensionless radius, 116nm at 560nm wavelength, is the same as that used for TiO2

particles. The oval and rectangular particle geometries were defined such that the sphere

and cube particles are elongated in one direction with aspect ratio of 2 and 3. Note that like

other computations, the refractive index of the binder, back, and front surfaces is 1.54.

The results for reflected fields by a fixed layer thickness (dimensionlessthickness =

H = 50) composed of TiO2 particles in different shapes are shown in Fig.4.6,.

Comparing this result clearly show that scattering properties by the system are not

affected by the particle shape significantly. It is due to the fact that the effective volume

of the particles has not been changed and only particle shape has been replaced and the

volume-mean parameter of all particle shapes follows the same distribution as that for the

sphere. Yet, we can conclude that the assumption of spherical particle shape overestimates

the reflected radiance among other geometrical shapes. Also, elongating particles in one

direction decrease reflection for a fixed particle volume.
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Figure 4.6: Computations for spectral hemispherical reflectance by a deposit of thickness 50
consisted of the TiO2 particles in four different shapes.
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4.2.5 Lattice structure and the effect of randomness movements in the lattice

The chemical and optical properties of a thin film composed of titanium dioxide particles

plays an important role in various industries such as photovoltaic, photochromic, electro-

luminescence, catalytic devices and sensors [100, 70, 63, 103, 38]. The key feature in this

field is to understand how different morphologies of TiO2 thin film surface alter the absorp-

tion capacities [40, 5]. Formenti [36] for the first time used TiO2 as a photocatalyst and

till this decade these particles have been used widely in water splitting, disinfection, and

detoxification processes [86, 65, 66, 6].

The primary goal of this section is to study how the scattering properties by a pigment–

binder film change as the pigment particles evolve from a perfect lattice structure to a

random configuration. Note that all perfect lattice designs in our simulations are simple

cubic structures with different number of particles in a fixed volume of a a thin deposit film

(HK = 20,WK = 100). Particle size in the computation are considered as the same size

of TiO2 particles. Similar to other calculations the front and back surfaces had the same

refractive index as the binder materials (m=1.54).

Simulations are begun with a perfect lattice structure composed of a small number of

TiO2 particles, Np = 25, which represents a system of volume packing density fv=0.001. In

the next step, particles started Brownian motions around their previous positions. Particles

are allowed to have random walks in the range of 0 to particle diameter size, 1.302, in random

directions in each step. In order to have a perfect randomly positioned particles, we repeated

each process in 6 different steps and each time particles started to move from their previous

locations. Then a layer of particle lattice is added to the initial step, perfect lattice structure,

and all procedures are repeated for a new modeled deposit lattice. The number of particles

increases to 4055 representing a crystal layer with fv=0.15.
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The following figure (Fig.4.7) is an example of a simple cube crystal layer with fv=0.021

as the particles diffuse away from their lattice positions.

Figure 4.7: Graphics show a sampled deposit as particle positions deviates from the perfect
lattice structure (left top picture) to a perfect random one (right bottom picture). The
deposit is composed of particles with the size parameter of 1.302 representing the volume
packing density of fv=0.021.

Simulation results for hemispherical reflection are plotted in the Fig.4.8 as a function of

the particle volume fraction. In this figure, the dotted-dashed purple line shows the reflection

by the perfect lattice deposit as the particle number is increasing which is equivalent to

increase the volume fraction of the medium since the target volume is constant. The solid

lines represent 5 different steps corresponding to particles diffusion movements towards a

random system. The dashed orange curve is the simulation results by perfect randomly

positioned particles.
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A remarkable feature of the dotted-dashed purple curve in Fig.4.8 is the sharp maxi-

mums for some volume fraction values. This dependency of the reflection by perfect lattice

structures to the particle volume fraction can be difficult to analyze and it is required to

study the scattering by diffraction grids and photonic crystals. As randomness is added

to the system, the oscillation of hemispherical reflected radiation become more negligible;

however, the sharp reflection peaks still can be observed in solid lines around the volume

fraction of 0.06. The results for perfect random media is not surprising. The interference

effects between the scattered fields for randomly positioned particles smooth the reflection

curve.

Figure 4.8: Computations for spectral hemispherical reflectance by the system composed of
TiO2 particles in different structures.

Investigating the effects of the particle randomness on the directional-hemispherical

reflectance in perfect lattice systems arose a question which how the pair correlation function
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(PCF) is changing in the sample deposits. Also, the visual inspection allows to distinguish

more details in a crystalline and a random positioned structure. In this part, we attempt to

address this issue by computing the PCF for two lattice configurations. Plots in Figs.4.9 and

4.10 illustrate the PCF measurements as a function of distance for systems of volume fractions

of 0.15 and 0.10 respectively. Note that the pair correlation function or radial distribution

function indicates how particle density in a particulate system depends on distance of a

specified particles. In other word, PCF represents the probability of finding a center of a

particle at a given distance from a reference particle.

One can see that the PCF computations for crystals include different peaks that is due

to the lattice constant. As the randomness is adding to the system these peaks are smoothing

out. The PCF is almost uniform and goes to 1 for randomly disperse particles. This pattern

was expected since scatterers are not overlapped and have no structure in the perfect random

system .

4.2.6 Adding spacer particles to the system

In this section, particles with a refractive index equal to the binder material (m=1.54, referred

to as spacer particles) are added to the deposit. Similar to the previous parts, the effects

are studied for a deposit with a fixed TiO2 particle volume fraction (for each plotline) as

the spacer particles were gradually added to the system. The spacer particles are essentially

invisible (i.e., non–scattering), as they are index matched with the binder material. In this

respect the spacer particle can have only an indirect effect on reflection, by altering the

distribution statistics of the pigment particles. In this calculation, the dimensionless target

thickness is H=20 and spacer particles have the same size as TiO2 particles (xspacer = xTiO2 =

1.302).

Fig.4.11 shows the effects of adding the spacer particles to the system. Not surprisingly,

a deposit with the larger packing density of TiO2 particles has a higher reflection. However,
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addition of the spacer particles does not affect the hemispherical reflection in any noticeable

way. The oscillatory, slightly decreasing trend in reflection for volume fraction > 0.3 is

likely an artifact with the Monte Carlo algorithm used to create the particle layer: the

spacer particles were added first, followed by the TiO2, and for high spacer volume fractions

it becomes increasingly difficult to randomly find points in the system to place all of the

titanium dioxide particles.

We also extended the calculations for the same system as the binder particle size parame-

ter has been increased to the three times of the TiO2 particle size parameter ( xspacer = 3.906).

Results are presented in the Fig.4.12.

4.2.7 Aggregation effects

We also present simulations to examine the effects of pigment particle aggregation on the

hemispherical directional reflection. To do this we developed subroutines for simulating

Brownian diffusion and aggregation of the particles within the unit cell, and computations

of reflection properties are performed at different points along the aggregation process. The

volume-mean diameter of particles are the same: 232nm at 560nm wavelength.

The calculations begin with a random distribution of monomer particles (spheres) in the

unit cell, per the standard Monte Carlo procedure. The monomers are then allowed to take

random walks, in spatial steps of one discretization element at a time. Monomers coming

into contact are assumed to stick to each other, and the combined particle (the aggregate)

is treated as a single particle in subsequent diffusion steps. Ultimately the algorithm will

produce a single aggregated particle, in the form of a fractal-like structure.

The following graphics (Fig.4.13) illustrate the structure of the cell at the initial condi-

tion and at the end of the aggregation process; the particles are represented as cubes to make

the graphical rendering computationally tractable. As can be seen, the effects of aggregation

are most evident for low particle volume fractions. The left pictures on Fig.4.13 represent
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discrete randomly positioned particles of fv=0.01 and fv=0.05 and the right ones shows the

same deposits for complete diffusion-limited aggregation.

Fig.4.14 illustrate the directional-hemispherical reflection for aggregated systems of

spherical TiO2 particles for different deposit volume fractions. The horizontal axis rep-

resents the number of diffusion steps (random walks).

The results show that for the system with volume packing density smaller than 10% the

aggregation causes a sudden decrease in the hemispherical reflection. However, for larger

particle density the effects of aggregation appear to be minor. Indeed, for volume fractions

exceeding around 20%, the particle system will become completely aggregated (i.e., one

continuous aggregate, analogous to an aerosol) in only a few hundred random walk steps.

The plots are based upon a single simulation, and the noise/oscillations in the reflectance

are likely artifacts due to the specific structure of the particle system; these effects would be

damped out by averaging over multiple configurations.
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(a) Perfect lattice (b) Time step 1

(c) Time step 2 (d) Time step 3

(e) Time step 3 (f) Perfect Random

Figure 4.9: From left to right: perfect lattice as the randomness is added to the system. The
deposit volume fraction and the dimensionless target thickness are fv=0.15 and H=20.
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(a) Perfect lattice (b) Time step 1

(c) Time step 2 (d) Time step 3

(e) Time step 3 (f) Perfect Random

Figure 4.10: The same as Fig.4.5 except for a system with particle volume fraction of fv=0.10.
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Figure 4.11: PWPP computations for spectral hemispherical reflectance by a composite
modeled deposit with dimensionless thickness of 20 composed of spherical spacer and TiO2

particles with the same size xTiO2 = xspacer = 1.302.
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Figure 4.12: The same as Fig.4.11, except that xTiO2 = 1.302 and xspacer = 3.906.
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Figure 4.13: Top graphics represent the system of volume fraction of fv=0.01 and the bottom
ones shows the deposit of fv=0.05.
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Figure 4.14: PWPP computations for hemispherical reflectance by cluster aggregated sys-
tems consisting of TiO2 spherical particles (m=2.7) with different particle volume fractions.
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4.3 Conclusion and future works

In this research, we presented the simulation results for a system composed of titanium diox-

ide particles and/or mixed system of titania and non–TiO2 particles in different geometrical

shapes with various structure. Computations were simulated using the PWPP method that

was able to run for real pigment-binder coating condition i.e., optically thick layers.

One implication of the results was that non–TiO2 particles with refractive index of

m=2.4 and 2.1 were incapable of reproducing the spectral reflection by TiO2 particles. Also,

calculation based on the assumption of spherical particles does not affect the scattering

properties of the test deposit. However, computations for different particle sizes of materials

types 1 and 2 shows that the dependency of the reflection on the particle size is more signif-

icant. Also, results demonstrated that adding particles with the refractive index of m=2.4

to the pure TiO2 has increased the directional-hemispherical reflection. We also computed

the hemispherical reflection for a perfect lattice deposit as the randomness was added to the

system. One could see a sudden increase of reflection at specific values of the particle packing

density. The reflection dependency on particle aggregation can be more complex if different

factors can be included in the problem, such has sticking probability, particle rotation, and

particle shape. To examine these effects further calculations are required. Preliminary re-

sults indicate that the spacer particles do not significantly influence reflectance from initially

particle systems; it could, however, change how subsequent particle aggregation alters the

reflection.

Various extensions to this work is possible. Further work is needed to study the effects

of absorbing pigment particles on film transmission. In this regard, one can also examine

the spectral scattering properties by particulate system composed of a binary mixture of

TiO2 and absorbing pigment particles. As mentioned earlier, the dependency of aggregated

system to the sticking probability, particle rotation, and particle shape is unknown. We
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intend to identify conditions which minimize the coherent and diffuse transmission of visible

light through the film, as a function of particle characteristics and film thickness.
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Chapter 5

Conclusions, summary, future work.

5.1 Summary and conclusion

Due to new advanced techniques to detect and identify particulate material in the remote

sensing methods, there is a demonstrated need for a detailed understanding of how differ-

ent chemical and morphological properties of a deposition of particulate material alter the

observable radiometric and polarimetric characteristics. To this end, we have developed

and applied direct simulation methods based on superposition solutions to Maxwell’s wave

equations to predict the change in spectral bidirectional reflectivity, absorptivity, and po-

larized scattering fields. The multiple sphere T-matrix method (MSTM) was initially used

to determine the bidirectional reflectance and transmittance from plane parallel layers of

randomly distributed, wavelength—sized particles. The method is based on an exact su-

perposition solution to Maxwell’s time harmonic wave equations for a deposit of spherical

particles that are exposed to a plane incident wave. We use a FORTRAN-90 implementa-

tion of this solution (the Multiple Sphere T Matrix (MSTM) code), coupled with parallel

computational platforms, to directly simulate the reflection from particle layers via a config-

urational averaging strategy. We also used the phenomenological modeling methods based

on the radiative transport equation to observe under what conditions the RTE methods can

accurately predict the scattering properties (spectral-directional reflection and absorption)

of spherical particle deposits and what the error is between the exact results and those

generated via the macroscopic RTE.

110



The results are plotted for refractive indices of m=1.54, 2.5, 1.9+0.03i, 1.46+2.75i, and

0.15+3.15i representing pigments, silica, quartz, and gold particles. Plots show hemispherical

reflection properties as a function of target optical depth for increasing values of the particle

volume fraction. The RTE results tends to agree well with the MSTM outputs when the

particle packing density of the system is less than around 0.05. For larger particle volume

fractions, MSTM results monotonically increase or decrease from the RTE data. In response

to the size parameter effects, we examined different particle size parameter ranging from 1

to 4 for the above—mentioned materials. One can see from results that the particle size

parameter affects the spectral reflectance behavior in dense media. For material with large

imaginary refractive index, the particle volume fraction have a larger effect on larger particle

size parameter. While, for less absorbent material, the difference between the RTE and

MSTM results are greater for smaller particle size parameter. The simulation data are also

presented for directional absorption. As can be seen, surprisingly the volume packing density

of the system and the particle size parameter do not significantly affect absorption properties.

In the chapter 3, a direct simulation method has been used in order to assess the

radiative transfer equation (RTE) when applied to high volume fraction conditions when

the polarization effects are included. As mentioned before, the RTE is strictly valid only

in the limit of vanishing particle packing density. Because of this issue, the validity of the

RTE when applied to densely packed media is questionable. The plane wave plane parallel

method (PWPP) has been used as the exact simulation methodology for deposits of spherical,

wavelength-size particles. This method is based on a DDA formulation in which a unit

cell, representing the particulate medium, is repeated periodically in the lateral directions

to infinity. The algorithm is implemented using FORTRAN-90 coupled with the parallel

computational platform-MPI. Simulations have performed on sufficiently thick deposit layers

to account for particle interaction effects. The adding and doubling technique is used as the

solution to the VRTE. In this model, the bulk coefficients of the absorbing and scattering

111



media (the extinction coefficient, albedo, and scattering phase function) are obtained by

Mie theory. Another objective of this research was to examine features in EM scattering

that arise due to multiple scattering in dense particulate systems. One of these phenomena

is Opposition effect the so-called coherent backscattering and shadow-hiding effects which

are essential for interpretation of polarimetric remote sensing observations. The relationship

between the photometric opposition effects by different physical and optical properties of

the scattering particles, such as composition, sizes, structure, and density has been studied

Computations are performed for the refractive indices of 1.31 and 1.5+0.01 representing

ice and mineral particles with size parameter of one and two. The particle volume fraction of

the samples varies from around 0.05 to 0.3 for a fixed deposit optical thickness. The results

unambiguously demonstrated that the PWPP and VRTE predictions of the directional re-

flected and transmitted Stokes vectors converge when the particle volume fraction is below

five percent and that is consistent with our previous results. For higher particle packing den-

sity, the PWPP results for S11 and Sij/S11 depart monotonically from ones generated by the

VRTE. Also of interest in our data are the results for the coherent backscattering. In order

to study this scattering phenomenon we concentrate on the results of S11 and −S12/S11 by

the PWPP method in the range of 160 ≤ θ ≤ 180. We have observed a strong dependency

of brightness opposition peaks and polarization opposition depths to the particle volume

fraction and size parameter.

In the last chapter, we conduct simulations to study the hemispherical reflection of ti-

tanium dioxide layers and compare the results with the scattering properties by non–TiO2

coating materials. The primary motivation of this project stems from the potential of using

non-titanium dioxide pigment particles to reproduce the scattering properties by titania films.

The TiO2 refractive index used in the calculations was 2.7. Two categories of non-absorbing

particles represented by refractive indices of m=2.1 and m=2.4 are examined. The particles

have five values of characteristic size parameters from 200 nm to 300 nm. Computations for
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each set deposit are made using five values of target thickness ranging from 5 to 30 as the

packing density increases from 10% to 30%. The study use a benchmark description, based

on the simulated scattering properties by TiO2 deposited layers of thickness H=20 consisted

of spherical particles with size parameters of 1.302 and volume fraction of 0.2. The incident

field at wavelength of 560 nm is normal to the model deposit. A FORTRAN implementation

of the PPWP formulation has been used to perform the simulations on the Auburn University

HOPPER cluster. For each set of model parameters, the directional-hemispherical reflection

is calculated by averaging over 10 different configurations using polydispersion spherical dis-

tribution. There are several implication of the results plotted in the chapter 4. The following

observations are

Highlighted: 1) For a fixed film thickness, reflection is maximized for TiO2 particles

volume fractions around 20%. 2) Pigment particles with m=2.4, 2.1 produce significantly

lower reflection relative to TiO2. 3) Spherical particles produce largest reflection for a

fixed volume of particle material. 4)Reflection by a lattice structure of TiO2 particles has

strong spectral and concentration dependence, yet relatively minor deviations from a lattice

structure produces reflection behavior typical of a random system. 5) Preliminary results

indicate that the adding the spacer particles does not significantly influence reflectance from

initially unaggregated particle systems; it could, however, change how subsequent particle

aggregation alters the reflection.

5.2 Future work

As mentioned before, it is well known that the radiative transfer equation (RTE) is strictly

valid only in the limit of vanishing particle volume fraction. Because of this issue, the validity

of the RTE when applied to densely packed media is questionable. In the future, we hope,

if possible, to use a direct simulation method to extend and modify the phenomenological

RTE or VRTE so it can applied to high volume pacing density conditions.
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Observations in the cosmic dust and planetary aerosols indicate that the majority of

these environments contains large aggregate structures which affect the light scattering char-

acteristics of the dust. Opposition effect behaviors is one of the essential factors to study

scattering characteristics of by cosmic dust and planetary regolith in remote sensing tech-

niques. To better understand how the optical, chemical properties, and morphology of a

fractal aggregates alter the scattering properties, we are carrying out detailed numerical sim-

ulations of scattering from modeled particulate media. The samples will be modeled as

fractal clusters consisted of spherical shape monomers. One important factor to study the

multiple scattering effects between the monomers is aggregate morphology. In order to study

this effect, we will consider chain-like fractals which have cluster dimension smaller than 2

and densely packed pile clusters with fractal dimension close to 3. Emphasis will be placed

on how aggregation among the particles in the medium – occurring in either ballistic or

diffusive mechanisms – alters the height and width of the coherent backscattering peak and

the negative polarization branch near zero phase angle.

The reflection dependency on particle aggregation can be more complex if different

factors can be included in the problem, such has sticking probability, particle rotation,

and particle shape. So the next step in pigment–binder coatings simulations is to examine

the dependency of reflectance radiation fields on the above—mentioned parameters. We

would like to identify conditions which minimize the coherent and diffuse transmission of

visible light through the film, as a function of particle characteristics and film thickness. In

particular, we plan to examine the effect of absorbing pigments or a binary mixture of TiO2

and absorbing pigment on film transmission.
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