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Abstract

We show that every symplectic matrix is a product of five positive definite symplectic

matrices and five is the best in the sense that there are symplectic matrices which are not product

of less.

In Chapter 1, we provide a historical background and motivation behind the study. We

highlight the important works in the subject that lead to the formulation of the problem. In

Chapter 2, we present the necessary mathematical prerequisites and construct a symplectic

∗congruence canonical form for Sp(2n,C). In Chapter 3, we give the proof of the main the-

orem. In Chapter 4, we discuss future research. The main results in this dissertation can be

found in [18].
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Chapter 1

Introduction

A lot of work has been done in expressing matrices and operators as products whose factors

have “nice” properties. These properties of course, depends on the problem being tackled. The

set of all normal matrices is an example of a collection of matrices frequently used and desired

in applications. Let Mn(C) be the set of n × n complex matrices. A matrix A ∈ Mn(C) is

normal if AA∗ = A∗A, where ∗ is the conjugate transpose operator. Normal matrices are well-

studied; a list of ninety equivalent conditions can be found in the surveys [11, 19]. Important

subsets of normal matrices include the unitary matrices (A∗A = In), Hermitian matrices (A∗ =

A), and skew-Hermitian matrices (A∗ = −A). A Hermitian matrix A ∈ Mn(C) is positive

semidefinite if σ(A) ⊆ [0,∞) and positive definite if σ(A) ⊆ (0,∞), where σ(X) denotes the

spectrum of X ∈Mn(C).

Every matrix A ∈ Mn(C) has a polar decomposition A = UP , where U ∈ Mn(C) is

unitary and P ∈Mn(C) is positive semidefinite. Thus, every matrix is a product of two normal

matrices.

Among normal matrices, positive definite matrices or positive semidefinite matrices are

important. Any product of two positive definite (semidefinite) matrices is diagonalizable and

has positive (nonnegative) eigenvalues so such products do not fill up Mn(C) or GL(n,C), the

group of n × n nonsingular matrices. Ballantine [1, 2, 3, 4] showed that every matrix with

positive determinant is a product of five positive definite matrices. Radjavi [34] showed that

every matrix A with real determinant is a product of at most four Hermitian matrices, and there

are matrices which are not product of less. Taussky [37] showed that a matrix A is a product

of two positive semidefinite matrices if and only if A is diagonalizable and has nonnegative
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eigenvalues. The result is extended in the framework of semisimple Lie group by Kostant

[29, Proposition 6.2]. Wu [39] extended Taussky’s study on positive semidefinite matrices and

showed that every matrix with nonnegative determinant is a product of five positive semidefinite

matrices. In the same paper, Wu also gave a characterization of matrices that can be expressed

as a product of four positive semidefinite matrices. A recent work of Cui, Li, and Sze [9] gives

a characterization of products of three positive semidefinite matrices.

In the infinite dimensional setting, Wu [38] showed that on a complex, separable Hilbert

space, every unitary operator is a product of sixteen positive operators. Moreover, in the same

paper, Wu showed that an operator is a product of finitely many positive operators 1 if and

only if it is injective with dense range. In this case, seventeen factors suffice. Phillips [33]

improved this and showed that every invertible Hilbert space operator is a product of seven

positive operators. Murphy [32] gave a simple proof of Wu’s result but without improvements

on the number of factors. We also mention Botha’s paper [5] which provided a unified treatment

of some matrix factorization results, including Ballantine’s Theorem. We are interested in the

following problem.

Problem. Let G be a subgroup of GL(n,C) consisting of matrices with positive determinant.

Can the matrices in G be written as a product of a finite number of positive definite matrices

in G? If so, how many factors do we need to express all elements of G as products of positive

definite matrices in G?

We consider the complex symplectic group Sp(2n,C):

Sp(2n,C) =
{
A ∈ GL(2n,C) : A>JnA = Jn

}
,

where

Jn =

 0 In

−In 0

 .
The symplectic group is a classical group defined as the set of linear transformations of a 2n-

dimensional vector space over C which preserve the non-degenerate skew-symmetric bilinear

1In operator theory, a positive operator is what is usually known in matrix theory as a positive semidefinite
operator.
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form which is defined by Jn. It is a non-compact, simply connected, and simple Lie group [21].

Every symplectic matrix A ∈ Sp(2n,C) is nonsingular with the inverse A−1 = J−1
n A>Jn. It is

obvious to see that detA = ±1 but less obvious to narrow it down to detA = 1 though it is

true. So one may write

Sp(2n,C) = {A ∈ SL(2n,C) : J−1
n A>Jn = A−1}.

One can see that Sp(2n,C) is invariant under ∗, the conjugate transpose. We drop the subscript

if the size of the matrix Jn is clear from context. ForA ∈ GL(2n,C), we defineAJ = J−1A>J ,

the J-adjoint of A. In block form, one can write

Sp(n,C)

=


A B

C D

 ∈ SL(2n,C) : A>C = C>A,B>D = D>B,A>D − C>B = In

 .(1.1)

The following is our main result.

Theorem 1.1. Each A ∈ Sp(2n,C) is a product of five positive definite symplectic matrices.

Remark: One may be tempted to apply Ballantine’s result to get a quick proof. It is true that

A ∈ Sp(2n,C) can be viewed as a matrix in GL(2n,C) so by Ballantine’s Theorem such A is

a product of five positive definite matrices. However, the challenge is that Ballantine Theorem

does not assert that those matrices are symplectic as well.

As an example, the symplectic matrix−I2 can be written as the product−I2 = P (−P−1),

where

P =

 2 i

−i 2

 .
The matrix P is positive definite with eigenvalues 1, 3. By [4, Theorem 4], −P−1 is a product

of 4 positive definite matrices. One can easily check that P is not symplectic, so −I2 can

be decomposed into a product of five positive definite matrices and the decomposition is not

unique, but at least one is not symplectic. See Corollary 2.2.
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Chapter 2

Preliminaries

We start with a discussion on the mathematical tools and theorems that lead to a proof of

Theorem 1.1. Most of the material in this chapter can be found in the texts [22, 24, 25]. We

also include a section on key results in Ballantine’s papers [1, 2, 3, 4] to allow the reader an

easy access to the main inspiration for this work. Finally, we end this chapter with a section on

symplectic analogues of some key results found in this chapter.

2.1 Matrix equivalence relations and canonical forms

Given an equivalence relation ∼ on matrix pairs (A,B) ∈ Mn(C)2, a canonical form (or

normal form) for ∼ is a complete set of representatives for ∼. For the similarity relation

A = X−1BX for some X ∈ GL(n,C),

the most popular choice for a canonical form is the Jordan canonical form (JCF). The k × k

Jordan block corresponding to λ ∈ C is the k × k upper triangular matrix

Jk(λ) =



λ 1

. . .
. . .

λ 1

λ


.

A Jordan matrix is a direct sum of Jordan blocks.
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Theorem 2.1. Every matrix A ∈ Mn(C) is similar to a Jordan matrix, which is unique up to

permutation of its Jordan blocks.

Let A,B ∈ Mn(C) be given. We say that A is ∗congruent to B if there exists X ∈

GL(n,C) satisfying the matrix equation A = X∗BX . Another term for this equivalence rela-

tion that is used in the literature is conjunctivity/conjunctive. IfA represents a sesquilinear form

〈·, ·〉 on Cn under a basis B, then X∗AX is the matrix representation of 〈·, ·〉 under a change of

basis B to B′ given by X . For A ∈ GL(n,C), we define its ∗cosquare to be the matrix A−∗A.

The ∗cosquare of a matrix A has a particular Jordan Canonical Form [28]:

p⊕
j=1

(Jmj
(µj)⊕ Jmj

(µj
−1))⊕

q⊕
k=1

Jnk
(eiθk),

where |µj| > 1 and θk ∈ [0, 2π). Two matrices that are ∗congruent have similar ∗cosquares.

However, the converse is not true. As an example, I and −I have the same cosquare but they

are not ∗congruent. If I and −I were ∗congruent, there would exist X ∈ GL(n,C) such that

I = −X∗X , which makes I negative definite, a contradiction. A “partial” converse that is true

is given in [28, Lemma 3.1], which we state below.

Lemma 2.1. (Horn and Sergeichuk, 2006) Let A,B ∈ GL(n,C) be given such that A−∗A is

similar to B−∗B. Suppose A−∗A = S−1(B−∗B)S for some S ∈ GL(n,C). Set BS = S∗BS

and M = BSA
−1. Suppose M has k real eigenvalues counting multiplicities. Then

1. M is similar to a real matrix.

2. There exists D− ∈Mk(C) and D+ ∈Mn−k(C) such that A is ∗congruent to −D−⊕D+

and B is ∗congruent to D− ⊕D+.

For every natural number n ∈ N, we define the matrices

H2n(µ) =

 0 In

Jn(µ) 0


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and

Dn =



(−1)n+1

. .
.

(−1)n

−1 −1 . .
.

1 1


,

with D1 = [1]. Note that H2n(µ)−∗H2n(µ) is similar to Jn(µ)⊕Jn(µ−1) and D−∗n Dn is similar

to Jn((−1)n+1). The matrices H2n(µ) and Dn together with the Jordan blocks Jn(0) are the

canonical blocks of Horn and Sergeichuk’s canonical form for ∗congruence [28, Theorem 1.1].

Theorem 2.2. (Horn and Sergeichuk, 2006) Each square complex matrix is ∗congruent to a

direct sum, uniquely determined up to permutation of summands, of canonical matrices of the

following three types:

1. Jn(0),

2. λDn, where |λ| = 1, and

3. H2n(µ), where |µ| > 1.

Instead of Dn, one may use any other nonsingular matrix Fn for which there exists a real

θn such that F−∗n Fn is similar to Jn(eiθn).

2.2 Tridiagonal pseudo-Toeplitz matrices

A tridiagonal matrix is a matrix whose entries above the first superdiagonal and below the first

subdiagonal are all zeros. The matrix



2 3 0 0 0

3 1 4 0 0

0 −6 1 3 0

0 0 8 8 1

0 0 0 −1 1


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is an example of a tridiagonal matrix. A Toeplitz matrix is a matrix whose entries on a diagonal

are equal, for example, 
1 3 2

4 1 3

−2 4 1


is a Toeplitz matrix. We use the notation Tk(a, b, c) for a tridiagonal Toeplitz matrix with main

diagonal entries a, first subdiagonal entries b, and first superdiagonal entries c. Let φk(a)(λ) be

the characteristic polynomial of Tk(a, 1, 1). Expanding det(Tk(a, 1, 1) − λI) by the last row

reveals the following recursive identity:

φk(a)(λ) = (a− λ)φk−1(a)(λ)− φk−2(a)(λ)

for k ≥ 2 with φ0(a) = 1 and φ1(a) = a − λ. Using the substitution a − λ = 2x, we get

that φk(a)(x) = Uk(x), the kth degree Chebyshev polynomial of the second kind [30, p.65].

Moreover, if φk(a/
√
bc, b/

√
bc, c/

√
bc) is the characteristic polynomial of

Tk(a/
√
bc, b/

√
bc, c/

√
bc),

then we have φk(a/
√
bc, b/

√
bc, c/

√
bc) = φk(a/

√
bc) = Uk [30, p.66].

The matrix Dn in Horn and Sergeichuk’s canonical form has an unusual structure. Hence,

essential properties ofDn, such as information on its eigenvalues, are not immediately obtained

by inspection. Observe that

D2
k = (−1)k



−1 −1

1 0 −1

1 0 −1

. . .
. . .

. . .

1 0 −1

1 0


,
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which we could write as a sum of a tridiagonal Toeplitz matrix and the standard basis matrix

E11:

D2
k = (−1)k[Tk(0, 1,−1)− E11].

Let ψk be the characteristic polynomial of Ck = −i[Tk(0, 1,−1)− E11]. We obtain that

ψk(λ) = φk(0,−i, i)(λ) + iφk−1(0,−i, i)(λ) = Uk

(
−λ

2

)
+ iUk−1

(
−λ

2

)
.

We show that ψk has simple roots. To do this, it suffices to show that the discriminant D(ψk) of

ψk is nonzero. The discriminant can be defined in terms of the following matrix [6, Definition

7]. Given polynomials f, g ∈ C[x] of positive degree, write them in the form

f = a0x
l + · · ·+ al, a0 6= 0,

g = b0x
m + · · ·+ bm, b0 6= 0.

The Sylvester matrix of f and g with respect to x is

S(f, g, x) =



a0 b0

a1 a0 b1 b0

a2 a1

. . . b2 b1

. . .

...
. . . a0

...
. . . b0

... a1

... b1

al bm

al
... bm

...

. . .
. . .

al bm



∈Mm+l(C).

The discriminant of f with respect to x is

D(f) =
(−1)l(l−1)/2

a0

det(S(f, f ′, x)),
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where f ′ is the derivative of f with respect to x. It is known that f has multiple roots if and only

if D(f) = 0 [6, Exercise 5.8]. The following theorem by Dilcher and Stolarsky [10, Theorem

4] provides an explicit formula for the discriminant of Un + kUn−1.

Theorem 2.3. (Dilcher and Stolarsky, 2004) For all n ≥ 1, we have

D(Un + kUn−1) = 2n(n−1)an−1(k),

where

an−1(k) = (−1)n
(2n+ 1)nkn

(n+ 1)2 − n2k2

[
Un

(
−n+ 1 + nk2

(2n+ 1)k

)
+ kUn−1

(
−n+ 1 + nk2

(2n+ 1)k

)]

is an even polynomial in k of degree 2n− 2 with positive integer coefficients.

Our characteristic polynomial correspond to the case k = i:

an−1(i) =
(−1)n(2n+ 1)nin

(n+ 1)2 + n2

[
Un

(
i

2n+ 1

)
+ iUn−1

(
i

2n+ 1

)]
.

An explicit expression for Un(x) is given in [41, Section 6.10.7]:

Un(x) =

bn/2c∑
m=0

(−1)m

n−m
m

 (2x)n−2m.

Observe that

(
2i

2n+ 1

)n−2m

=

(
2

2n+ 1

)n−2m

in−2m = (−1)min
(

2

2n+ 1

)n−2m

.

Therefore,

Un

(
i

2n+ 1

)
= in

bn/2c∑
m=0

n−m
m

( 2

2n+ 1

)n−2m

,

9



where the sum is positive. It follows that

Un

(
i

2n+ 1

)
+ iUn−1

(
i

2n+ 1

)

is of the form inM for someM > 0. This shows that an−1(i) 6= 0. It follows that ψk has simple

roots. Therefore, Ck has distinct eigenvalues. Consequently, D2
k has distinct eigenvalues as

well. Since Dk is a square root of D2
k, Dk also has distinct eigenvalues.

Proposition 2.1. The matrix Dk has distinct eigenvalues for all k ∈ N.

2.3 Matrix functions

Let f be a complex-valued scalar function. The matrix function f(A), where A ∈ Mn(C), is

generally defined using any of the following three equivalent definitions [22, Chapter 1].

1. Jordan Canonical Form. Let f be defined on σ(A) ⊆ C and let A = X−1f(J)X ,

where J =
⊕m

j=1 Jkj(λj) is a Jordan matrix. Then

f(A) = X−1

m⊕
j=1

f(Jkj(λj))X,

where

f(Jkj(λj)) =



f(λj) f ′(λj) · · ·
f (kj−1)(λj)

(kj − 1)!

f(λj)
. . .

...

. . . f ′(λj)

f(λj)


for all j = 1, . . . ,m.

2. Polynomial Interpolation. Let f be defined on σ(A) ⊆ C and ψ(λ) =
∏s

j=1(λ− λj)nj

be the minimal polynomial of A. Then

f(A) = p(A),

10



where p is the Hermite interpolating polynomial for ψ. That is, p is the unique polynomial

with deg p < degψ and satisfies

p(j)(λk) = f (j)(λk)

for all j = 0, . . . , nk − 1, and k = 1, . . . , s.

3. Cauchy Integral. Let f be analytic on and inside a closed contour Γ that encloses σ(A).

Then

f(A) =
1

2πi

∫
Γ

f(z)(zI − A)−1 dz.

For the proof of the equivalence of these statements, see [22, Theorem 1.12]. An immediate

application of matrix functions in the study of factorizations is seen in the following. A complex

orthogonal matrix Q ∈Mn(C) is a matrix satisfying Q>Q = I .

Theorem 2.4. [25, Corollaries 6.4.18 and 6.4.19] Let A,B ∈ Mn(C) be given and suppose

there is a single polynomial p(t) such that A> = p(A) and B> = p(B). Then A and B are

similar if and only if they are similar via a complex orthogonal matrix. In particular, this is

true if A and B are both (a) symmetric, (b) skew-symmetric, (c) complex orthogonal.

Proof. If A,B ∈ Mn(C) are similar, then there exists X ∈ GL(n,C) such that A = X−1BX .

For any polynomial p(t), we have p(A) = X−1p(B)X . By hypothesis, it follows that A> =

X−1B>X . Taking the transpose of both sides, we get A = X>BX−1>. That is, B(XX>) =

(XX>)B. In particular, any polynomial in XX> commutes with B. Let S be a symmetric

square root of XX> obtained by interpolating the primary square root function r(z) =
√
z

on the eigenvalues of XX>. If g is the Hermite interpolating polynomial, then S = g(XX>)

satisfies S2 = XX>. Moreover, BS = SB. Set Q = S−1X . That is, X = SQ. Thus,

A = (SQ)−1B(SQ) = Q−1S−1(BS)Q = Q−1S−1(SB)Q = Q−1BQ.

11



To verify that Q is complex orthogonal, we compute

Q>Q = (S−1X)>(S−1X) = X>S−2X = X>(XX>)−1X = I.

If A> = A, we have p(t) = t; if A> = −A, then p(t) = −t; if A> = A−1, we take p(t) to be

the Hermite interpolating polynomial of f(t) =
1

t
on σ(A) = σ(B).

The following theorem [23, Theorem 3.2] characterizes matrix functions f(A) = f(A).

We present the proof that was given in [23].

Theorem 2.5. Let f be analytic on an open subset Ω ⊆ C such that each connected component

of Ω is closed under conjugation. Consider the corresponding matrix function f on its natural

domain in Mn(C), the set D = {A ∈Mn(C) : σ(A) ⊆ Ω}. The following are equivalent.

1. f(A) = f(A) for all A ∈ D.

2. f(D ∩Mn(R)) ⊆Mn(R).

3. f(R ∩ Ω) ⊆ R.

Proof. We do a round robin proof. Suppose (1) holds. If A ∈ Mn(R), then A = A. It follows

that f(A) = f(A) = f(A), that is, f(A) ∈ Mn(R). Therefore, (1) implies (2). Suppose (2)

holds. If λ ∈ R ∩ Ω, then λI ∈ D. By (2), f(λI) ∈ Mn(R). Since f(λI) = f(λ)I , we have

f(λ) ∈ R. Therefore, (2) implies (3). Finally, we show (3) implies (1). Let Ω̃ be a connected

component of Ω. Since Ω̃ is open and connected, it is path-connected, and since it is closed

under conjugation it must contain some λ ∈ R by the intermediate value theorem. Since Ω̃ is

open, the set U = Ω̃ ∩ R is a nonempty open subset of R. By hypothesis, f(U) ⊆ R. Define

the functions g(z) = f(z) and h(z) = f(z). Then g = h on the set U . Since U contains a limit

point, by the identity theorem for holomorphic functions, g = h on Ω̃. This argument holds for

all the other connected components of Ω, so f(z) = f(z) on Ω. It follows that f(A) = f(A)

holds for all diagonal matrices in D, and consequently, for all diagonalizable matrices in D.

Since the scalar function f is analytic on Ω, the matrix function f is continuous on D. The

diagonalizable matrices form a dense open subset of D. Therefore, the statement (1) holds for

all matrices in D.
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2.4 Ballantine’s theory.

Ballantine’s characterization of products of positive definite matrices relies on the following

result, presented in a more general algebraic setting. Let G be a group with identity element e.

For nonempty subsets S, T of G, we define the usual set product ST to be

ST = {st : s ∈ S, t ∈ T}

and the set power T k to be

T k = {t1t2 · · · tk : t1, . . . , tk ∈ T}

for any k ∈ N, which denotes the set of natural numbers. We define T 0 = {e}. The main

characterization of products of positive definite matrices in any group can be obtained from the

following result due to Ballantine [3].

Theorem 2.6. (Ballantine [3, Theorem 1]) LetG be a group with identity element e and S ⊆ G.

Let ? be an involutory anti-automorphism on G. Define the sets

φ(T ) =
⋃
x∈G

x−1Tx

and

ψ(T ) =
⋃
x∈G

x?Tx

for any T ⊆ G. Let F = ψ(S). For any m ∈ N ∪ {0}, we have

1. φ(F 2m) = F 2m = φ(SF 2m−1), and

2. ψ(F 2m+1) = F 2m+1 = ψ(SF 2m).

Here, φ(SF−1) is defined to be the trivial subgroup {e}.

Take G = GL(n,C), with the conjugate transpose map ∗ : A 7→ A∗ and S = {I}. Then

F = ψ(S) is the set of all matrices that are ∗congruent to I . Clearly these matrices are the

13



positive definite matrices. The set F k is the set of all products of k positive definite matrices;

the set φ(F k) is the set of all matrices which are similar to a matrix in F k; the set ψ(F k) is

the set of all matrices which are ∗congruent to a matrix in F k. This choice of G, ∗, and S

gives us the basis for Ballantine’s characterizations of products of positive definite matrices [4,

Theorem 1].

Theorem 2.7. Let A ∈ GL(n,C) be given and let k ∈ N. Then statements (1) − (3) are

equivalent and statements (4)− (6) are equivalent.

1. A is a product of 2k positive definite matrices.

2. A is similar to a product of 2k positive definite matrices.

3. A is similar to a product of 2k − 1 positive definite matrices.

4. A is a product of 2k + 1 positive definite matrices.

5. A is ∗congruent to a product of 2k + 1 positive definite matrices.

6. A is ∗congruent to a product of 2k positive definite matrices.

Next, we present Ballantine’s further characterizations for products of a fixed number of

positive definite matrices. We start with the most simple case, that of products of two positive

definite matrices. We have the following [4, Theorem 2].

Theorem 2.8. Let A ∈Mn(C). The following are equivalent.

1. A is a product of 2 positive definite matrices.

2. A is similar to a product of 2 positive definite matrices.

3. A is similar to a positive definite matrix

4. A is unitarily similar to a diagonalizable lower triangular matrix with positive diagonal

entries.

14



Proof. The equivalence of (1) - (3) is due to Theorem 2.7. Suppose A is similar to a positive

definite matrix P . By Schur’s Triangularization Theorem [24, p.101-102], A = U∗LU , for

some U ∈ U(n) and lower triangular L ∈ Mn(C). Since A is similar to P , then σ(A) ⊆

(0,∞). Thus, the diagonal entries of L are positive. Note that L and P are similar and P is

diagonalizable, so L is diagonalizable as well. For the converse, suppose A = W ∗TW , where

W ∈ U(n) and T is a diagonalizable lower triangular matrix with positive diagonal entries.

Since the diagonal entries of T are its eigenvalues, T is similar to a diagonal matrix P with

positive eigenvalues. It follows that A is also similar to the positive definite diagonal matrix

P .

Sourour [36] gave the conditions on how one can choose the eigenvalues of matrices B

and C in a factorization A = BC. The precise statement is given in the theorem below.

Theorem 2.9 (Sourour [36]). Let F be a field and A ∈ Mn(F) be a nonsingular nonscalar

matrix. Let b = (b1, . . . , bn), c = (c1, . . . , cn) ∈ Fn such that

n∏
j=1

bjcj = detA.

Then there exist matricesB,C ∈Mn(F) such thatA = BC, where (b1, . . . , bn), and (c1, . . . , cn)

are the vectors of eigenvalues of B and C, respectively.

Proof. We use induction to prove the theorem. The result is vacuously true for the case n = 1.

Suppose the conclusion holds for all matrices of size less than n. Let A ∈ Mn(C). First, we

show that A is similar to a matrix whose (1, 1) entry is b1c1. Since A is nonscalar, A − b1c1I

is nonscalar and there exists a nonzero x1 ∈ Cn such that (A − b1c1I)x1 6= 0 and x1 is not

an eigenvector of A − b1c1I . Let x2 = (A − b1c1I)x1. Since x1 is not an eigenvector of

A − b1c1I , x1 and x2 are linearly independent. Extend the set {x1, x2} into an ordered basis

B = {x1, x2, . . . , xn} of Cn. If Ã is the linear transformation given by Ã : x 7→ Ax, then

relative to the basis B, the matrix representation A1 of Ã will have first column

[
b1c1 1 0 · · · 0

]>
.
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We conclude that A is similar to the matrix A1, which we can partition as

A1 =

b1c1 y>

x R

 ,
where x 6= 0. If n = 2, then

b1c1 y

x r

 =

 b1 0

c−1
1 x b2


c1 b−1

1 y

0 c2

 .
Equality holds since the (2, 2)-entry of the right-hand side is equal to

b−1
1 c−1

1 xy + b2c2 = b−1
1 c−1

1 (xy + detA)

= b−1
1 c−1

1 (xy + detA1)

= b−1
1 c−1

1 (xy + b1c1r − xy)

= r

and the other entries are easily checked to be the equal on both sides. Thus, the conclusion of

the theorem holds for n = 2. Suppose n ≥ 3. We show that A1 is similar to a matrix of the

form

A2 =

b1c1 z>

x S

 ,
where S − b−1

1 c−1
1 xz> is a nonscalar matrix. If R − b−1

1 c−1
1 xy> is nonscalar, we are done.

Suppose R− b−1
1 c−1

1 xy> = αI for some α ∈ C. Since rank A > 2, the span of the columns of

R is not contained in span {x}. This implies that there exists w ∈ Cn−1 such that w>x = 0 but
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w>R 6= 0. Let P =

1 w>

0 I

. Then

P−1A1P =

1 −w>

0 I


b1c1 y>

x R


1 w>

0 I


=

b1c1 y> + b1c1w
> − w>R

x R + xw>

 .
Let S = R + xw> and z> = y> + b1c1w

> − w>R. Then

S − b−1
1 c−1

1 xz> = R + xw> − b−1
1 c−1

1 xz>

= R + xw> − b−1
1 c−1

1 x(y> + b1c1w
> − w>R)

= (R− b−1
1 c−1

1 xy>)− b−1
1 c−1

1 xw>R

= αI − b−1
1 c−1

1 xw>R.

Since both x 6= 0 and w>R 6= 0, we have rank(b−1
1 c−1

1 xw>R) = 1. We conclude that S −

b−1
1 c−1

1 xz> is nonscalar. Note that

b1c1 z>

x S

 =

b1c1 0

x S − b−1
1 c−1

1 xz>


1 b−1

1 c−1
1 z>

0 I


Thus,

det(S − b−1
1 c−1

1 xz>) = b−1
1 c−1

1 detA =
n∏
j=2

bjcj.

By induction hypothesis, there exist matrices B′, C ′ ∈Mn(C) such that

σ(B′) = {b2, · · · , bn}, σ(C ′) = {c2, . . . , cn},
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and S − b−1
1 c−1

1 xz> = B′C ′. It follows that

A2 = P−1A1P =

 b1 0

c−1
1 x B′


c1 b−1

1 z>

0 C ′

 .
This proves the theorem.

Let A ∈ Mn(C) be given such that A is nonscalar and detA > 0. By Theorem 2.9, A =

BC, where we can choose B and C such that both B and C have distinct positive eigenvalues.

Thus, both B and C are similar to positive definite diagonal matrices. By Theorem 2.8, there

exists positive definite matrices P1, P2, P3, P4 ∈ Mn(C) such that B = P1P2 and C = P3P4.

Thus, A = P1P2P3P4. Let λ ∈ C. Suppose the matrix λI is a product of four positive definite

matrices. We have λI = BC, where B and C have positive eigenvalues. Thus, λB−1 = C

and for each c ∈ σ(C), there exists b ∈ σ(B) such that c = λb−1. Since b, c > 0, it follows

that λ > 0. That is, the only scalar matrices that are products of four (or less) positive definite

matrices are positive scalar matrices.

Theorem 2.10. Let A ∈Mn(C). The following are equivalent.

1. A is a product of 4 positive definite matrices.

2. A is similar to a product of 4 positive definite matrices.

3. A is similar to a product of 3 positive definite matrices.

4. A is nonscalar with detA > 0 or A = λI for some λ > 0.

Consider A = λI ∈ Mn(C), where detA = λn > 0. Let P ∈ Mn(C) be a nonscalar

positive definite matrix. Then A = P (λP−1). By the previous theorem, λP−1 is a product of

four positive definite matrices. Hence, A is a product of five positive definite matrices.

Theorem 2.11. Let A ∈ Mn(C) be given such that detA > 0. Then A is a product of five

positive definite matrices.
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2.5 Symplectic analogues

Now, let us take our group G to be the symplectic group Sp(2n,C), the involutory anti-

automorphism ? to be the conjugate transpose map ∗, and the set S = {I}. Then

ψ(S) = {X∗X : X ∈ Sp(2n,C)}

is the set of all positive definite symplectic matrices. Indeed, the product X∗X is positive

definite symplectic. Now, for the converse, let A ∈ Sp(2n,C) be positive definite. Its unique

positive definite square rootA1/2 is also symplectic [31, Theorem 3.2]. Thus,A = (A1/2)∗A1/2.

Another way to see that A1/2 is symplectic is from Lie Theory [21]. The Lie algebra of

Sp(2n,C) is

sp(2n,C) = {X ∈M2n(C) : JnX +X>Jn = 0}.

and it admits a Cartan decomposition θ such that sp(2n,C) = k + p in which p is the −1-

eigenspace and k is the +1-eigenspace of θ and this θ can be lifted to the global Cartan decom-

position Θ : G→ G [21] such that

1. K, the subgroup of G having k as the Lie algebra, is the group invariant under G.

2. the map K × p→ G such that (k,X) 7→ keK .

So exp : p→ P = Sp(2n,C)∩Pn is a diffeomorphism. Thus, given A ∈ Sp(2n,C)∩Pn there

is X ∈ p such that expX = A and A1/2 = exp(X/2).

Remark: Since Sp(2n,C) is invariant under ∗ and the square root of positive definite symplectic

matrix is also positive definite symplectic, we conclude that [35, p.188] the polar decomposition

for Sp(2n,C) comes from the usual polar decomposition of GL(2n,C):

GL(2n,C) = U(2n)P2n
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where U(2n) is the unitary group of order 2n and P2n is the space of 2n× 2n positive definite

matrices. In other words,

Sp(2n,C) = KP, (2.1)

where P = P2n ∩ Sp(2n,C) and K = U(2n) ∩ Sp(2n,C).

Two matrices A,B ∈M2n(C) are said to be symplectically similar if there is a symplectic

matrix of similarity between A and B; A and B are said to be symplectically ∗congruent if

there is a symplectic matrix of ∗congruence between A and B, i.e. A = X∗BX for some

X ∈ Sp(2n,C). From our chosen G, ?, and S, we get the following.

Corollary 2.1. Let A ∈ Sp(2n,C) be given and let k ∈ N. Then statements (1) − (3) are

equivalent and statements (4)− (6) are equivalent.

1. A is a product of 2k positive definite symplectic matrices.

2. A is symplectically similar to a product of 2k positive definite symplectic matrices.

3. A is symplectically similar to a product of 2k − 1 positive definite symplectic matrices.

4. A is a product of 2k + 1 positive definite symplectic matrices.

5. A is symplectically ∗congruent to a product of 2k+1 positive definite symplectic matrices.

6. A is symplectically ∗congruent to a product of 2k positive definite symplectic matrices.

It is known that if A,B ∈ Sp(2n,C) are similar, then the matrix of similarity can be taken

to be symplectic [26, Corollary 22]. Its proof is based on Horn and Johnson’s proof that the

matrix of similarity of complex orthogonal matrices can be taken to be complex orthogonal as

well. We make adjustments to their proof to show that the same holds for ∗congruence.

Theorem 2.12. Let A,B ∈ Sp(2n,C) be given. If A is ∗congruent to B, then the matrix of

∗congruence can be taken to be symplectic.

Proof. SupposeA = X∗BX for some nonsingularX ∈Mn(C). Note thatAJ = XJBJ(XJ)∗.

Since AJ = A−1, BJ = B−1, taking inverse on both sides gives us A = (XJ)−∗B(XJ)−1.

Thus, we have BY = Y −∗B, where Y = XXJ . Observe that Y J = Y . Since eiθX is

20



another matrix of congruence between A and B, without loss of generality, we can pick X

such that σ(Y ) ⊆ C\(−∞, 0] (otherwise, choose θ ∈ R such that e2iθY does not have negative

eigenvalues). Let p be a polynomial function interpolating the principal square root function f

on the union of the spectra σ(Y )∪ σ(Y −∗). The principal square root f is analytic on the open

connected set C\(−∞, 0]. This set is closed under conjugation and f is real whenever t > 0.

By Theorem 2.5, f(C) = f(C) for all C with σ(C) ⊆ C\(−∞, 0]. In this case, p can also be

chosen to be a real polynomial. Hence, we have

p(Y )−∗ = f(Y )−∗ = f(Y −∗) = p(Y −∗)

and

p(Y )−∗B = p(Y −∗)B = Bp(Y ).

Let Z = p(Y )−1X . Then

ZJZ = XJp(Y J)−1p(Y )−1X = XJp(Y )−2X = XJY −1X = XJ(XXJ)−1X = I.

Thus, Z ∈ Sp(2n,C) and X = p(Y )Z. Finally,

A = X∗BX = Z∗p(Y )∗Bp(Y )Z = Z∗p(Y )∗p(Y )−∗BZ = Z∗BZ,

as desired.

Remark. By the previous theorem, we can replace symplectic similarity/∗congruence by gen-

eral similarity/∗congruence in Corollary 2.1.

2.5.1 Products of two positive definite symplectic matrices

We give more characterizations of products of two positive definite symplectic matrices that is

analogous to Ballantine’s results.

Theorem 2.13. Let A ∈ Sp(2n,C) be given. The following are equivalent.

1. A is a product of two positive definite symplectic matrices.
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2. A is similar to a product of two positive definite symplectic matrices.

3. A is similar to a positive definite symplectic matrix.

4. A is diagonalizable and σ(A) ⊆ (0,∞).

5. A is unitarily similar to a matrix of the form X ⊕ (X−1)>, where X is a product of two

positive definite matrices.

6. A is a product of two positive definite matrices.

Proof. The equivalence of statements (1), (2), (3), is given by Corollary 2.1. If A is similar to

a positive definite symplectic matrix B, then σ(A) ⊆ (0,∞). The matrix B is normal, hence

unitarily diagonalizable. It follows that A is diagonalizable. This shows that (3) implies (4).

Suppose A is diagonalizable and σ(A) ⊆ (0,∞). Since A is symplectic and the eigenvalues

are positive, we have pairs λ, λ−1 ∈ σ(A) and the algebraic multiplicity of 1 as an eigenvalue is

even. Thus, a matrix X ⊕X> satisfying (5) can be constructed. If X has positive eigenvalues,

then X is a product of two positive definite matrices [4, Theorem 2].

2.5.2 2× 2 Symplectic matrices

A matrix A ∈ M2(C) is symplectic if and only if detA = 1. That is, Sp(2,C) = SL(2,C),

the special linear group. Let A ∈ Mn(C) be a nonsingular nonscalar matrix. Recall that σ(X)

denotes the spectrum of X ∈ Mn(C). We denote by λ(X) = (λ1(X), . . . , λn(X)) ∈ Cn the

vector of eigenvalues of X (unique up to permutations). A direct consequence of Sourour’s

theorem is the following.

Corollary 2.2. Every matrix A ∈ Sp(2,C) is a product of five positive definite symplectic

matrices. If A 6= −I , then A can be expressed as a product of four positive definite symplectic

matrices.

Proof. The only scalar matrices in Sp(2,C) are I and −I . The identity matrix I is a positive

definite symplectic matrix, so it is a product of four positive definite symplectic matrices. Let

A ∈ Sp(2,C). Suppose A 6= I,−I . By Sourour’s theorem, A = BC, where λ(B) = (β, β−1),
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and λ(C) = (γ, γ−1). Notice that B,C ∈ Sp(2,C). Choose β, γ > 1. By Theorem 2.13, B

and C are both products of two positive definite symplectic matrices. Hence, A is a product

of four positive definite symplectic matrices. Finally, we can write −I = P (−P−1) for some

nonscalar positive definite symplectic P . The matrix −P−1 is nonscalar so it is a product of

four positive definite symplectic matrices.

2.5.3 Canonical forms

Recall that by Corollary 2.1, ∗congruence preserves the property of a matrix to be written as

a product of five positive definite symplectic matrices. Thus, if we have a canonical form for

symplectic ∗congruence, it suffices to check each canonical block that will arise. In this section,

we construct a symplectic ∗congruence canonical form using the symplectic Jordan canonical

form.

Symplectic matrices have a special Jordan Canonical Form. Let A = [Aij] ∈M2m(C) and

B = [Bij] ∈M2n(C), where Aij ∈Mm(C) and Bij ∈Mn(C) for i, j ∈ {1, 2}. The expanding

sum of A and B is

A�B =

A11 ⊕B11 A12 ⊕B12

A21 ⊕ A21 A22 ⊕B22

 ∈M2(m+n)(C).

We remark that the expanding sum is different from the usual direct sum

A⊕B =



A11 A12 0 0

A21 A22 0 0

0 0 B11 B12

0 0 B21 B22


∈M2(m+n)(C).

Note that A�B is symplectic if and only if A and B are symplectic. Moreover, A�B is

similar to A⊕B. Define the matrix

F2k =

Jk(1) Uk

0 Jk(1)−>

 ,
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where the (1, 2)-block Uk is given by Uk = (0k−1,k−1 ⊕ [1])Jk(1)−>. The matrix F2k is similar

to J2k(1). We have the following canonical form for symplectic matrices under symplectic

similarity [7, Lemma 5].

Theorem 2.14. (de la Cruz, 2015) Let A ∈ Sp(2n,C). Then A is symplectically similar to an

expanding sum of symplectic matrices of the form

1. Jk(λ)⊕ Jk(λ)−>, where λ ∈ C\{−1, 0, 1} and k ∈ N,

2. J2k−1(λ)⊕ J2k−1(λ)−>, where λ ∈ {−1, 1} and k ∈ N, and

3. ±F2k, where k ∈ N.

Using Theorems 2.14 and 2.2, we construct a canonical form for symplectic matrices

under ∗ congruence. Let A ∈ Sp(2n,C). Then A−∗A ∈ Sp(2n,C). In this case,

A−∗A = (J−1A>J)∗A = J−1AJA = −JA(JA).

The Jordan Canonical Form of the matrix XX has a special structure. By [24, Corollary

4.6.16], XX is similar to the square of a real matrix. As a consequence, if λ < 0 is an

eigenvalue of XX , then the number of blocks of Jk(λ) is even for all k ∈ N. This implies

that the number of blocks Jk(λ), where λ > 0, in the Jordan Canonical Form of A−∗A is even.

Using this fact, the symplectic Jordan structure, and the Jordan structure of a general ∗cosquare,

we obtain that A−∗A is similar to an expanding sum of symplectic matrices of the form

1. Jk(µ)⊕ Jk(µ)−>, where µ < −1,

2. Jk(µ)⊕ Jk(µ−1)⊕ Jk(µ)−> ⊕ Jk(µ−1)−>, where µ > 1,

3. Jk(µ)⊕ Jk(µ−1)⊕ Jk(µ)−> ⊕ Jk(µ−1)−>, where µ ∈ C\R and |µ| > 1,

4. Jk(λ)⊕ Jk(λ)−>, where λ ∈ C\{−1, 1} and |λ| = 1,

5. J2k−1(λ)⊕ J2k−1(λ)−>, where λ ∈ {−1, 1}, and

6. ±F2k.
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For each block type listed above, we construct a corresponding block for symplectic

∗congruence.

1. We define the first canonical blockE2k(µ) to be the symplectic block antidiagonal matrix

E2k(µ) =

 0 −Jk(
√
−µ)−>

Jk(
√
−µ) 0

 .
Observe that

E2k(µ)−∗E2k(µ)

=

 0 Jk(
√
−µ)−1

−Jk(
√
−µ)> 0


>  0 −Jk(

√
−µ)−>

Jk(
√
−µ) 0


=

 0 −Jk(
√
−µ)

Jk(
√
−µ)−> 0


 0 −Jk(

√
−µ)−>

Jk(
√
−µ) 0


=

−Jk(√−µ)2 0

0 (−Jk(
√
−µ)2)−>

 .
The matrix −Jk(

√
−µ)2 is similar to Jk(µ) so E2k(µ)−∗E2k(µ) is similar to Jk(µ) ⊕

Jk(µ)−∗. By Lemma 2.1, there exist matrices D− and D+ such that E2k(µ) is ∗congruent

to−D−⊕D+ andH2k(µ) is ∗congruent toD−⊕D+. SinceH2k(µ) is already a canonical

block, one of D− or D+ must be absent. Thus, E2k(µ) is ∗congruent to ±H2k(µ). But

−H2k(µ) is ∗congruent to H2k(µ) via the matrix

Ik 0

0 −Ik

 .
Thus, E2k(µ) is ∗congruent to H2k(µ).

2. Since we have a quadruple of blocks, the corresponding ∗congruence canonical block is

taken to be H2k(µ)⊕H2k(µ)−>.
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3. Same as in (2).

4. We choose the ∗congruence canonical block to be of the form µDk ⊕ (µDk)
−>, where

|µ| = 1.

5. Same as in (4).

6. The last canonical block G2k is a symplectic matrix A such that A−∗A that is similar to

−F2k. We take

G2k = J−1
2k F2k =

 0 −Jk(1)−>

Jk(1) Uk

 .
Then

G−∗2kG2k = G−>2k G2k = JT2kF
−>
2k J−1

2k F2k = −J−1
2k F

−>
2k J2kF2k = −F 2

2k,

which is similar to −F2k. Let λ ∈ C such that |λ| = 1. Note that λG2k ∈ Sp(2k,C) if

and only if λ = ±1.

Theorem 2.15. Let A ∈ Sp(2n,C). Then A is symplectically ∗congruent to an expanding sum

of symplectic matrices of the form

1. E2k(µ), where µ < 0, |µ| > 1, k ∈ N,

2. H2k(µ)⊕H2k(µ)−>, where |µ| > 1, k ∈ N,

3. λDk ⊕ (λDk)
−>, where |λ| = 1, k ∈ N, and

4. ±G2k, where k ∈ N.

We may replace the pair E2k(µ)�E2k(µ) by H2k(µ)⊕H2k(µ)−> and the pair G2k�G2k

by D2k ⊕D−>2k .
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Chapter 3

Proof of Theorem 1.1.

It suffices to look at each canonical block and show that each is a product of five positive

definite symplectic matrices.

3.0.1 Type I block E2k(µ)

Let µ < −1. Let D,E ∈Mk(C) be diagonal matrices. We can write

E2k(µ) =

Jk(√−µ)−>D 0

Jk(
√
−µ)E Jk(

√
−µ)D−1


 0 −D−1

D E

 .
Since D,E are diagonal matrices, the second factor is symplectic. Since the product is sym-

plectic, the first factor must be symplectic as well. We choose D to have distinct positive

diagonal entries such that none are pairwise reciprocal. Then the first factor is symplectically

similar to an expanding sum of 2 × 2 symplectic matrices with distinct positive eigenvalues.

Hence, the first factor is a product of two positive definite symplectic matrices. The second

factor has characteristic polynomial

f(λ) = det(λ2Ik − λE + Ik) =
n∏
j=1

(λ2 − ejjλ+ 1).

We choose E to have distinct diagonal entries such that ejj > 4. This means that the quadratic

equation λ2 − ejjλ+ 1 has positive roots. With our choice of E, the eigenvalues of the second

factor are distinct and positive. Therefore, the second factor is also a product of two positive

definite symplectic matrices.
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Proposition 3.1. Let A = E2k(µ) for some µ < −1. Then A is a product of four positive

definite symplectic matrices.

3.0.2 Type II block H2k(µ)⊕H2k(µ)−>

We consider the canonical block H2k(µ)⊕H2k(µ)−>, where |µ| > 1, and k ∈ N. Let 1 < a1 <

. . . < an and consider D = diag(a1, . . . , an). We can write H2n(µ) as H2n(µ) = H1H2, where

H1 = I ⊕D, H2 =

 0 I

H3 0

 .
The matrix H3 is upper triangular of the form

H3 =



a−1
1 µ a−1

1

a−1
2 µ

. . .

. . . a−1
n−1

a−1
n µ


.

The matrix H2 has 2n distinct eigenvalues so H2 is diagonalizable. We choose the aj’s so that

−1 /∈ σ(H2). It follows that H2⊕H−>2 is symplectically similar to an expanding sum of 2× 2

nonscalar symplectic matrices. Hence, by Corollary 2.2,H2⊕H−>2 is a product of four positive

definite symplectic matrices. The matrix H1 ⊕H−>1 is positive definite symplectic.

Proposition 3.2. Let A = H2k(µ) ⊕ H2k(µ)−> for some |µ| > 1 and k ∈ N. Then A is a

product of five positive definite symplectic matrices.

3.0.3 Type III block λDk ⊕ (λDk)
−>

In this section, we consider the canonical block λDk ⊕ λ−1D−>k , where |λ| = 1 and k ∈ N.

We are now ready to show that λDk⊕ (λDk)
−> is a product of five positive definite symplectic

matrices. By the previous proposition, Dk has distinct eigenvalues. Choose p > 0 such that
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−1 /∈ σ(p−1λDk). Let P = pIk ⊕ p−1Ik, which is positive definite symplectic. Then

λDk ⊕ λ−1D−>k = P (p−1λDk ⊕ (p−1λDk)
−>).

The second factor is symplectically similar to an expanding sum of 2× 2 symplectic matrices,

none of which is −I . It follows that the second factor is a product of four positive definite

symplectic matrices.

Proposition 3.3. Let A = λDk ⊕ (λDk)
−> for some |λ| = 1 and k ∈ N. Then A is a product

of five positive definite symplectic matrices.

3.0.4 Type IV block ±G2k

Let k ∈ N and consider the canonical matrix G2k. Let

pk(λ) = det(λI −G2k)

be its characteristic polynomial. Observe that p1(λ) = λ2 − λ+ 1 and for k > 1,

pk(λ) = det

 λIk Jk(1)−>

−Jk(1) λIk − Uk

 = det(λ2Ik − λUk + Jk(1)Jk(1)−>).

A direct computation reveals that Jk(1)Jk(1)−> is a companion matrix:

Jk(1)Jk(1)−> =



0 1

... 1

0 1

(−1)k+1 · · · −1 1


.
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Now,

pk(λ) = det

 λ2 e>1

(−1)k(λ− 1)ek−1 λ2Ik−1 − λUk−1 + Jk−1(1)Jk−1(1)−>


= λ2pk−1(λ) + (−1)2k+1(λ− 1)

= λ2pk−1(λ)− λ+ 1.

Computing the first few k values, we see the pattern more clearly:

p1(λ) = λ2 − λ+ 1

p2(λ) = λ2(λ2 − λ+ 1)− λ+ 1 = λ4 − λ3 + λ2 − λ+ 1

p3(λ) = λ2p2(λ)− λ+ 1 = λ6 − λ5 + λ4 − λ3 + λ2 − λ+ 1.

In general, pk(λ) = λ2k − λ2k−1 + · · ·+ λ2− λ+ 1. The roots of pk are the 2k distinct nonreal

(2k + 1)th roots of −1.

Proposition 3.4. The matrix G2k has distinct nonreal eigenvalues for k ∈ N.

Note that ±1 /∈ σ(G2n). Thus, ±G2k is similar to an expanding sum of 2 × 2 nonscalar

symplectic matrices. Thus, ±G2k is a product of four positive definite symplectic matrices.

Proposition 3.5. Let A = ±G2k for some k ∈ N. Then A is a product of four positive definite

symplectic matrices.
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Chapter 4

Future research

The complex symplectic group Sp(2n,C) is one out of a myriad of matrix groups with positive

determinant. The closely related real symplectic group Sp(2n,R) inherits many of the linear

algebraic properties that have been useful in solving the complex case. However, due to R

not being algebraically closed, canonical forms over R tend to have more complicated block

structures. Gutt [20] gave a canonical form for Sp(2n,R), but this seems to be impractical for

the methods used in this work. We describe the canonical blocks below and explain some of

the difficulties in exploiting these structures. Let T = {eiθ : θ ∈ R}, the unit circle in C. We

define the following canonical matrices:

1. For k ∈ N, Jk(λ) denotes the k × k upper triangular Jordan matrix corresponding to

λ ∈ C,

Jk(λ) =



λ 1

λ 1

. . .
. . .

λ 1

λ


.

2. For θ ∈ R and r ≥ 0, we denote the rotation matrix by

R(θ) =

cos θ − sin θ

sin θ cos θ

 .
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Let λ = reiθ ∈ C. We denote by Rk(λ) the 2k × 2k block upper triangular matrix

Rk(λ) =



rR(θ) I2

rR(θ) I2

. . .
. . .

rR(θ) I2

rR(θ)


.

3. Let s ∈ {−1, 1} and λ ∈ C. We define Sk(λ, s) to be the 2k × 2k block upper triangular

matrix

Sk(λ, s) =

Jk(λ)−1 Jk(λ)−1(0⊕ [s])

0 Jk(λ)>

 .
4. Let s ∈ {−1, 1} and λ ∈ C. We define Uk(λ, s) to be the 4k× 4k block upper triangular

matrix

Uk(λ, s) =

Rk(λ)−1 Rk(λ)−1(0⊕ sI2)

0 Rk(λ)>

 .
5. Let s ∈ {−1, 1} and λ = eiθ ∈ C. Denote by ej the jth standard basis vector of

appropriate size. We define

V0(λ, s) =

 cos θ s sin θ

−s sin θ cos θ


and for k ∈ N, Vk(λ, s) is the (4k + 2)× (4k + 2) block upper triangular matrix

Vk(λ, s) =



Rk(λ)−1 sy Rk(λ)−1(0⊕ s
2
J−1

2 ) x

0 cos θ e>k−1 s sin θ

0 0 Rk(λ)> 0

0 −s sin θ −se>k cos θ


,

where x = Rk(λ)−1(0⊕R(θ))ek−1 and y = Rk(λ)−1(0⊕R(θ))ek.
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The following theorem gives a canonical form for real symplectic matrices under real

symplectic similarity.

Theorem 4.1 (Real Symplectic Canonical Form, Gutt 2014). Every matrix in Sp(2n,R) is real

symplectically similar to an expanding sum of the following canonical blocks.

1. Jk(λ)−1 ⊕ Jk(λ)>, where λ ∈ R\{−1, 0, 1}, k ∈ N,

2. Jk(λ)−1 ⊕ Jk(λ)>, where λ ∈ {−1, 1}, k is odd,

3. Rk(λ)−1 ⊕Rk(λ)>, where λ ∈ C\(T ∪ R), k ∈ N,

4. Sk(λ, s), where λ ∈ {−1, 1}, s ∈ {−1, 1}, k ∈ N,

5. Uk(λ, s), where λ ∈ T\{−1, 1}, s ∈ {−1, 1}, k ∈ N,

6. Vk(λ, s), where λ ∈ T\{−1, 1}, s ∈ {−1, 1}, k ∈ N ∪ {0}.

The expanding sum is unique up to permutation of canonical blocks and the choice of repre-

sentative eigenvalues coming from the set [λ] = {λ, λ−1, λ, λ−1}.

If we follow the strategy we used to solve the complex symplectic case. We use Theorem

4.1 to construct a real symplectic ∗congruence canonical form. This requires a considerable

amount of time beyond the timeline set for this dissertation. Another difficulty that arises from

the real cases is the existence of real square roots of real matrices, and more generally, the

existence of real polynomial interpolations for matrix functions. Existence of real matrices are

tied to having certain Jordan block structures.

The 2×2 orthogonal group O(2,C) is an example of a group that cannot be expressed as a

product of five (or more) positive definite orthogonal matrices. By [27, Theorem 6], a complex

orthogonal Q ∈ O(2,C) can be written as Q = eS for some skew-symmetric S ∈ M2(C) if

and only if

Q 6= ±

1 0

0 −1

 .
Any skew-symmetric S ∈ M2(C) can be written as S = zJ2 for some z ∈ C. Consequently,

Q = ezJ2 has positive eigenvalues if and only if z is purely imaginary. Moreover, if z is purely
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imaginary, Q is positive definite since Q∗ = Q. Every 2× 2 skew-symmetric matrix is a scalar

multiple of J2, thus, any pair of skew-symmetric matrices S1, S2 ∈M2(C) commute. It follows

that eS1eS2 = eS1+S2 is satisfied whenever we are given 2× 2 skew-symmetric matrices S1 and

S2. We conclude that the set of all 2×2 positive definite complex orthogonal matrices is closed

under the usual matrix multiplication. The case n = 2 might be an exception and it is still worth

looking at the orthogonal groups O(n,C) with n > 2 and determine what are necessary and

sufficient conditions under which the problem is solved. We note that the complex orthogonal

group O(n,C) suffers from the same problem as Sp(2n,R): there are no clear canonical blocks

with good block structure to work with.

A future direction based on this work is to consider Sp(2n,R) or the complex orthogonal

group O(n,C) but with a different, more general approach. Both Sp(2n,C) and O(n,C) can

be described in terms of antihomomorphic, spectrum-preserving linear maps φ defined by

φ(A) = S−1A>S,

where S = J in the case of Sp(2n,C) and S = I in the case of O(n,C). The author has done

an extensive work in this subject in the past [8, 14, 15, 16, 17]; using tools and ideas from this

area proves to be promising. As an example, the proof of Theorem 2.12 remains valid if we

replace Sp(2n,C) by O(n,C) and all instances of AJ are replaced by A> or more generally,

φ(A) for some nonsingular S with good properties.
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