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Abstract

Plant response to elevated CO$_2$ concentration is known to increase leaf-level water-use efficiency through a reduction in stomatal opening. Recent studies have emphasized that increased plant water-use efficiency can ameliorate the impact of drought due to climate change. However, there is a potentially counterbalancing impact due to the increased leaf area. We investigate long-term trends (1951 to 2015) of observed streamflow in the Southeastern United States (SE US) and quantify the contribution of major drivers of streamflow changes using single factor climate modeling experiments from Community Land Model Version 5 (CLM5). The SE US streamflow observations do not exhibit a trend, which is in agreement with the CLM5 control experiment. Using the factorial set of CLM5 experiments, we find that increased leaf area under elevated CO$_2$ leads to decreased runoff and completely counteracts increased runoff due to water-use efficiency gains under elevated CO$_2$ and land-use change.
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Chapter 1. Background and Motivation

1.1 Introduction

Water is mandatory for the survival of humanity. The water falls on ground by the process known as precipitation, in the form of rain, snow etc. This water either enters soil by infiltration or flows as runoff through streams, rivers, etc. The plants uptake water for growth and development and finally loses water in exchange for carbon dioxide by the process known as transpiration (Ukkola et al., 2016). The water that enters soil profile, called soil moisture, influences water and energy balances (Kumar et al., 2020; Livneh & Hoerling, 2016; Misra et al., 2015). Soil moisture content is the key determinant of plant ecosystems and is affected by the climate, land-atmosphere interactions, and vegetation types. If soil moisture is deficient, the water demand of the plants is not fulfilled. Therefore, in recent decades, new modeling approaches to monitor and analyze soil moisture have been developed. These techniques include networks of in-situ observations, remotely sensed soil moisture data, and model-data integration (Crow & Yilmaz, 2014; Quering et al., 2016).

Vegetation distribution and its interaction with the atmosphere affect water and energy balances at the land-surface. The vegetation growth is affected by temperature, precipitation, nutrients, radiation, competition etc. determine the vegetation growth, and in return, vegetation controls water fluxes via evapotranspiration and runoff. The surface albedo and longwave radiation are lower in the vegetated areas than the bare lands because vegetated areas reduce heat loss and increase precipitation compared to bare lands (Charney, 1975). Therefore, vegetation acts as positive land-atmosphere feedback. Human interference has resulted in significant land-use change that has resulted in water availability changes in many parts of United States (Y. K. Zhang & Schilling, 2006; C. Zhu & Li, 2014) and
globally (Gornitz et al., 1997; Wada et al., 2017, 2010). Land use change affects the albedo, thus impacting surface energy balance. Land use change affects how that energy is partitioned into sensible and latent heat fluxes, the turbulent energy fluxes that transfer water and heat into the atmosphere (De Noblet-Ducoudré et al., 2012; Mahmood et al., 2014).

found that the impacts of anthropogenic land-use on water availability. (Padrón et al., 2017) found that land use impacts on water availability are smaller than reported in the literature.

The decrease in stomatal conductance is due to fact that there is more CO₂ in the atmosphere, which means that plants do not need their stomata open as much to acquire the CO₂. It results in higher assimilation rates, but the higher assimilation rates themselves are not the cause of the lower stomatal conductance – the elevated CO₂ concentrations are (Forkel et al., 2016). Increasing carbon dioxide concentration in the atmosphere will therefore increase the plant's water use efficiency – the amount of water used to gain carbon – and hence, should increase water availability. Studies have found an increase in water availability with the historical increases in CO₂ concentrations due to CO₂ physiological responses, namely an increase in plant WUE (Kumar et al., 2016; Yang et al., 2018). However, CO₂ fertilization effect can decrease runoff due to increased vegetation. Idso and Kimball (1992) suggested that plant growth increased by 3.8 times due to doubling the CO₂ concentration relative to the present level. Plant growth increase is associated with the CO₂ increase due to higher photosynthetic rate (Donohue et al., 2013) and might decrease water availability. In general, CO₂ is increasing growth in most places, but the effect of temperature is more variable. It increases growth in high latitudes, but not necessarily in low latitudes. (Lombardozzi et al., 2018) illustrates the CO₂ and climate impacts. The total ecosystem carbon changes by gaining carbon via CO₂ fertilization effect and losing carbon by climate
change impacts Net Primary Production. The increase in CO₂ are supposed to warm climate (Meehl & Tebaldi, 2004) and increase precipitation (Wigley & Jones, 1985). The warmer climate increases atmospheric water holding capacity i.e. plant transpiration and soil water evaporation (Held & Soden, 2006) resulting in higher plant water demand (Lombardozzi et al., 2018) and hence reducing the water availability on land (Dai, 2011). In dry regions, vegetation greenness increased by 5 to 10% with a concurrent increase of atmospheric CO₂ by 14%, globally (Donohue et al., 2013). CO₂ fertilization effects on vegetation and water availability in humid regions are yet to quantified.

The Southeastern United States is a wet region. The "wet regions get wetter" paradigm applies to the Southeastern US (Held & Soden, 2006; Kumar et al., 2013). The Southeastern US experienced water shortages during 2005-2007, which were associated with population growth (Seager et al., 2009). An extensive agricultural expansion was observed in the Southeast US from the late 19th century early 20th century, resulting in anthropogenic land-use change (Trimble, 2008; Wear & Greis, 2002). Then the forest industry gained popularity in the early 20th century followed by urbanization, which led to a decrease in forested areas in the Southeast US (Wear & Greis, 2002). The Southeastern US has undergone the highest rates of land-use and land cover changes from 1973-2011, nationally (Napton et al., 2010).

A long-term study is needed to quantify vegetation and climate change impacts on water availability in Southeast US. The forests generally take 30 years to reach maturity (Scott & Prinsloo, 2009). After reaching maturity, the transpiration, leaf area index, and interception stop increasing in the forest plants (Nagy et al., 2011; Scott & Prinsloo, 2009). Similarly, land-use change takes several decades to have a quantifiable signature at the regional scale (Kumar, Merwade, Rao, & Pijanowski, 2013).
1.2 Objectives

The overarching goal of this study is to quantify the impacts of land-use change and climate change on water resources at the regional (Southeastern US) scale. I use an interdisciplinary approach by combining hydrology and climate science. Long-term hydrological observations help to understand the historical change in the region and climate models help to test the hypotheses about the observed changes by performing a single-factor analysis experiments. The study focuses on the following objectives:

1. **Assess the observed hydrological and vegetation changes in the Southeastern United States using streamflow and NDVI observations**

   The water dynamics are critically changing due to the increasing population and irrigation in the Southeast US. Further, climate change and vegetation change can affect water availability. Hence, the first objective of my study is to assess long-term climate, vegetation, and hydrological changes in the Southeast US. I use observed streamflow data for water availability, Parameter-elevation Regressions on Independent Slopes Model (PRISM) precipitation and temperature data for climate trends, and satellite observations for vegetation trend analysis.

2. **Quantify the role of climate change, land-use change, and CO2 physiological response on water availability in the present and future climate.**

   Observed hydrological changes represent a combined response of climate change, land-use change, and CO2 physiological and fertilization effects. I use the Community Land Model version 5 (CLM5) to isolate the effect of individual drivers. Community Land Model (CLM5) is a widely use land surface model that simulates regional and global scale
biogeophysical and biogeochemical processes (Lawrence et al., 2019). The model helps to understand the impact of vegetation changes, either natural or anthropogenic, on water and energy balance at the land surface. It considers the physical, chemical, and biological processes related to global environmental change. I will use a single factor experiment to isolate the role of climate change, land-use change, irrigation effects, and CO₂ physiological effects.

3. **Explain the observed water availability change as the complex interplay between climate changes, land-use change, and vegetation effect in the Southeast.**

Finally, I will assess the relative contribution of each driver. I will conduct regional average analysis as well as spatially distributed analysis of the effect of individual drivers.

1.3 **Organization of the Thesis**

This thesis is organized as follows: Chapters 2 and 3 describe the major topics of this thesis in a self-contained manner, i.e., each chapter has an introduction, data and methods, results, discussions, and conclusion sections. A summary of findings is also presented at the end of each chapter. A synthesis is presented in Chapter 4.
Climate and vegetation play important roles in the water cycle (Wei et al., 2018), and understanding these help water resource managers to develop sustainable management strategies (Sun et al., 2017). Changes in the vegetation and climate can increase or decrease water availability (Liu et al., 2019; Qi et al., 2019; Wei et al., 2018; Wolf et al., 2018). For example, Trancoso et al. (2017) reported that vegetation and climatic changes reduce baseflow due to increasing atmospheric CO$_2$. Increased water use efficiency due to enhanced atmospheric CO$_2$ increases photosynthetic activity reduces baseflow. Vegetation and climate equally contribute to changes in available water (Li et al., 2017), affecting groundwater, vegetation growth, and feedbacks (Liu et al., 2019b). Vegetation impacts the groundwater-streamflow connection (Kinal & Stoneman, 2012) and also groundwater recharging rate (Dawes et al., 2012). Increased plant growth and warming, increases bulk plant water demand resulting in the reduced runoff, despite increased total water use efficiency (Buermann et al., 2018; Mankin et al., 2019). The Budyko framework, which is a heuristic approach to conceptually partition precipitation into evapotranspiration and streamflow using just a few model parameters (Budyko, 1958; Fu, 1981; Kumar et al., 2016; L. Zhang et al., 2008). The Budyko framework has been tested, validated, and applied in numerous observational and modeling-based studies, and remains an active research area to understand land-atmosphere interactions (Koster & Suarez, 1999; Kumar et al., 2016; Padrón et al., 2017; Roderick & Farquhar, 2011; D. Yang et al., 2009; L. Zhang et al., 2008). It comprises of two independent variables: Dryness Index and catchment efficiency parameter "w" (Kumar et al., 2016). Dryness index is the ratio of potential evapotranspiration to
Precipitation. The Budyko framework provides a data-driven holistic approach to understand climate and vegetation effects on water availability (Donohue, Roderick, & McVicar, 2012).

This study aims at understanding the long-term impacts of climate and vegetation on water resources in the Southeastern United States, a humid region with significant forest cover, and to assess the role of vegetation and climate as the dominant drivers of streamflow change using the Budyko framework. Determining how vegetation cover and climate changes affect hydrology in watersheds can advance our understanding of water cycle projections in the region.

2.2 Data and Methods

2.2.1 Data:

The long-term (1951 to 2015) streamflow data from the United States Geological Survey (USGS) was utilized (Figure 6). Geospatial Attributes of Gages for Evaluating Streamflow (GAGES-II) (Falcone et al., 2011) was used for selecting reference stations that have minimal human interferences. Based on the GAGES-II database, I have selected 47 watersheds that are in near-natural conditions and have continuous data available.

For each watershed, I downloaded monthly 4-km spatial resolution data from 1950 to present from the PRISM-Climate Group (Parameter-elevation Regressions on Independent Slopes Model). In particular, datasets include precipitation, temperature (daily minimum, $t_{\text{min}}$; and daily maximum, $t_{\text{max}}$). The average temperature was computed from minimum and maximum temperature (Daly et al., 2008; Daly et al., 1994). CRUNCEP data is used for calculating potential evapotranspiration. CRUNCEP is combination of two datasets for 110-year (1901-2010) dataset (Viovy, 2011):
1. CRU TS3.2 is monthly half grid data for 1901-2002 time period (Mitchell & Jones, 2005).

2. NCEP Reanalysis is 6-hourly data with spatial resolution of 2.5 degree for 1948 to 2010.

Normalized Difference Vegetation Index (NDVI) is a standardized index for greenness. It is computed as: 
\[ NDVI = \frac{NIR - VIS}{NIR + VIS}, \]
where NIR and VIS stands for pixels from near-infrared radiation and visible or red radiation, ranging between -0.2 and 1.0, from bare lands or no vegetation to dense vegetation. NDVI from AVHRR (Advanced Very High-Resolution Radiometer) has very high resolution (0.05 degrees) data ranging from July 1981 to December 2015 (Vermote et al., 2014).

2.2.2 Methodology:

Water balance: Equation 1 describes the water flows into and out of the hydrological system as follows:

\[ \Delta S_w = P - ET - R \quad (1) \]

where \( \Delta S_w \), is water storage change (surface and soil), \( P \) is precipitation, \( ET \) is evapotranspiration, and \( R \) is runoff, including recharge to the groundwater, respectively.

Over the decadal time scale, the water storage \( \Delta S_w \) from equation (1) is zero if no deep recharge is assumed (Bonan, 2016). Therefore, all the precipitation \( P \) falling on the ground is either lost as runoff \( R \) or evapotranspiration \( ET \). The factors affecting the rate of evapotranspiration at a longer time scale in Budyko hypothesis are available energy and water. For given atmospheric and radiative conditions, Potential evapotranspiration \( PET \) is the surface evapotranspiration \( ET \) rate that would hold if the soil and vegetation were well watered.
Evapotranspiration (ET) is the quantity of water that is actually removed from a surface due to the processes of evaporation and transpiration. Potential evapotranspiration (PET) and precipitation (P) represent two limits: available energy and available water limits, respectively.

The Budyko model is a function of Dryness Index (DI) and a catchment efficiency parameter (w). Dryness Index is the ratio of potential evapotranspiration to the precipitation (DI = \( \frac{\text{PET}}{P} \)). The Budyko model is given in equation 2 (Fu, 1981):

\[
\frac{ET}{P} = 1 + \frac{PET}{P} - \left[ 1 + \left( \frac{PET}{P} \right)^w \right]^{\frac{1}{w}} \tag{2}
\]

Here the parameter "w" is a catchment efficiency parameter ranging from 1 to \( \infty \). A higher "w" represents a greater efficiency of the catchment for converting precipitation into evapotranspiration (Zhang et al., 2008). In other words, more is the "w" more are the transpiration losses from land, or higher is the atmospheric water addition.

Runoff ratio is the ratio of runoff or streamflow to the precipitation (RR = \( \frac{R}{P} \)). For runoff ratio (RR) analysis (Eq. 3), the Budyko equation (Eq. 2) can be combined with the water balance equation (Eq. 1) assuming the long term storage change to be negligible (Zhang et al., 2008).

\[
RR = \frac{R}{P} = -\text{DI} + (1 + \text{DI}^w)^{\frac{1}{w}} \tag{3}
\]

Li et al. (2013) has derived the following relationship relating w and NDVI to incorporate the vegetation effects to the Budyko model:

\[
w = 2.36 \times \left( \frac{\text{NDVI} - \text{NDVI}_{\text{min}}}{\text{NDVI}_{\text{max}} - \text{NDVI}_{\text{min}}} \right) + 1.16 \tag{4}
\]
Inter-annual variations in runoff are quantified with the assumption that inter-annual variations in water storage change are small (Koster & Suarez, 1999). Therefore, *runoff deviation ratio* is the ratio of the standard deviation of annual streamflow (runoff, $\sigma Q$) to the standard deviation of annual precipitation ($\sigma P$; Zhang et al., 2008):

$$\frac{\sigma Q}{\sigma P} = (D_l^w + 1)^\frac{1}{w} - DL + DI \left(1 - D_l^{w-1} (D_l^w + 1)^\frac{1}{w-1}\right) \quad (5)$$

From the previous theoretical understanding, equations 3 and 5 are formulated for runoff ratio (Figure 1a) and runoff deviation ratio (Figure 1b). Figure (1) shows that with larger vegetation NDVI (green line), there are larger decreases in the water availability. Also, the 95% confidence interval is computed for both low ($W_L = 1.36 \pm 1.1$) and high ($W_H = 2.78 \pm 1.1$) vegetation scenarios. Increasing "$w" value shows that uncertainty decreases. In other words, Figure 1 shows that with increase in control value of "$w"", there is decrease in the uncertainty for runoff ratio and interannual variation of runoff ratio. Since "$w" is catchment vegetation characteristic parameter (equation 4), therefore with an increase in the "$w"", runoff ratio will be reduced significantly because more water will leave the watershed through ET.
Wet (dry) regions are defined as those when potential evapotranspiration is less (more) than precipitation (Kumar et al., 2016). Classification of regions as humid, transition and dry is based on the dryness index, i.e. DI < 1, 1 < DI < 2 and DI > 2, respectively. Dry regions are the water-limited regions, and humid regions are energy limited.

2.2.3 Cluster Analysis for forty-seven watersheds in the Southeast US: The southeast United States is a humid region mainly comprising of dryness index less than one (Figure 2a). Selected watersheds in this region are further classified as low and high vegetation density, using a cluster analysis for NDVI data (Figure 2b). The average NDVI value was 0.65, and low vegetation density areas from the cluster analysis were always lower than the average NDVI value. There were 22 low vegetation density watersheds in the Southeast US and 25 high vegetation density watersheds. The black boundaries in Figure (2a) and (2b) outline the forty-seven watersheds selected based on availability of continuous daily data record, along with more than 1000 square km area and are natural watersheds (Falcone et al., 2011).

2.2.4 Budyko Analysis using observed streamflow, NDVI, and precipitation data: I have analyzed the runoff ratio and runoff deviation ratio for 47 watersheds across the United States. To compute RR, I averaged the streamflow data from 1981 to 2010 and computed annual
average streamflow for each watershed. The area average precipitation for the corresponding period was computed using PRISM precipitation data. Then, I computed RR for each watershed by dividing observed streamflow with PRISM precipitation data.

The second step in the calculation was computing the catchment efficiency parameter "w" in the Budyko Model (equation 4), because on calculating "w" from NDVI gives average value of 0.65, which can be only used in large watersheds(Li et al., 2013). Since this study constitutes small watersheds as well, therefore, "w" parameter is optimized. I estimated the parameter (w) by employing the nonlinear optimization function using DI as an independent variable and RR as a dependent variable and 'w' as a model parameter as given in equation 3 (Kumar et al., 2016). The parameter 'w' is estimated locally using the 30-year climatology of RR and DI, using all available observed data. We performed nonlinear optimization using equation 3 and given values of RR and DI from the observations. We used the optimized w for runoff deviation ratio using $\frac{\sigma Q}{\sigma P}$ and DI from observed data and equation (5).

Figure 3. Application of Budyko Framework to investigate vegetation effects
2.2.5 Hypothesis testing for vegetation effects using Budyko model and observed data

Figure 3 explains the methodology for hypothesis testing. Assuming that vegetation does not impact the water availability, the catchment parameter \(w\) was optimized as described above and then statistical analysis was conducted and \(R^2\) was computed. Similarly, to account for the "vegetation effects" on the runoff ratio, we divided these watersheds into two categories, high and low NDVI (as discussed earlier) using cluster analysis followed by optimization of \(w\) parameter for both the categories, namely high and low vegetation. Then, R-square between the predicted and observed runoff ratio was computed between the observed RR and predicted RR for all 47 watersheds. In other words, the latter analysis helped us to clarify that vegetation impacts the water availability.

2.3 Results and Discussion

In this humid region, the results demonstrate the negative impact of vegetation on the water availability. The R-square increases between the simulated runoff (Eq. 3) and the observation increased from 0.60 to 0.62 upon the incorporation of vegetation factor (Figure 4).

![Figure 4. Runoff ratio with respect to (a) dryness index and (b) dryness index and vegetation for watersheds in southeast United States.](image)

\[
\begin{align*}
R^2 &= 0.60 \\
R^2 &= 0.62
\end{align*}
\]

\[
\begin{align*}
w_{\text{dry}} &= 2.63 \pm 0.13 \\
w_L &= 2.41 \pm 0.12 \\
w_H &= 2.94 \pm 0.24
\end{align*}
\]
However, no change in R-square for the runoff deviation ratio is observed (Figure 5). The variability in runoff ratio is not impacted by the vegetation classification.

A minimal or no vegetation effects in runoff ratio variability can be due to the location and characteristics of watersheds. The watersheds are in humid region and all are forested, because I selected only reference watersheds that have minimal human interference, e.g. land-use change, and urbanization. These forested watersheds can result in minimum variability in vegetation. Also, the sample size for this study is not large enough, therefore vegetation might not impact the interannual variability in the runoff ratio. Another contributor to water availability changes can be the climate. The runoff variability show significant correlation with climate variability is El Nino Southern Oscillation (ENSO) (Newman et al., 2016). It is likely that vegetation plays a secondary role for the runoff variability.

Other climatic drivers can include changes in radiation, temperature and wind (e.g., Penman-Monteith equation (Monteith, 1965; Penman, 1948)). Catchment "w" can also change with climate change due to increasing CO₂ effects (Kumar et al., 2016). A warming climate can increase evapotranspiration losses and reduce the available water. Temperature analysis using

\[ w = 2.63 \pm 0.13, \, DI \]
\[ w = 2.94 \pm 0.24, \, NDVI \]

Figure 5. Runoff deviation ratio with respect to (a) dryness index and (b) dryness index and vegetation for watersheds in southeast United States. Units (NA)
GISS data show no significant warming in the Southeastern United States (Figure A2). The increase in CO\textsubscript{2} will have two major vegetation responses affecting "w":

1. Water Use Efficiency (WUE): WUE is the ratio of water loss to carbon gain. WUE increases due to a reduction in stomatal opening under elevated CO\textsubscript{2} concentration resulting in increased water availability (Medlyn et al., 2011).

2. Plant Growth: decreases water availability due to higher photosynthesis rate under elevated CO\textsubscript{2} concentration (Gray et al., 2016).

**Exploratory Analysis:** Finally, I conducted a cross-correlation analysis (Table 1) among all the available variables to determine their relative influence on total water availability. I found that the dryness index significantly negatively correlates to the runoff ratio (-0.60). Potential evapotranspiration is also negatively correlated with the runoff ratio (-0.58). The increase in the evapotranspiration losses due to an increase in transpiration by CO\textsubscript{2} increase can result in decrease of streamflow or available water.

| Table 1. Correlation analysis for water-related variables in humid watersheds |
|------------------|----------|--------|--------|--------|--------|--------|
|                  | RR       | DI     | NDVI   | PCP    | PET    | Streamflow |
| RR               | 1        | -0.60* | 0.04   | 0.17   | -0.58* | 0.86*    |
| DI               | 1        | -0.64* | -0.75* | 0.21   | -0.84* |
| NDVI             | 1        | 0.78*  | 0.38*  | 0.41*  |
| PCP              | 1        | 0.46*  | 0.63*  |
| PET              | 1        | -0.21  |
| Streamflow       | 1        |        |        |        |
Vegetation does not show a significant impact on runoff ratio using linear analysis, i.e. NDVI and RR correlation is 0.04. Vegetation impact is important in the context that hydrologic fluxes show a nonlinear relationship with climate and vegetation inputs (Zhang et al., 2008). Hence, a nonlinear Budyko model helps to disentangle the effects of vegetation on streamflow (Kumar et al., 2016). Budyko model shows that incorporating vegetation effects improve water availability predictions. Also, the streamflow positively correlates with the runoff ratio (0.86), indicating that RR is a good predictor of total water availability.

The dryness index is negatively correlated to vegetation (-0.64), and precipitation (-0.75). Since precipitation and dryness are inversely related in Eq. 3. In Table 1, vegetation is positively correlated with the precipitation (0.78), followed by streamflow (0.41) and PET (0.38). Therefore, precipitation is a significant determinant of spatial variability in vegetation in this region. Climate comes out to be first order driver and vegetation as second order driver. In summary, climate variability derives the vegetation (Padrón et al., 2017) and which act to modulate the response as runoff ratio further.

2.4 Conclusions

The southeastern US is a humid region. Vegetation plays an important role for analyzing water availability in this region. Vegetation negatively impacts the water availability in the region. More is the vegetation, higher is the photosynthetic rate increasing the NDVI resulting in enhancement of transpiration losses and hence, decrease in water availability. The results indicated that the incorporation of vegetation effects in the Budyko model improved the R-square from 0.60 to 0.62. No or minimal impact of vegetation on the interannual variation of
runoff ratio variability was observed, that can be due to selection of watersheds in forested region, resulting in low variation in vegetation.
Chapter 3. Climate Modeling Experiments

3.1 Introduction

There are significant uncertainties in water cycle projections at regional scales (Cook et al., 2018; Greve et al., 2014; Kumar et al., 2015; Kumar et al., 2013). Sources of uncertainty include changes in atmospheric circulation, representation of coupled carbon-water-energy cycles and their parameterizations in climate models, land-use change, and water management (Allan, 2014; Bonan, 2016; Chang et al., 2015; Langenbrunner et al., 2015; Lehner et al., 2019). A process-oriented approach helps quantify relative contributions to different sources. We quantify relative contributions on water availability change in the Southeastern United States (SE US) from five potential drivers: climate change, land-use change, irrigation, increased water use efficiency, and plant growth under elevated CO$_2$ concentration.

The roles of climate change and land-use change have been thoroughly investigated in climate and hydrology literature. Current projections suggest that climate change will lead to increased heavy precipitation in the SE US, therefore increased risk of flooding (Held & Soden, 2006; Kumar et al., 2015; Wuebbles et al., 2017). Additionally, forest to agriculture conversion and urbanization increase water availability due to less evapotranspiration (Bonan, 2016; Bormann & Likens, 2012; Schilling, 2016; Swank et al., 1988). Warmer temperatures can increase evapotranspiration, therefore decrease water availability (Cook et al., 2018; Dai, 2013).

As CO$_2$ increases, plants respond with: (1) increased water use efficiency (WUE) due to reduction in stomatal opening under elevated CO$_2$ concentration (Medlyn et al., 2011), and (2) increased plant growth, also known as the CO$_2$ fertilization effect, due to higher photosynthesis rate under elevated CO$_2$ concentration (Gray et al., 2016). Recent studies have suggested that the WUE effect can ameliorate the effects of increasing dryness associated with climate change in
some regions (Fowler et al., 2019; Lemordant et al., 2018; Swann et al., 2016; Yang et al., 2019). However, increased plant growth leads to more leaves, which can increase whole-plant transpiration despite the lower leaf-level stomatal conductances. For example, a metanalysis of CO₂ enrichment studies found a 32±4% increase in plant growth due to the doubling of atmospheric CO₂ concentration (Wullschleger et al., 1995). (Frank et al., 2015) found increased transpiration despite decreased stomatal opening in the European forest and hypothesized that the combination of increased evaporative demand and plant growth could be responsible for the increased transpiration. Based on climate model projections, Mankin et al. (2019) found that plant growth could negate the effects of increased WUE on runoff in the warming climate scenarios. However, consistent comparison of different drivers of hydrological changes at the regional scale and their verification using observations need further investigations.

Observed streamflow changes reflect the integrated response of climate change, vegetation and land-use change, and direct human intervention in the hydrologic system. The United States Geological Survey (USGS) provides long-term streamflow observations from approximately 10,000 stations, several of which have continuous records since the 1950s (Eberts et al., 2019; Falcone, 2010). During the same time, the atmospheric CO₂ concentration has risen steadily since the 1950s, from 316 ppm in 1959 to 408 ppm in 2018 (Tans & Keeling, 2019). The first objective of this study is to investigate changes in the observed water availability or streamflow in the SE US. For example, (Trancoso et al., 2017) investigated long-term streamflow observations from eastern Australia and found a reduction in the base flow and attributed this change to the increased vegetation activity under elevated CO₂ concentration in the atmosphere. (Ukkola et al., 2016) found a 24-28% reduction in observed streamflow due to plant growth in semi-humid and semi-arid catchments of Australia.
The second objective of this study to quantify relative contributions of five potential
drivers: climate change, land-use change, irrigation, increased water use efficiency, and plant
growth under elevated CO$_2$ concentration. The SE US is a humid region (Fig. 6a) with an annual
average precipitation of 1350 mm/year, and hence plant growth is generally not limited by water
stress. Forests occupy more than 60% of the land area in the region (Fig. 6b). Hence, we expect
that plant response is playing a dominant role in water availability changes in the SE US. The
region has not experienced significant warming during the 20$^{th}$ century, likely due to the
influence of multi-decadal climate variability that is countering the greenhouse gas radiative
forcing (Kumar, Kinter, et al., 2013; Meehl et al., 2015; Pan et al., 2013). Cropland has declined
during the 20$^{th}$ century due to low biophysical suitability in the SE US (Kumar et al., 2013).
Conversion of cropland and natural forest to the developed area and commercial forestry has
been the primary land-use trend from 1973 to 2011 (Napton et al., 2010; Sayler et al., 2015;
Sayler et al., 2016). The lower Mississippi River Valley is one of the most intensively developed
irrigated agricultural regions in the United States (Massey et al., 2017). The irrigation has
expanded due to frequent drought in the region (Alston, Babcock, & Pardey, 2010; McNider &
Figure 6. Streamflow and precipitation trends from 1951 to 2015 in the Southeastern United States: (a) dryness index and reference watersheds, (b) NDVI and reference watersheds, (c) – (f) streamflow trends are shown using circle (no trend), up arrows (increasing trends), down arrows (decreasing trend), and background color show corresponding precipitating trends from monthly
PRISM precipitation data. Dryness index is a ratio of climatological average potential evapotranspiration to precipitation, computed from 1981 to 2010 data as in (Kumar et al., 2016). The median and average flows are shown in the background of annual average precipitation trend, 1-day minimum flow is shown in the background of annual minimum monthly precipitation trend, and 1-day maximum flow is shown in the background of annual maximum precipitation trend. Hatching and up or down arrows indicate a statistically significant trend at the 95% confidence level. Trend significance is calculated using the non-parametric Mann-Kendall test with long-term persistence considerations. Unit: Dryness Index (NA), NDVI (NA), and Precipitation trend (mm per month per decade).

3.2 Data and Methods

3.2.1 Observations

We employ long-term USGS streamflow observations from 42 reference stations in the SE US that have minimal human interference and continuous daily records since the 1950s (Figure 6a and Table A1 of the Appendix) (Falcone et al., 2010). We analyze long-term trends in four streamflow statistics: annual median, annual average, annual 1-day minimum, and annual 1-day maximum flows to capture the full spectrum of the observed hydrological changes (Kumar et al., 2009).

Precipitation data from Parameter-elevation Regressions on Independent Slopes Model (PRISM) are used to assess the climate trends (Daly et al., 2008; Daly et al., 1994). PRISM uses climate observations from a wide range of monitoring networks, applies quality control measures, and topography dependent spatial interpolation techniques to develop high-resolution
(4-km) spatial climate datasets to reveal short-term and long-term climate patterns for the contiguous United States.

We use the normalized difference vegetation index (NDVI) and leaf area index (LAI) (Z. Zhu et al., 2013) to assess the long-term vegetation trend (1982 to 2010). The NDVI is a measure of vegetation growth that is remotely observed by the Advanced Very High-Resolution Radiometer (AVHRR) satellite (Vermote et al., 2014). The NDVI values range between −0.2 to +1; higher NDVI values indicate a greater photosynthetic rate by the plants (Myneni et al., 1997; Tucker et al., 1986) (Myneni et al., 1997; Tucker et al., 1986).

3.2.2 Nonparametric Trend Detection

We compute trends using the Theil-Sen method (Sen, 1968; Theil, 1992) (Eq. 2), and its significance is determined using nonparametric Mann-Kendall test (Kendall, 1975; Mann, 1945). If \( x_1, x_2, \ldots, x_n \) is a time series of given length \( n \) (in years), then magnitude of

\[
TSA = \text{median} \left( \frac{x_j - x_i}{j - i} \right) \text{ for all } i < j \tag{1}
\]

The trend significance calculation accounts for decadal to multidecadal climate variability or long-term persistence (LTP) in the time series and is described in (Kumar et al., 2009). The nonparametric method has the following advantages: (1) It contains no prior assumption about the linear trend, (2) it is more accurate in detecting trend (higher power) in nonnormally distributed data, for example, streamflow (Önöz & Bayazit, 2003; Yue et al., 2002), and (3) it is robust against outliers. The LTP presents a significant source of uncertainty that leads to an underestimation of variance in the time series and, therefore, can lead to a false identification of significant trends (Koutsoyiannis & Montanari, 2007). We determine LTP using the Hurst
coefficient (H) as the maximum likelihood estimator of a fractional Gaussian noise process. If H is statistically significant, then a modified variance is obtained (Hamed, 2008). This methodology successfully identifies multidecadal climate variability in the SE US (Kumar, Merwade, et al., 2013).

3.2.3 Single Factor Climate Modeling Experiments

We followed the Land Use Model Intercomparison Project (LUMIP) protocol (Lawrence et al., 2016) to isolate the role of climate, land use, irrigation, WUE, and plant growth changes on water availability in the SE US. We obtain the contribution of an individual factor by contrasting the control all‐forcing experiment with a series of "one‐factor‐out" experiments (Table 2). We use the Community Land Model Version 5 (CLM5) (Lawrence et al., 2019) experiment because it has the most comprehensive dataset available for the analysis. Since the "Constant CO₂" experiment inhibits both WUE and plant growth effects, we performed additional "Stomatal Conductance Constant CO₂" experiment (described below) to separate the effects of WUE to that of the plant growth. The "Stomatal Conductance Constant CO₂" is a no WUE-only experiment. Hence, Control – Stomatal Conductance Constant CO₂ provides WUE-only effects, and Stomatal Conductance Constant CO₂ – Constant CO₂ provides plant growth-only effects. We also separated the effects of irrigation from that of land-use change (under rainfed agriculture) using CLM5 experiments (Table 2).

Additionally, we used the available Coupled Model Intercomparison Project Phase 6 (CMIP6) LUMIP data to assess uncertainties in CLM5 results (Eyring et al., 2016; Lawrence et al., 2016).
Table 2. List of CLM5 Experiments Used for Single-Factor Analysis

<table>
<thead>
<tr>
<th>Factor</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate</td>
<td>Control$^{(a)}$ – Constant Climate$^{(b)}$</td>
</tr>
<tr>
<td>Land-Use</td>
<td>No Irrigation$^{(c)}$ – No Land Use$^{(d)}$</td>
</tr>
<tr>
<td>Irrigation</td>
<td>Control$^{(a)}$ – No Irrigation$^{(c)}$</td>
</tr>
<tr>
<td>WUE (CO₂ Physiological)</td>
<td>Control$^{(a)}$ – Stomatal conductance constant CO₂$^{(e)}$</td>
</tr>
<tr>
<td>Plant Growth (CO₂ fertilization)</td>
<td>Stomatal conductance constant CO₂$^{(e)}$ - Constant CO₂$^{(f)}$</td>
</tr>
<tr>
<td>WUE &amp; Plant Growth</td>
<td>Control$^{(a)}$ – Constant CO₂$^{(f)}$</td>
</tr>
<tr>
<td>Land-use &amp; irrigation</td>
<td>Control$^{(a)}$ – No Land Use$^{(d)}$</td>
</tr>
</tbody>
</table>

Note: These experiments follow the LUMIP land-only experiment protocol as described by Lawrence et al. (2016).

$^{(a)}$ Control includes all factors with GSWP3 climate forcing.

$^{(b)}$ Constant climate — same as control but with pre-industrial climate forcing by looping over the first 20 years (1850 to 1869) of meteorological forcing data.

$^{(c)}$ No Irrigation—same as control with no irrigation.

$^{(d)}$ No Land-use—same as control with no land use.

$^{(e)}$ Stomatal Conductance Constant CO₂—same as control, but CO₂ concentration in stomatal conductance calculation is kept at the pre-industrial level (see text).

$^{(f)}$ Constant CO₂—same as control but CO₂ concentration in the atmosphere is kept at the pre-industrial level (285 ppm).
3.2.4 Model Description

The Community Land Model version 5 (www.cesm.ucar.edu/models/clm/) is an open-source (github.com/ESCOMP/ctsm) process-oriented community model. CLM5 simulates a range of biophysical and biogeochemical processes, including representation of land surface heterogeneity, canopy radiation, momentum, and energy balance, hydrology, photosynthesis, and stomatal conductance, carbon and nutrient cycling, land-cover and land-use change, crops, and crop management including irrigation and fertilization (Lawrence et al., 2019). CLM5 includes a prognostic annual cycle of vegetation evolution, emergence and senescence of leaves, and vegetation heights based on the Biome-biogeochemical cycle model (Thornton et al., 2002; Thornton & Rosenbloom, 2005). CLM5 calculates stomatal conductance using the Medlyn model (Equation 2) (Medlyn et al., 2011), which connects the water cycle (evapotranspiration) and carbon cycle (photosynthesis) in the model.

\[
g_s = g_o + \frac{1.6 \left(1 + \frac{g_1}{\sqrt{D}}\right) A_n}{C_s \frac{P_{atm}}{P_{atm}}}
\]

\(g_s\) refers to leaf stomatal conductance (\(\mu\) mol m\(^{-2}\) s\(^{-1}\)), \(g_o\) stands for minimum stomatal conductance (\(\mu\) mol m\(^{-2}\) s\(^{-1}\)), \(A_n\) is the leaf net photosynthesis (\(\mu\) mol CO\(_2\) m\(^{-2}\) s\(^{-1}\)), respectively. \(C_s\) refers to the CO\(_2\) partial pressure at the leaf surface (Pa), and \(P_{atm}\) stands for atmospheric pressure (Pa). \(D\) is the vapor pressure deficit at the leaf surface (kPa) and \(g_1\) represents a plant functional type-dependent parameter (\(\mu\) mol m\(^{-2}\) s\(^{-1}\)). Keeping all other factors the same, increasing \(C_s\) will lead to a reduction in stomatal conductance and therefore increased WUE. We fixed \(C_s\) to its preindustrial level (28.55 Pa) in the "Stomatal Conductance Constant CO\(_2\)" experiment. Since we changed \(C_s\) directly in the conductance calculation while the atmospheric
CO₂ evolved as per the background state (default), the Stomatal Conductance Constant CO₂ experiment did not affect the carbon cycle in the model (shown later).

The photosynthesis rate increases with elevated CO2 concentration in the atmosphere (Dang et al., 1998). CLM5 uses the Farquhar et al. (1980) photosynthesis model for C3 plants and the Collatz et al. (1992) model for C4 plants as described by Bonan et al. (2011). An increased photosynthesis rate contributes to increased plant growth and higher LAI under elevated CO₂ concentration. Wieder et al. (2019) found that CLM5 response to the elevated CO₂ concentration is comparable with the observations from free air CO₂ enrichment (FACE) experiments (Ainsworth & Long, 2005).

3.3 Results

The streamflow observations show no significant trend from 1951 to 2015 (Figures 6c to 6f). Out of 42 reference stations, only one station shows a significant decreasing trend in median flow, two stations show a significant trend (one decreasing and one increasing) for 1-day minimum flow, and one station shows a significant decreasing trend in 1-day maximum flow. None of the 42 reference stations shows a significant trend for annual average flow (Figure 6c), which is the metric we use for further analysis.

Annual average precipitation shows an increasing trend in some areas, particularly towards the western part of the study region (Figure 6d). Heavy precipitation has generally increased towards the coast (Figure 6f), and trends shown here are consistent with other observational estimates (e.g., Kumar, Merwade, et al., 2013). Overall, despite increasing precipitation trends in parts of the SE US, the streamflow has not changed significantly.
Figure 7. (a) Comparison CLM5 runoff in the control experiment with the USGS observations (area average for 42 reference stations). CLM5 results are computed from the area-weighted average of the grid-cells corresponding to the USGS watersheds. (b) contribution of drivers to the annual runoff change in CLM5 single factor climate modeling experiments, and the Southeastern US (24° north to 38° north, and 75° west to 95° west).

CLM5 captures the observed streamflow variability and changes in the Southeastern United States. Figure 6a compares average area streamflow from the 42 reference stations with the CLM5 control experiments. The CLM5 runoff data from the grid-cells corresponding to observations catchments (Figure 6a) are included in this analysis. We have used different terminologies: "streamflow" for USGS observations and "runoff" for climate model outputs mainly because of their prevalent use in the respective domain. We first computed area-weighted
average streamflow across 42 stations for each year from 1951 to 2015, and then we standardize the time series using its mean and standard deviation. The CLM5 and USGS observations compare well with a correlation value of 0.90. The CLM5, consistent with observations, does not show a statistically significant trend (p value <0.05) (Figure 7a). Similarly, the SE US regional average (24-38N, and 75-95W) CLM5 time series does not show a statistically significant trend (Figure 8). Hereafter, we have used the regional average time series for generality.

Figure 8. Comparison CLM5 runoff in the control experiment with the USGS observations (area average for 42 reference stations). CLM5 results are computed from the area-weighted average of the Southeastern US (24° north to 38° north, and 75° west to 95° west).

Plant growth is the most significant contributor that decreases runoff due to the increase in the LAI caused by the CO₂ fertilization effect. Figure 9 shows the average annual contributions from 1951 to 2010 due to each driver for runoff and LAI. Since climate impacts are highly variable (year to year), the mean climate impact is not statistically significant. Land-use
change and WUE increase runoff by 26.5 ± 2.0 mm/year and 42.4 ± 3.8 mm/year, respectively. Plant growth decreases runoff by 67.0 ± 4.9 mm/year due to a larger leaf area for total transpiration, which almost completely counteracts the combined effect of the land-use change and WUE. The changes in runoff stem from the corresponding opposite changes in evapotranspiration (Figure 10).

Figure 9. Contribution of individual drivers to (a) runoff change, and (b) LAI change. Annual average values from 1951 to 2010 for the Southeastern United States are shown. Error bars show two times the standard error estimate of annual mean values. If the error bar encompasses zero, then the mean change is not statistically significant (95% confidence level).
Figure 10. Contribution of individual drivers to evapotranspiration change. Annual average values from 1951 to 2010 for the Southeastern United States are shown. Error bars show two times the standard error estimate of annual mean values. If the error bar encompasses zero, then the mean change is not statistically significant (95% confidence level).
Figure 11. The spatial pattern of mean runoff changes (1951 to 2010) due to five drivers. Stippling show statistically significant change at the 95% confidence level based on the t-test. Unit: mm/year.

Figure 7b shows the contribution of the individual drivers on runoff change using CLM5 experiments (see Table 2). The climate impact is highly variable from year-to-year, attributable to the methodological design. The climate impacts are computed as the difference between control and constant-climate experiment, which recycles the preindustrial climate forcing (1850-1869) every 20 years (Table 2). This methodology of assessing climate impact is self-consistent with the methodology to determine the influence of other factors (Table 2). Land-use change and WUE both contributed to increases in runoff across the period 1951–2010. Plant growth, however, decreases runoff. Irrigation has minimal impact on the full region because of its relatively small areal coverage (Figure 11).

Higher CO₂ concentrations increase photosynthetic rates, increasing plant growth, and, therefore, LAIs. The simulated LAI change due to CO₂ fertilization is 0.61 ± 0.16 m²/m². On the other hand, land-use change (mainly deforestation for urbanization and commercial forestry in this region) tends to decrease LAI (−0.43 ± 0.12 m²/m²). The contribution of other drivers to LAI change is not statistically significant. Note that our "Stomatal Conductance Constant CO₂" experiment did not exhibit statistically significant changes in LAI, as desired, thereby validating that this experiment design effectively separates the effects of WUE change from the effects of plant growth on runoff.

CLM5 response is qualitatively similar to the CMIP6 LUMIP multimodel mean response, although there are quantitative differences among models (Figure 12). For example, the
The multimodel mean shows a net-zero combined effect due to WUE and plant growth, that is, the cancelation of the increasing water availability due to WUE by the plant growth. Similarly, all four CMIP6 LUMIP models show an increase in LAI due to elevated CO₂ concentration in the atmosphere. However, the CLM5 response of LAI change (0.56 ± 0.05 m²/m²) is greater than the multimodel mean change (0.33 ± 0.03 m²/m²) (e.g., Wieder et al., 2019). The CMIP6 LUMIP multimodel mean shows an increase in runoff due to land-use change and irrigation and high variability in climate effects similar to the CLM5 results.

Figure 12. CMIP6 LUMIP multi-model mean and individual model results of the drivers of hydrologic changes in the Southeast United States for CMIP6 models. Only four CMIP6 LUMIP climate models and the combined effects of WUE and plant growth are investigated because of limited data availability (January 2020). Similarly, the combined effects of land-use change, and irrigation are investigated. IPSL-CM6A-LR model did not have a Constant Climate experiment.
Figure 13. Standardized time series of NDVI and LAI from observations, and LAI from CLM5 control experiment and from the year 1982 to 2010 for the SE US. Respective trend estimates are: CLM-LAI: m²/m² per decade (p-value < 0.05), AVHHR-LAI is 0.03 m²/m² per decade (p-value = 0.11), and AVHHR-NDVI is 0.01 per decade (p-value = 0.18).
Figure 14. Trends in satellite observed NDVI from 1982 to 2015. Color contours show trend magnitude. Hatching denotes a statistically significant trend at the 95% confidence level.

Interactions between WUE and plant growth did not bias the interpretation of the results presented here. For example, the combined effect of WUE and plant growth computed from the (Control − Constant CO₂) CLM5 experiment is −24.6 ± 1.3 mm/year, which is nearly the same as the summation of their contributions individually as follows: WUE = 42.4 ± 3.8 mm/year and plant growth = −67.0 ± 4.9 mm/year. Similarly, the combined effects of land-use change and irrigation (Control − no LU) (Figure 12, CLM5) similar to the summation of their contributions individually (Figure 9).

A quantitative comparison with the AVHHR-based LAI data from Boston University and for the limited period (1982 to 2010) shows that CLM5 overestimates the observed LAI trend in the SE US (Figure 13). The CLM5 simulated LAI trend is 0.13 m²/m² per decade (p value <0.05), and AVHHR-LAI is 0.03 m²/m² per decade (p value = 0.11). The LAI and NDVI show a similar trend, likely because LAI is a derived product from the NDVI data (Zhu et al., 2013).

We also assessed whether or not the simulated plant growth is consistent with observations. Observations for NDVI are available only from 1982 to the present. Figure 14 shows the NDVI trend (1982 to 2015) from the satellite observations. The NDVI has increased significantly in winter and fall seasons. Some areas also show an increasing trend in the spring season. NDVI did not increase significantly in the summer season, likely due to water limitation in the summer (Buermann et al., 2018). The main agricultural region – the Lower Mississippi River Valley shows a decreasing trend in spring and fall likely to be associated with crop planting and harvesting and an increasing trend in the summer that is likely associated with
irrigation effects. Overall, the observed NDVI trends are consistent with model-simulated trends (Figure 13), at least in their sign of change, i.e., increasing effect due in plant's growth in the forested area, and decreasing effect due to land-use change.

Finally, we assess the effect of each driver on seasonal cycle of LAI and runoff from the CLM single factor experiments (Figs. 14 and 15). Land-use change and plant’s growth have the highest impacts on LAI seasonal cycle, where as effects due to climate change, irrigation, and WUE are one-order less than the land-use and plant growth’s impact (Fig. 14). The LAI decreases due to land use change towards the end of crop growing season., that is, through July to October, that can be due to harvesting of the crops Plant growth increases the LAI in all seasons, with the highest increase found in the late spring and early summer season.

The climate impacts decrease runoff during the dry season, i.e. fall, and increase runoff in wet season, i.e. spring. Land-use change increases water availability all through the year with the highest increase in the winter season. Irrigation negatively impacts the runoff in the summer. The WUE increases runoff all through the year with the highest impact during the winter. Plant’s growth shows a negative impact on water availability all through the year with the highest decrease in the winter. Our seasonal analysis can be further compared with the observational data.
Figure 14. Monthly climatology in CLM5 LAI change from 1951 to 2010 showing the impacts of climate, land use change, irrigation, water use efficiency, and plant growth. Error bars show standard error.
Figure 15. Monthly climatology in CLM5 runoff change from 1951 to 2010 showing the impacts of climate, land use change, irrigation, water use efficiency, and plant growth. Error bars show standard error.
3.4 Discussion and Conclusions

We diagnosed relative contributions of climate change (temperature and precipitation), land-use change, irrigation, increased WUE, and plant growth due to elevated CO$_2$ concentration on regional-scale hydrology of the Southeastern United States. We found that increase in runoff due to WUE (Swann et al., 2016) have been completely counteracted by the plant growth in the SE US. The effects of land-use change, and irrigation were small, mainly because of their smaller footprint in the SE US (Kumar, Merwade, et al., 2013). This result can change in intensive land-use change regions, for example, the Midwestern United States or highly irrigated region, for example, California Central Valley.

Figure A1 shows a global analysis of the contributions by the individual drivers to runoff change. The plant growth reduces runoff strongly in the subtropics, for example, SE US and La-Plata river basin in South America than the tropics, for example, the Amazon. The land-use change increases runoff in the Midwestern US. Dudley, et al., (2020) found an increasing streamflow trend in the agricultural watersheds of the Midwestern US and using USGS observations. The irrigation reduces runoff in dry regions, for example, Western North America and Central Asia. Caution is warranted in interpreting the climate impacts that can be biased due to the experiment design (Table 2). Our process-oriented methodology can be used to understand the drivers of the observed hydrological changes and uncertainties in future projections.

Satellite-based observations show that Earth's terrestrial surface is greening due to increased plant growth associated with elevated CO$_2$ (Zeng et al., 2018; Zhu et al., 2016). We show that Earth's greening can also play an important role in changing regional hydrology. We found that increased plant growth counteracts the effects of the increased WUE on water
availability in the Southeast. Compared with the direct human intervention in the hydrologic system, for example, changing land use and water management, the impact of the greening is not as easily visible to society. However, our results show that this relatively less known and slowly moving driver can play a substantial role in the water cycle of the humid and densely vegetated region. In future climate, plant growth can be limited due to water stress in the dry climate (Buermann et al., 2018; Kumar et al., 2016), and also due to nutrient (nitrogen and phosphorus) availability in the soil (Lombardozzi et al., 2015; Thornton et al., 2005).
Chapter 4. Summary and Conclusions

A study on long term drivers of hydrological changes in the Southeastern United States is presented in this thesis. The observational streamflow data has been used to analyze the long-term trends, followed by the use of process-based state-of-the-art global climate model Community Land Model version 5 (CLM5) to disentangle the drivers. The following conclusions are drawn from this study: I draw the following conclusions based on my study.

1. Vegetation decreases water availability in this region due to high evapotranspiration rates.

2. CLM control experiment and USGS observations show no significant trend in streamflow from 1951 to 2015 in the Southeast US.

3. Based on the analysis presented here, we conclude that the effect of CO₂ fertilization on plant growth can nullify the increasing water availability effects due to water use efficiency and land-use change effects.

4. Multi-model mean shows the cancelation of the increasing water availability due to WUE by the plant growth. Also, all four CMIP6 LUMIP models show an increase in LAI due to elevated CO₂ concentration in the atmosphere.

While the results presented in the thesis are specific to the Southeastern US, the model (CLM5) and methodology used in this study illustrate that vegetation can have a large impact on streamflow in humid regions such as the SE US. This result can be extended to other studies including future water trends in the region and understanding the water dynamics in other parts of the United States.
APPENDIX

Table A1: List of 42 reference USGS stations included in the analysis.

<table>
<thead>
<tr>
<th>FID</th>
<th>Gage ID</th>
<th>LAT</th>
<th>LON</th>
<th>STATION</th>
<th>AREA (SQ. KM.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2361000</td>
<td>31.34</td>
<td>-85.61</td>
<td>CHOCTAWHATCHEE RIVER NEAR NEWTON, AL.</td>
<td>1781.61</td>
</tr>
<tr>
<td>2</td>
<td>2371500</td>
<td>31.57</td>
<td>-86.25</td>
<td>CONECUH RIVER AT BRANTLEY AL</td>
<td>1292.79</td>
</tr>
<tr>
<td>3</td>
<td>2374500</td>
<td>31.42</td>
<td>-86.99</td>
<td>MURDER CREEK NEAR EVERGREEN AL</td>
<td>445.72</td>
</tr>
<tr>
<td>4</td>
<td>2467500</td>
<td>32.57</td>
<td>-88.19</td>
<td>SUCARNOOCHEE RIVER AT LIVINGSTON AL</td>
<td>1574.12</td>
</tr>
<tr>
<td>5</td>
<td>3574500</td>
<td>34.62</td>
<td>-86.31</td>
<td>PAINT ROCK RIVER NEAR WOODVILLE AL</td>
<td>813.80</td>
</tr>
<tr>
<td>6</td>
<td>7056000</td>
<td>35.98</td>
<td>-92.75</td>
<td>BUFFALO RIVER NEAR ST. JOE, AR</td>
<td>2149.36</td>
</tr>
<tr>
<td>7</td>
<td>7252000</td>
<td>35.58</td>
<td>-94.02</td>
<td>MULBERRY RIVER NEAR MULBERRY, AR</td>
<td>968.99</td>
</tr>
<tr>
<td>8</td>
<td>2231000</td>
<td>30.36</td>
<td>-82.08</td>
<td>ST. MARYS RIVER NEAR MACCLENNY, FL</td>
<td>1748.37</td>
</tr>
<tr>
<td>9</td>
<td>2315500</td>
<td>30.33</td>
<td>-82.74</td>
<td>SUWANNEE RIVER AT WHITE SPRINGS, FLA.</td>
<td>6136.26</td>
</tr>
<tr>
<td>10</td>
<td>2324000</td>
<td>29.79</td>
<td>-83.32</td>
<td>STEINHATCHEE RIVER NEAR CROSS CITY, FLA.</td>
<td>791.02</td>
</tr>
<tr>
<td>11</td>
<td>2326000</td>
<td>30.17</td>
<td>-83.82</td>
<td>ECONFINA RIVER NEAR PERRY, FLA.</td>
<td>556.41</td>
</tr>
<tr>
<td>12</td>
<td>2245500</td>
<td>29.98</td>
<td>-81.85</td>
<td>SOUTH FORK BLACK CREEK NEAR PENNEY FARMS, FL</td>
<td>348.43</td>
</tr>
<tr>
<td>13</td>
<td>2296500</td>
<td>27.38</td>
<td>-81.80</td>
<td>CHARLIE CREEK NEAR GARDNER FL</td>
<td>886.40</td>
</tr>
<tr>
<td>14</td>
<td>2246000</td>
<td>30.11</td>
<td>-81.91</td>
<td>NORTH FORK BLACK CREEK NEAR MIDDLEBURG, FL</td>
<td>451.06</td>
</tr>
<tr>
<td>15</td>
<td>2297310</td>
<td>27.20</td>
<td>-81.99</td>
<td>HORSE CREEK AT SR 72 NEAR ARCADIA, FL</td>
<td>528.38</td>
</tr>
<tr>
<td>16</td>
<td>2314500</td>
<td>30.68</td>
<td>-82.56</td>
<td>SUWANNEE RIVER AT US 441, AT FARGO, GA</td>
<td>3322.15</td>
</tr>
<tr>
<td>17</td>
<td>2228500</td>
<td>30.52</td>
<td>-82.23</td>
<td>NORTH PRONG ST. MARYS RIVER AT MONIAC, GA</td>
<td>496.95</td>
</tr>
<tr>
<td>18</td>
<td>7373000</td>
<td>31.54</td>
<td>-92.41</td>
<td>BIG CREEK AT POLLOCK, LA</td>
<td>131.18</td>
</tr>
<tr>
<td>19</td>
<td>7375000</td>
<td>30.62</td>
<td>-90.25</td>
<td>TCHEFUNCTE RIVER NEAR FOLSOM, LA</td>
<td>249.35</td>
</tr>
<tr>
<td>20</td>
<td>7376000</td>
<td>30.50</td>
<td>-90.68</td>
<td>TICKFAW RIVER AT HOLDEN, LA</td>
<td>651.61</td>
</tr>
<tr>
<td>21</td>
<td>7376500</td>
<td>30.50</td>
<td>-90.55</td>
<td>NATALBANY RIVER AT BAPTIST, LA</td>
<td>205.19</td>
</tr>
<tr>
<td>22</td>
<td>7377000</td>
<td>30.89</td>
<td>-90.84</td>
<td>AMITE RIVER NEAR DARLINGTON, LA</td>
<td>1525.31</td>
</tr>
<tr>
<td>23</td>
<td>8013000</td>
<td>31.00</td>
<td>-92.67</td>
<td>CALCASIEU RIVER NR GLENMORA, LA</td>
<td>1293.69</td>
</tr>
<tr>
<td>24</td>
<td>8014500</td>
<td>30.70</td>
<td>-92.89</td>
<td>OUISK'A CHITTO CREEK NEAR OBERLIN, LA</td>
<td>1305.15</td>
</tr>
<tr>
<td>25</td>
<td>2472000</td>
<td>31.71</td>
<td>-89.41</td>
<td>LEAF RIVER NR COLLINS, MS</td>
<td>1927.13</td>
</tr>
<tr>
<td>26</td>
<td>2472500</td>
<td>31.43</td>
<td>-89.41</td>
<td>BOUIE CREEK NR HATTIESBURG, MS</td>
<td>789.94</td>
</tr>
<tr>
<td>27</td>
<td>7291000</td>
<td>31.50</td>
<td>-90.78</td>
<td>HOMOCHITTO RIVER AT EDDICETON, MS</td>
<td>479.30</td>
</tr>
<tr>
<td>28</td>
<td>2108000</td>
<td>34.83</td>
<td>-77.83</td>
<td>NORTHEAST CAPE FEAR RIVER NEAR CHINQUAPIN, NC</td>
<td>1569.49</td>
</tr>
<tr>
<td>29</td>
<td>2111500</td>
<td>36.18</td>
<td>-81.17</td>
<td>REDDIES RIVER AT NORTH WILKESBORO, NC</td>
<td>233.66</td>
</tr>
<tr>
<td>River Name</td>
<td>Latitude</td>
<td>Longitude</td>
<td>Elevation</td>
<td>Distance</td>
<td></td>
</tr>
<tr>
<td>------------------------------------</td>
<td>----------</td>
<td>-----------</td>
<td>-----------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>MAYO RIVER NEAR PRICE, NC</td>
<td>36.53</td>
<td>-79.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAR RIVER NEAR TAR RIVER, NC</td>
<td>36.19</td>
<td>-78.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HENRY FORK NEAR HENRY RIVER, NC</td>
<td>35.68</td>
<td>-81.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOUTH FORK NEW RIVER NEAR JEFFERSON, NC</td>
<td>36.39</td>
<td>-81.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRENCH BROAD RIVER AT ROSMAN, NC</td>
<td>35.14</td>
<td>-82.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DAVIDSON RIVER NEAR BREVARD, NC</td>
<td>35.27</td>
<td>-82.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEETREE CREEK NEAR SWANNANOA, NC</td>
<td>35.65</td>
<td>-82.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CATALOOCHEE CREEK NEAR CATALOOCHEE, NC</td>
<td>35.67</td>
<td>-83.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WATAUGA RIVER NEAR SUGAR GROVE, NC</td>
<td>36.24</td>
<td>-81.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LITTLE TENNESSEE RIVER NEAR PRENTISS, NC</td>
<td>35.15</td>
<td>-83.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NANTAHALA RIVER NEAR RAINBOW SPRINGS, NC</td>
<td>35.13</td>
<td>-83.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOLICHUCKY RIVER AT EMBREEVILLE, TN</td>
<td>36.18</td>
<td>-82.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BUFFALO RIVER NEAR FLAT WOODS, TN</td>
<td>35.50</td>
<td>-87.83</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Figure A1**: A global analysis of the drivers of hydrological changes from 1951 to 2015 and CLM5 experiments. Unit: % changes: e.g., WUE effects: (Control – Stomatal Conductance Constant CO₂) *100/Control. We have used a control experiment in the denominator for % change calculation in all experiments and consistency purposes.
Figure A2: United States temperature trend from 1951 to 2015 and GISS data. Unit: °C/decade.

Blue box shows the Southeastern United States showing non-significant changes in temperature.
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