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Abstract

The mathematical model of Variable Density Flow and Solute Transport (VDFST) is a

time dependent, coupled and nonlinear dynamical system that is widely used to simulate sea-

water intrusion and related problems. The numerical problem is relatively easy to solve when

the transport of solute does not affect fluid density, but when there are big differences in density,

the problem of solute transport is much more difficult to solve because of the high degree of

nonlinearity. The numerical discretizations of VDFST in time and space are usually required

to be as fine as possible, but due to their high dimensional structure there is a strong need to

reduce the computational costs and storage requirements. Proper orthogonal decomposition

(POD), as a model order reduction (MOR) technique, aims to lower the computational com-

plexity by approximating the large-scaled discretized state equations using a low-dimensional

model. POD is an effective numerical technique to reduce the computational cost for state

estimation, forward prediction and inverse modeling.

In this research, POD was used with the Galerkin finite element method (GFEM) and

the Newton iteration approach to reduce the computational time and the relative error between

the results we obtain from the reduced dimensional and high dimensional models of VDFST.

The modified Henry problem and Elder problem were used to demonstrate the capability of

the model. It was showed that the reduced dimensional model that was solved with Newton

iteration approach can reproduce and predict the full model results very accurately with much

less computational time in comparison with the full dimensional model and the reduced dimen-

sional model that was solved with coupling iteration approach.
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Chapter 1

INTRODUCTION

Large-scale, high-dimensional dynamical systems are often given by discretization of systems

of nonlinear partial differential equations. In many fields of science and engineering, these

dynamical systems need to be simulated, optimized or controlled, but due to their high dimen-

sional structure there is a strong need to reduce the computational costs and storage require-

ments. Model order reduction (MOR) techniques aim to lower the computational complexity

by approximating the large-scaled discretized state equations using low-dimensional model.

Reduced order model methods that are most frequently used today can be widely categorized

into four groups: Proper orthogonal decomposition (POD) methods, reduced basis methods,

balancing methods, simplified physics or operational based reduction methods.

Hydrology is one the science fields where MOR techniques are commonly used. Simulat-

ing the natural system using the numerical models is a significant challenge for ground water

modelers, since they consist of large model networks which describe the reality more and more.

In the last decade, Vermeulen et al. [61, 62, 63, 64, 65, 66] has analyzed, developed and im-

plemented MOR methods for subsurface flow equations. In these studies, a low-dimensional

formulation for groundwater flow that reduces the computational burden necessary for inverse

modeling was described. In other studies [12, 16, 36, 37, 55, 63], POD, as a common MOR

technique, was applied to subsurface flow problems.

POD, also known as Karhunen - Loéve (K - L) expansion or principle components analy-

sis, was first introduced by Lumley [38] to identify coherent structures in dynamical systems.

In recent years, the technique has been widely used in studies and implemented effectively

to a variety of fields such as control problems, inverse problems, image processing, signal
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analysis, pattern recognition, data compression, oceanography, and fluid mechanics. POD is

an effective numerical technique to reduce the computational cost for state estimation, for-

ward prediction and inverse modeling. The primary goal in POD is to obtain optimal low

dimensional basis for representing a set of high-dimensional experimental or simulation data

[30, 31, 36, 37, 46, 55, 66]. Each basis, known by several names such as POD basis, proper

orthogonal modes (POM), empirical eigenfunctions or empirical orthogonal functions, is asso-

ciated with a certain amount of variance or energy.

Although there are some groundwater-related problems that can be solved by a single

flow model, they are limited. In practice, coupled models like VDFST are more involved for

complicated groundwater processes. The numerical problem is relatively easy to solve when

the transport of solute does not affect fluid density, since flow and transport are not coupled.

However, when there are big differences in density, the problem of solute transport is much

more difficult to solve because of the high degree of nonlinearity. Indeed, when salt water is

involved, the fluid density variations affect the local velocity field. Such nonlinearity can cause

recirculation regions and makes the solute distribution in the domain difficult to predict.

VDFST is a coupled nonlinear dynamical system that is widely used to simulate seawater

intrusion and related problems [8, 17, 23, 36, 37, 68, 69]. Due to the coupling process, the

governing equations must be solved simultaneously. Although the finite difference method

(FD) method is usually used to solve a single flow model, the Galerkin finite element method

(GFEM) is often adopted to solve VDFST models.

In a study, Li et al. [36, 37] developed a GFEM-POD reduced-order method to transform

the VDFST model into reduced dimensional form, and then using a coupling iteration approach

the high-dimensional model simulation results were approximately reproduced with a signifi-

cant time and computational complexity reduction. The modified Henry Problem [24, 59] and

Elder problem [19, 20] were used to check the efficiency of the method. In the study, firstly

solute concentration and fresh water hydraulic head snapshots (a set of data of state variables)

were collected by simulating the original high dimensional model, and then singular value de-

composition (SVD) was applied to the ensemble of snapshots separately to obtain a set of POD

modes that span the snapshot collection. Using these POD bases and Galerkin projection, a
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set of reduced dimensional coupled ODEs derived. Then, the system was solved with coupling

iteration to find the time coefficients that are used to reproduce the state variables for any time

any location in the domain.

In this dissertation, GFEM-POD method was used with Newton iteration to reduce the

computational time and the relative error between the results we obtain from the reduced di-

mensional and high dimensional models. The modified Henry problem and Elder problems

were used to demonstrate the capability of the model.

This dissertation is organized as follows. In Chapter 2, the formulation of variable density

flow and solute transport model is introduced. In Chapter 3, GFEM is applied to solve dis-

cretized mathematical model. Application of POD on VDFST to obtain a reduced dimensional

model is demonstrated in Chapter 4 with an error analysis. In Chapter 5, the developed method

is applied to two benchmark problems to check the accuracy and efficiency of the method.

Finally, in Chapter 6, some conclusion remarks are provided based on the results.
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Chapter 2

VARIABLE DENSITY FLOW AND SOLUTE TRANSPORT EQUATIONS (VDFST)

2.1 Concept of Head and Equivalent Freshwater Head

Hydraulic head is one of the important variables which is used to describe a groundwater sys-

tem. It is calculated as the sum of a pressure term, an elevation term, and a kinetic energy

term. Since the groundwater velocities are so slow, kinetic energy is typically negligible, and

hydraulic head is usually evaluated as the sum of the pressure and elevation terms.

To measure head and equivalent freshwater head, two piezometers which are shown in

Figure 2.1 are located to a specific point, N , in a porous aquifer that contains saline water

[23]. Piezometer A contains saline water that is identical to the aquifer water at point N. The

elevation of the water level in piezometer A is PN/ρg, and head at the point N is the height

of the water level in the piezometer above datum which is calculated by h = PN

ρg
+ ZN where

PN is the pressure at the point N , ρ is the fluid density, g is gravitational acceleration and

ZN is the elevation of the point N above the datum. Piezometer B contains freshwater and

has a mechanism to prevent saline water in the aquifer from mixing with freshwater in the

piezometer. This mechanism also allows the piezometer to respond accurately to the pressure

at the point N. Similarly, the elevation of the water level in piezometer B is PN/ρfg, and head

at the point N is the height of the water level in the piezometer above datum which is calculated

by hf = PN

ρfg
+ ZN where PN is the pressure at the point N , ρf is the freshwater density, g is

gravitational acceleration and ZN is the elevation of the point N above the datum. The head hf

is called equivalent freshwater head.
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𝑍𝑍𝑁𝑁 = Elevation of the point N above datum [L]
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𝜌𝜌𝑓𝑓g

Figure 2.1 Piezometer A filled with saline aquifer water and B with freshwater, open to the
same point in the aquifer.

2.2 Governing Equations for Flow and Transport

2.2.1 Variable density Ground-Water Flow Equation

The law of conservation of mass or principle of mass conservation is one of the most funda-

mental principles in nature and widely used in many fields such as fluid dynamics, mechanics

and chemistry. The law states that the rate of accumulation of mass stored in a control volume

(CV) is equal to the algebraic sum of the mass fluxes across the faces of the CV and the mass

exchange due to sinks or sources. The mass-balance equation for the water (ignoring disper-

sion) can be expressed mathematically as follows [23]:

∂

∂t
(θρ) = −∇ · (ρq) + ρRQR − ρQP , (2.1)

where:

∇ is the gradient operator ( ∂
∂x

)̂i + ( ∂
∂y

)̂j + ( ∂
∂z

)k̂,

ρ is the fluid density [ML−3],

q is the specific discharge vector [LT−1],
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θ is effective porosity [dimensionless],

QR and QP are injection/removal rates [LT−1],

ρR is fluid density of source [ML−3]

To derive the flow equation, firstly, the left-hand side of the equation (2.1) is expanded as:

∂

∂t
(θρ) = ρ

∂θ

∂t
+ θ

∂ρ

∂t
. (2.2)

where θ = θ(P ) and ρ = ρ(P,C). Since the changes of fluid pressure affect the effective

porosity it can be written as a function of fluid pore pressure. Similarly, the fluid density can

be evaluated as a function of fluid pore pressure and solute concentration under isothermal

conditions. The change of effective porosity and density with time can be expressed as [23]:

∂ρ

∂t
=
∂ρ

∂P

∂P

∂t
+
∂ρ

∂C

∂C

∂t
. (2.3)

and
∂θ

∂t
=

∂θ

∂P

∂P

∂t
. (2.4)

Substituting the equations (2.3) and (2.4) into the equation (2.2) the following equation can be

derived [23]:

∂

∂t
(θρ) = ρ

∂θ

∂t
+ θ

∂ρ

∂t
= ρ

∂θ

∂P

∂P

∂t
+ θ

∂ρ

∂P

∂P

∂t
+ θ

∂ρ

∂C

∂C

∂t
. (2.5)

The relation between water compressibility, fluid density and pressure is shown as [7]:

∂ρ

∂P
= ρζ, (2.6)

where ζ is the coefficient of water compressibility [M−1LT 2]. The relation between pressure,

porosity and the compressibility of a bulk porous material is defined as [7]:

∂θ

∂P
= (1− θ)ξ, (2.7)
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where ξ is the compressibility of the bulk porous material [M−1LT 2]. Substituting the equa-

tions (2.6) and (2.7) into the equation (2.5) the following equation can be written [23]:

∂

∂t
(θρ) = ρ(1− θ)ξ ∂P

∂t
+ θρζ

∂P

∂t
+ θ

∂ρ

∂C

∂C

∂t
. (2.8)

Rearranging the equation (2.8), and then substituting it in the equation (2.1) the following equa-

tion is derived

ρSp
∂P

∂t
+ θ

∂ρ

∂C

∂C

∂t
= −∇ · (ρq) + ρRQR − ρQP (2.9)

where Sp = ζθ+ ξ[1−θ] is the specific storage in terms of pressure. The equivalent freshwater

head at the piezometer B shown in Figure 2.1 is the elevation of the water level in piezometer

above datum and expressed as:

hf =
P

ρfg
+ z (2.10)

Rearranging the equation (2.10), the following expression can be derived:

P = ρfg(hf − z) (2.11)

Differentiating the equation (2.11) with respect to time, the change of pressure in time can be

written as:
∂P

∂t
= ρfg

∂hf
∂t

(2.12)

Substituting the equation (2.12) into the equation (2.9), flow equation can be expressed as:

ρSpρfg
∂hf
∂t

+ θ
∂ρ

∂C

∂C

∂t
= −∇ · (ρq) + ρRQR − ρQP (2.13)

Neglecting the difference between the compressibility coefficients of saltwater (ζ) and fresh-

water (ζf ) such that ζ ≈ ζf , the expression in the equation (2.13) can be written as:

gρfSp = Sf (2.14)

7



where Sf [L−1] is the specific storage in terms of freshwater head.

Substituting the equation (2.14) into (2.13) yields to:

ρSf
∂hf
∂t

+ θ
∂ρ

∂C

∂C

∂t
= −∇ · (ρq) + ρRQR − ρQP (2.15)

2.2.2 Darcy’s Law

Darcy’s law is an equation that shows the volumetric flow rate as a function of the flow area,

fluid pressure, elevation and a proportionality constant. It is stated in several different forms

depending on the flow conditions. The general form of Darcy’s law for a fluid of variable

density can be defined as [45]:

q = −k

µ
(∇P + ρg∇z) (2.16)

where:

µ is dynamic viscosity,

z is the elevation of the point of measurement above some datum

∇z is the unit vector in the vertical (z) direction,

g is acceleration due to gravity,

P is pressure,

k is permeability tensor

To write the equation (2.16) in another form, firstly, we differentiate the equation (2.11) and

derive the following expression:

∇P = ρfg∇hf − ρfg∇z (2.17)

Then, substituting (2.17) into the equation (2.16), the following mathematical expression is

written:

q = −kρfg

µ

(
∇hf +

ρ− ρf
ρf
∇z
)

(2.18)
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The freshwater hydraulic conductivity tensor, Kf , is defined as:

Kf =
kρfg

µf
(2.19)

where µf is the freshwater fluid viscosity.

In the literature, there are several basic examples of constitutive equations that show the relation

between the density and concentration. In this dissertation, we focus on the linear case shown

as:

ρ = ρf + EC (2.20)

where E = ∂ρ
∂C

is a dimensionless constant. Rewriting the equation (2.20), the following

expression can be obtained:
ρ− ρf
ρf

= ηC (2.21)

or
ρ

ρf
= 1 + ηC (2.22)

where η = E
ρf

. Substituting the equations (2.19) and (2.21) into (2.18), the specific discharge

vector q can be expressed as:

q = −Kf
µf
µ

(∇hf + ηC∇z) (2.23)

2.2.3 Governing Equation for Flow

For many applications, the ratio of the freshwater and saltwater fluid viscosity, µf
µ

, is considered

equal one. Substituting the equation (2.23) into the equation (2.15) and assuming µf
µ

= 1, the

following expression is derived [7, 23, 45]:

ρSf
∂hf
∂t

+ θE
∂C

∂t
= ∇ ·

(
ρKf

[
∇hf + ηC∇z

])
+ ρRQR − ρQP (2.24)

9



where E = ∂ρ
∂C

. Dividing both side of the equation (2.24) by ρf yields the equation:

ρ

ρf
Sf
∂hf
∂t

+ θ
E

ρf

∂C

∂t
= ∇ ·

( ρ
ρf

Kf

[
∇hf + ηC∇z

])
+
ρR
ρf
QR −

ρ

ρf
QP (2.25)

Since ρ
ρf

= 1 + ηC and η = E
ρf

, the equation (2.25) can be written as:

(1 + ηC)Sf
∂hf
∂t

+ θη
∂C

∂t
= ∇ ·

(
(1 + ηC)Kf

[
∇hf + ηC∇z

])
+
ρR
ρf
QR − (1 + ηC)QP

(2.26)

Equation (2.26) is the governing equation for flow in terms of freshwater head.

2.2.4 Governing Equation for Solute Transport

Since the redistribution of solute concentration affects the density fields during the ground-

water flow, a second governing equation for the transport of solute mass in the porous aquifer

is required. The law of the conservation of mass for concentration can be written as [7, 23, 45]:

θ
∂C

∂t
= ∇ · (θD∇C)−∇C · q + CRQR − CQP , (2.27)

where:

∇ is the gradient operator ( ∂
∂x

)̂i + ( ∂
∂y

)̂j + ( ∂
∂z

)k̂,

C is fluid concentration [ML−3]

D is the hydrodynamic dispersion coefficient [L2T−1],

q is the specific discharge vector [LT−1],

θ is effective porosity [dimensionless],

QR and QP are injection/removal rates [LT−1],

CR is fluid concentration of source [ML−3]

Substituting the equation (2.23) into the equation (2.27), and then dividing both side of the

equation by θ assuming µf
µ

= 1, the following equation is derived:

∂C

∂t
= ∇ · (D∇C) +∇C · Kf

θ
(∇hf + ηC∇z) +

CR
θ
QR −

C

θ
QP (2.28)
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which is the governing equation for solute transport in porous medium.

2.2.5 Governing System of VDFST Equations

Let Ω be the bounded calculation spatial domain and T be the time period of calculation. The

final system of equations in terms of the state variables hf and C that we will use in our model

can be described as:

Flow equation:

(1 + ηC)Sf
∂hf
∂t

+ θη
∂C

∂t
= ∇ ·

(
(1 + ηC)Kf

[
∇hf + ηC∇z

])
+
ρR
ρf
QR − (1 + ηC)QP

x ∈ Ω 0 ≤ t ≤ T

(2.29)

with the following initial and boundary conditions:

hf (x, 0) = h0
f (x) x ∈ Ω

hf (x, t)|
Γ
hf
D

= h1
f (x) x ∈ Γ

hf
D(

(1 + ηC)K (∇hf + ηC∇z)
)
· n|

Γ
hf
N

= ρqq(x, t) x ∈ Γ
hf
N

where,

Γ
hf
D : Dirichlet Boundary Condition for hf

Γ
hf
N : Neumann Boundary Condition for hf

Solute Transport equation:

∂C

∂t
= ∇ · (D∇C) +∇C · Kf

θ
(∇hf + ηC∇z) +

CR
θ
QR −

C

θ
QP

x ∈ Ω 0 ≤ t ≤ T

(2.30)

with the following initial and boundary conditions:

C(x, 0) = C0(x) x ∈ Ω

C(x, t)|ΓC
D

= C1(x) x ∈ ΓCD(
D∇C

)
· n|ΓC

N
= g(x, t) x ∈ ΓCN

where,

ΓCD : Dirichlet Boundary Condition for C

ΓCN : Neumann Boundary Condition for C

11



Chapter 3

NUMERICAL METHODS FOR VDFST

3.1 Weak Formulation

In this section, the weak formulation of the VDFST equations is developed. The space H1(Ω)

is the standard Sobolev space of order one, and the notation 〈·, ·〉Ω is defined as the standard

inner product over L2(Ω) as 〈f, g〉Ω =
�

Ω
fg dΩ with L2 norm ||f || = 〈f, f〉1/2.

Let V hf
0 = {v ∈ H1(Ω) : v|

Γ
hf
D

= 0} and V C
0 = {v ∈ H1(Ω) : v|ΓC

D
= 0}.

Multiplying the equations (2.29) and (2.30) by test functions φhf ∈ V hf
0 and φC ∈ V C

0 , respec-

tively, integrating over the spatial domain, Ω, and integrating by parts with boundary conditions

gives the following abstract variational problem [45]: Find solutions hf , C ∈ H1(Ω) such that:

〈
(1 + ηC)Sf

∂hf
∂t

+ θη
∂C

∂t
, φhf

〉
=−

〈
(1 + ηC)Kf (∇hf + ηC∇z) ,∇φhf

〉
+

〈
ρR
ρf
QR − (1 + ηC)QP , φ

hf

〉
+

〈(
(1 + ηC)Kf (∇hf + ηC∇z)

)
· n, φhf

〉
Γh
N

(3.1)

〈
∂C

∂t
, φC

〉
=−

〈
D∇C,∇φC

〉
+

〈
∇C · Kf

θ
(∇hf + ηC∇z) , φC

〉
+

〈
CR
θ
QR −

C

θ
QP , φ

C

〉
+

〈
D∇C · n, φC

〉
ΓC
N

(3.2)

To simplify the notation, the following expressions are used instead of the equations (3.1) and

(3.2), respectively:

〈
(1 + ηC)Sf

∂hf
∂t

+ θη
∂C

∂t
, φhf

〉
= BF (hf , C;φhf ) + LF (φhf ) (3.3)

12



and 〈
∂C

∂t
, φC

〉
= BT (hf , C;φC) + LT (φC) (3.4)

3.1.1 Combination of Flow and Solute Transport Equations

The combined weak formulation of VDFST equations is derived as follows:

Let V = H1(Ω)×H1(Ω), and V0 = V
hf

0 × V C
0 . For u(x, t) = (hf (x, t), C(x, t)) ∈ V for fixed

t and φ = (φhf , φC) ∈ V0 we define,

B(u;φ) = BF (u, φhf ) + BT (u, φC)

L(φ) = LF (φhf ) + LT (φC)

S
(
∂u

∂t
, φ

)
=

〈
(1 + ηC)Sf

∂hf
∂t

+ θη
∂C

∂t
, φhf

〉
+

〈
∂C

∂t
, φC

〉 (3.5)

using the equations (3.3) and (3.4). Now the problem is finding u(x, t) = (hf (x, t), C(x, t)) ∈

C1([0, T ], V ) such that:

S
(
∂u

∂t
, φ

)
= B(u;φ) + L(φ) ∀φ ∈ V0, 0 ≤ t ≤ T

hf |
Γ
hf
D

= g
hf
D , C|Γhf

C

= gCD

hf (x, 0) = h0
f (x), C(x, 0) = C0(x)

(3.6)

3.1.2 Finite Element Discretization with GFEM

Now, the infinite dimensional variational problem can be approximated by the Galerkin finite

element method. The approximate solutions of freshwater hydraulic head and solute concen-

tration can be written as the linear combination of time coefficients and nodal basis vectors

[36, 37]:
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hf (x, t) = ĥ(x, t) =
N∑
i=1

hi(t)φi(x)

C(x, t) = Ĉ(x, t) =
N∑
i=1

Ci(t)φi(x)

(3.7)

where hi(t) and Ci(t) are the time coefficients at node i (i = 1, ..., N ) and time t for the

freshwater hydraulic head and solute concentration, respectively. φi(x) is the finite-element

basis function at node i, and N is the number of the nodes across the domain. Replacing

the freshwater hydraulic head hf and concentration C by their approximations in the equation

(3.6), the problem can be described as:

Find û(x, t) = (ĥ(x, t), Ĉ(x, t)) ∈ C1([0, T ], V̂ ) where V̂ ⊂ V such that

S
(
∂û

∂t
, φ̂i

)
= B(û; φ̂i) + L(φ̂i), ∀φ̂i ∈ V̂0, 0 ≤ t ≤ T

ĥ|Γh
D

= ĝhD, Ĉ|ΓC
D

= ĝCD

ĥ(x, 0) = ĥ0(x), Ĉ(x, 0) = Ĉ0(x)

(3.8)

Let u(t) be the finite element expansion coefficients of û. Then the Galerkin problem can be

written as a nonlinear system of ordinary differential equations as:

M u̇ = F(u) + b, 0 ≤ t ≤ T

u(0) = u0

(3.9)

To integrate the equation system (3.9) in time, an implicit time-extrapolated method was used,

and the boundary conditions were implemented into the global matrices. The system was solved

using the Newton iteration approach, and the element integrals in all problems were approx-

imated using Gaussian quadrature. Since the global matrices in the equation system depend

on the number of nodes, the procedure may lead to large amount of calculation effort. These

procedures are computationally expensive, but the application of the POD model significantly

reduces the computation time.
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Chapter 4

PROPER ORTHOGONAL DECOMPOSITION FOR VDFST

Snapshot Selection
POD Basis Functions

(Modes)

Galerkin Projection

Reduced Dimensional 
Model 

Reconstruction

Full Dimensional 
Model

Results

SVD

Selected Bases

Ve
rif

ica
tio

n

Numerical 
Formulation

Figure 4.1 Reduced Order Modeling Methodology

POD is an efficient model order reduction technique to extract low dimensional basis func-

tions from an ensemble of experimental or detailed simulation data of high dimensional sys-

tems. POD provides efficient tools to derive surrogate models for high-dimensional dynamical

systems and partial differential equations when it is used in conjunction with Galerkin projec-

tion. The reason is that when the dynamical system and PDEs are projected onto a subspace of

the original phase space, in combination with Galerkin projection, the subspace inherits special

characteristics of overall solutions. Although POD is applied to nonlinear problems, it requires

only standard matrix calculations which is a big advantage to reduce the computational cost.
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The methodology of the reduced dimensional model that is given in the Figure 4.1 is

modified from Li et al. [36, 37]. Firstly, the original full dimensional model is run, and an

ensemble of time snapshots containing the spatial distribution of the numerical simulation at

certain time instances reflecting the system dynamics is generated. The choice of the snapshots

plays a crucial role and relies either on guesswork, intuition or simulations. Secondly, these

snapshots are written as the columns of a matrix, and then POD bases are extracted applying

SVD. The chosen bases are used with Galerkin projection to generate the reduced dimensional

system. For the VDFST system, the variables of the reduced dimensional system are the time

coefficients of the freshwater hydraulic head and the solute concentration. Finally, these time

coefficients are used to reconstruct model states.

4.1 Snapshot Selection

Snapshots are constructed from the trajectories of the dynamical system and defined as a full

spatial representation of the system state at certain instances of time. The performance of a

reduced dimensional model which is constructed by a projection based method is highly sen-

sitive to the selected snapshot set. To get more accurate results, snapshots should be chosen

whenever the dynamics of the system change. For the VDFST model, the freshwater hydraulic

head and solute concentration are the most important data resulting from numerical simulation

and can be written as:

hkf =



hkf,1

hkf,2
...

hkf,N


∈ RN and Ck =



Ck
1

Ck
2

...

Ck
N


∈ RN

where N is the number of nodes across the mesh.

An ensemble of snapshots chosen in the time interval [0, T ] can be written as the columns

of the following rectangular matrices for the freshwater hydraulic head and solute concentration

respectively asWhf = [h1
f h2

f ... hns
f ] ∈ RN×ns andWC = [C1 C2 ... Cns ] ∈ RN×ns

where N is the number of nodes across the mesh, and ns is the number of the snapshots.
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4.2 SVD and Construction of the POD Basis

Singular value decomposition (SVD) is a well-known method to extract POD basis. SVD of

a matrix W ∈ RN×ns with rank d is the factorization of W into the product of three matrices

such that W = UΣV T where the columns of U ∈ RN×N and V ∈ Rns×ns are orthonormal.

The matrix Σ ∈ RN×ns is diagonal with positive real entries such that [44]:

UTWV =

Σd 0

0 0

 = Σ ∈ RN×ns

where Σd = diag(σ1, ..., σd) ∈ Rd×d. The positive numbers σi are called singular values of

W and arranged in descending order. The columns of U = (u1, ..., uN) and V = (v1, ..., vns)

are called left singular vectors and right singular vectors respectively and satisfy the equations

Wvi = σiui and W Tui = σivi where i = 1, ..., d.

Using the Lagrangian formalism, it can be seen that columns of U and V also satisfy the

following eigenvalue problems respectively:

WW Tu = σ2u and W TWv = σ2v where WW T ∈ RN×N and W TW ∈ Rns×ns . The

singular values σ are square roots of the eigenvalues from WW T or W TW . It is clear that the

eigenvalues of WW T or W TW are indeed the same.

The relation between POD and SVD lies in the fact that the POD basis should contain

as much “information” or “energy” as possible, and it can be seen that for every d ≤ ns the

approximation of the columnsW ∈ RN×ns by the first d singular vectors {u1, ..., ud} is optimal

in the least quares sense among all rank approximations to the columns of W .

In fluid dynamics, it is usually observed that the eigenvalues decrease exponentially. Using

the corresponding eigenvectors of W TW as POD basis for the largest eigenvalues gives a good

chance to derive low-order approximate models with a lower computational burden. Applying

SVD to the matricesWhf andWC with this idea yields the following POD basis functions which

are optimally approximating the given data set in the least-squares sense for the freshwater

hydraulic head and solute concentration:

Ψhf = {ψhf ,1, ψhf ,2, ..., ψhf ,Mhf } and ΨC = {ψC,1, ψC,2, ..., ψC,MC} where Mhf and MC are
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the number of the POD bases from the snapshots of the freshwater hydraulic head and solute

concentration respectively.

4.3 Galerkin Projection and POD

To generate the reduced dimensional model, we obtain an ensemble of the snapshots solving

the full dimensional model (3.8), and then we derive the POD bases using SVD. Since the goal

is to project the full dimensional model onto a reduced dimensional subspace that is spanned

by the POD modes, Galerkin method is used. It is a key step in this process and helps to smooth

the derivatives of the POD basis functions.

The model variables hf and C can be expressed as a linear combination of the GFEM basis

functions, POD modes and time coefficients as [36, 37]:


hf (x, t) ≈ h̃f (x, t) =

∑Mhf

i=1

∑N
j=1 φj(x)ψ

hf ,i
j a

hf
i (t)

C(x, t) ≈ C̃(x, t) =
∑MC

i=1

∑N
j=1 φj(x)ψC,ij aCi (t)

(4.1)

Using the equations (2.29) and (2.30), the following residual functions are defined:

RF = ∇ ·
(

(1 + ηC)Kf

[
∇hf + ηC∇z

])
− (1 + ηC)Sf

∂hf
∂t
− θη∂C

∂t
+
ρR
ρf
QR − (1 + ηC)QP

(4.2)

RT = ∇ · (D∇C) +∇C · Kf

θ
(∇hf + ηC∇z)− ∂C

∂t
+
CR
θ
QR −

C

θ
QP (4.3)

An ordinary differential equation system governing the time coefficients ahf (t) and aC(t) is

obtained by substituting (4.1) into the residual equations (4.2) and (4.3) projecting onto the

subspace spanned by the modes ψhf ,m and ψC,m as follows [36, 37]:

〈〈
RF (h̃f , C̃, x, t), φk

〉
, ψhf ,m

〉
= 0 k = 1, ..., N ; m = 1, ...,Mhf〈〈

RT (C̃, h̃f , x, t), φk
〉
, ψC,m

〉
= 0 k = 1, ..., N ; m = 1, ...,MC

(4.4)

where Mhf and MC are the number of modes for freshwater hydraulic head and solute concen-

tration respectively. Expanding the equation system (4.4), the following reduced dimensional
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model can be derived:

〈�
Ω

∇ ·
(

(1 + ηC̃)Kf

[
∇h̃f + ηC̃∇z

])
− (1 + ηC̃)Sf

∂h̃f
∂t

−θη ∂C̃
∂t

+ ρR
ρf
QR − (1 + ηC̃)QP

ψk dΩ,Ψhf

〉
= 0 (4.5)

〈�
Ω

 ∇ ·
(
D∇C̃

)
+∇C̃ · Kf

θ

(
∇h̃f + ηC̃∇z

)
−∂C̃

∂t
+ CR

θ
QR − C̃

θ
QP

ψk dΩ,ΨC

〉
= 0 (4.6)

It is usually acceptable that the principal axes are horizontal and vertical for an aquifer with

horizontal bedding. Thus, according to the assumption the variables h̃f , C̃, the tensors Kf ,

D and the vector ∇z can written respectively as h̃f (x, t) = h̃f (x, z, t), C̃(x, t) = C̃(x, z, t),

Kf =

 Kfx 0

0 Kfz

, D =

 Dxx 0

0 Dzz

,∇z =

 0

1

.

Letting T∆ be a triangulation of Ω ∈ R2 consisting of a collection of Ne elements, {Ωe}Ne
e=1, the

following semi-discrete coupled ODE system can be stated as follows [36, 37]:

A1a
hf + (aC)TA2a

hf + A3a
C + (aC)TA4a

C + A5
dahf

dt
+ (aC)TA6

dahf

dt
+ A7

daC

dt
= F1

B1a
C − (ahf )TB2a

C − (aC)TB3a
C +B4

daC

dt
= F2

(4.7)

with the following initial conditions:

a
hf
m (t0) =

〈
hf (x, z, t0), ψhf ,m

〉
, m = 1, ...,mhf

aCm(t0) =
〈
C(x, z, t0), ψC,m

〉
, m = 1, ...,mC

where

ahf (t) =



a1hf
(t)

a2hf
(t)

...

amhf
(t)


and aC(t) =



a1C (t)

a2C (t)

...

amC
(t)


The matrices A1 − A7, B1 −B4, F1 and F2 can be shown to be:

A1 = (Ψhf )Tα1Ψhf ; α1i,j =
∑

e

{�
e

[
Ke
fx

∂φi
∂x

∂φj
∂x

+Ke
fz
∂φi
∂z

∂φj
∂z

]
dxdz

}
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A2 = (Ψhf )Tα2Ψhf ; α2i,j,m =
∑MC

m=1

∑
e

{�
e
η
∑3

j=1 φjψ
C,m
j

 Ke
fx

∂φi
∂x

∂φj
∂x

+Ke
fz
∂φi
∂z

∂φj
∂z

 dxdz

}

A3 = (Ψhf )Tα3ΨC ; α3i,j =
∑

e

{�
e

[
ηKe

fz
∂φi
∂z
φj − ηQPφiφj

]
dxdz

}

A4 = (Ψhf )Tα4ΨC ; α4i,j,m =
∑MC

m=1

∑
e

{�
e
η2Ke

fz

∑3
j=1 φjψ

C,m
j

∂φi
∂z
φj dxdz

}

A5 = (Ψhf )Tα5Ψhf ; α5i,j =
∑

e

{�
e
Sfφiφj dxdz

}

A6 = (Ψhf )Tα6Ψhf ; α6i,j,m =
∑MC

m=1

∑
e

{�
e
Sfη

∑3
j=1 φjψ

C,m
j φiφj dxdz

}

A7 = (Ψhf )Tα7ΨC ; α7i,j =
∑

e

{�
e
θηφiφj dxdz

}

F1 = (Ψhf )T
∑

e

{ �
Γ2

ρq
ρf
qφi dΓ +

�
e
QPφi dxdz −

�
e
ρR
ρf
QRφi dxdz

}

B1 = (ΨC)Tβ1ΨC ; β1i,j =
∑

e

{�
e

[
De
xx

∂φi
∂x

∂φj
∂x

+De
zz
∂φi
∂z

∂φj
∂z

+ qss
θ
φiφj

]
dxdz

}

B2 = (ΨC)Tβ2ΨC ; β2i,j,m =
∑Mhf

m=1

∑
e

{�
e

 Ke
fx

θ

∑3
j=1

∂φj
∂x
ψ
hf ,m
j · φi ∂φj∂x

+
Ke

fz

θ

∑3
j=1

∂φj
∂z
ψ
hf ,m
j · φi ∂φj∂z

 dxdz

}

B3 = (ΨC)Tβ3ΨC ; β3i,j,m =
∑MC

m=1

∑
e

{�
e

ηKe
fz

θ

∑3
j=1 φjψ

C,m
j · φi ∂φj∂z dxdz

}

B4 = (ΨC)Tβ4ΨC ; β4i,j =
∑

e

{�
e
φiφj dxdz

}

F2 = (ΨC)T
∑

e

{ �
Γ2
gφi dΓ +

�
e
qss
θ
Cssφi dxdz

}
where i = 1, ..., N j = 1, ..., N .

Since the dimensions of Ψhf ∈ RN×nb and ΨC ∈ RN×nb depend on the number of POD bases,

the dimension of the reduced-order model (4.7) is much smaller than the dimension of the

full dimensional system (3.9). Thus, solving the equation system (4.7) saves a large amount

computational labor with an acceptable error.
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4.4 Solution Method with Newton Iteration

In [36, 37], the full dimensional and reduced dimensional VDFST models were solved using

coupling iteration scheme. Since the Newton iteration is usually faster, we used this iteration

scheme for both the full dimensional and reduced dimensional models. To test our solution

technique, we used the Henry and Elder problems. The coupling and Newton iteration meth-

ods were compared. In many cases for reproduction and prediction calculations, the Newton

iteration converged faster than the coupling iteration. To solve the reduced order model, first,

we define the following discrete weak residuals:

R̃k
F =A1a

hf (n+1,k) + (aC(n+1,k))TA2a
hf (n+1,k) + A3a

C(n+1,k)

+ (aC(n+1,k))TA4a
C(n+1,k) + A5

ahf (n+1,k) − ahf (n,0)

∆t

+ (aC(n+1,k))TA6
ahf (n+1,k) − ahf (n,0)

∆t
+ A7

aC(n+1,k) − aC(n,0)

∆t
− F1

(4.8)

R̃k
T =B1a

C(n+1,k) − (ahf (n+1,k))TB2a
C(n+1,k) − (aC(n+1,k))TB3a

C(n+1,k)

+B4
aC(n+1,k) − aC(n,0)

∆t
− F2

(4.9)

where n is the current time step and ∆t = tn+1 − tn.

Letting un+1,k = [ahf (n+1,k)(t), aC(n+1,k)(t)]T , the system residual at the time step n + 1 and

the iteration k can be given by R̃k(un+1,k) = [R̃k
F (un+1,k), R̃k

T (un+1,k)]T .

Finally, defining our Newton iterate ∆u = un+1,k+1 − un+1,k, the solution algorithm for each

time step can be written as:

1. Initialize iteration value: un+1,1 = un

2. For k = 1, 2, ... until convergence:

(a) Compute residual R̃k(un+1,k) =

R̃k
F (un+1,k)

R̃k
T (un+1,k)
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(b) Compute Jacobian J̃ (un+1,k) =

 ∂R̃k
F

∂a
hf (n+1,k)

∂R̃k
F

∂aC(n+1,k)

∂R̃k
T

∂a
hf (n+1,k)

∂R̃k
T

∂aC(n+1,k)



(c) Solve the linearized system for ∆u:

J̃ (un+1,k)∆u = −R̃k(un+1,k)

(d) Update un+1,k+1 = ∆u+ un+1,k.

(e) Test for convergence by testing ||aC(n+1,k+1) − aC(n+1,k)|| < τs for some suitable

error tolerances τs.

After calculating aC and ahf for each time step, the variables C̃ and h̃f can be constructed using

the equations (4.1).

Element integrals in all problems were approximated using Gaussian quadrature for both full

dimensional and reduced dimensional models.

4.5 Error Analysis

Di et al. [16] provided some error estimates between the numerical solutions of the full dimen-

sional model and the reduced dimensional model based on POD bases.

Let Cn ∈ RN and C̃n ∈ RN be the vectors constituted with solutions of the original and re-

duced dimensional models for solute concentration respectively for the nth (n = 1, 2, ..., T )

time step.

LetWC = [C1 C2 ... Cns ] ∈ RN×ns be an ensemble of snapshots for solute concentration

where N is the number of nodes across the mesh, and ns is the number of the snapshots. If n

is chosen from the set {1, 2, ..., ns}, the error estimate is obtained as follows [16]:

||Cn − C̃n||L2 ≤
√
λMC+1 n ∈ {1, 2, ..., ns}

where λ represents the eigenvalues of the matrices W T
CWC or WCW

T
C . MC is the number of

basis functions chosen for the reduced dimensional model.

Else if n 6∈ {1, 2, ..., ns}, when t` (1 ≤ ` ≤ ns) are uniformly chosen from tn (1 ≤ ` ≤ T ),

and
∥∥∥∂C(ζ1)

∂t

∥∥∥
L2

and
∥∥∥∂C̃(ζ2)

∂t

∥∥∥
L2

are bounded (i.e.
∥∥∥∂C(ζ1)

∂t

∥∥∥
L2

≤ ω and
∥∥∥∂C̃(ζ2)

∂t

∥∥∥
L2

≤ ω), the

following error estimate exists [16]:
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||Cn − C̃n||L2 ≤
√
λMC+1 + ∆tT

2ns
ω n 6∈ {1, 2, ..., ns}

where tn ≤ ζ1 ≤ t` and tn ≤ ζ2 ≤ t`.

Using the same method, some error estimates between the numerical solutions of the full di-

mensional model and the reduced dimensional model for freshwater hydraulic conductivity

based on POD bases can be provided.
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Chapter 5

NUMERICAL EXPERIMENTS: HENRY PROBLEM AND ELDER PROBLEM AS
BENCHMARKS

5.1 The Henry Problem

The Henry salt water intrusion problem [24] has been used for decades as a test case for bench-

marking density-dependent flow and solute transport models. Many numerical codes, such

as SEAWAT and MODFLOW, have been evaluated with the Henry’s semi-analytical results

[24]. The original problem concerns a vertical cross-section through a confined aquifer that is

isotropic and homogeneous. The conceptual design of the Henry problem is shown in Figure

5.1 [23]. The confined aquifer box is 2 meter long, 1 meter wide and 1 meter high. No flow

conditions were specified along the lower and upper boundaries. A hydrostatic pressure distri-

bution was specified for the seaside boundary (right side), and a freshwater flux was prescribed

along the inland boundary from the regional aquifer system. Freshwater enters into the con-

fined aquifer box from the left side at a constant rate (Qin = 5.702 m3/d per meter) with a fixed

concentration (Cin = 0) and mixes with the saline water from the right boundary. There is no

other source for water entering the aquifer or leaving through a sink.

Li et al. [36, 37] wrote numerical programs to solve the VDFST models using the GFEM

with the coupling iteration. To examine the accuracy of these numerical programs, a standard

Henry problem [59] was simulated in the domain that was discretized using 861 nodes and

1600 uniformly aligned linear triangular elements with the diagonal pointing in the NE-SW

direction, and the concentration solutions of the full dimensional system were compared with

the semi-analytical results [59]. Both the position and shape of the isochlors matched very well

[36, 37]. Also, to increase the relative importance of the density-dependent effects, Li [36, 37]
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seawater concentration, Cs = 35 kg/m3

inflow concentration, Cin = 0 kg/m3

fluid density of seawater, ρ𝑠𝑠 = 1,025 kg/m3

fluid density of freshwater, ρ𝑓𝑓 = 1,000 kg/m3

porosity, θ = 0.35
equivalent freshwater hydraulic conductivity, K𝑓𝑓 = 864 m/d
inflow rate, Qin = 5.702 cubic meters per day per meter
longitudinal and transverse dispersivity, αL = αT = 0 m
molecular diffusion, Dm = 1.62925 m2/d
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Figure 5.1 Model parameters for the standard Henry problem

simulated a modified Henry problem by just halving the recharge rate of freshwater (Qin), and

it was used as the original full model [59]. Both the standard and modified Henry problems

were simulated using the same spatial and temporal discretization.

To solve and simulate the VDFST models, we ran the numerical programs using GFEM

with Newton iteration. Both standard (Figure 5.2) and modified (Figure 5.3) Henry problems

were simulated using the same model inputs as Li et al. [36, 37]. Also, the concentration and

equivalent freshwater head solutions from these numerical models were compared with Li’s

solutions, and the isochlors matched excellently in Figure 5.4 and 5.5. The required CPU time

to simulate 500 min in MATLAB with a time step of 1 min and a convergence criteria of 10−6

kg/m3 for the fluid concentration between consecutive iterations is approximately 570 s for the

modified full dimensional model using Newton iteration approach.
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Figure 5.2 Numerical simulations of solute concentration (Top) and freshwater head (Bottom)
at time t = 500 minutes for the standard Henry problem

26



0
0

5

5

10
10

15

15

20

20

25

25

30

30

35
35

0 0.5 1 1.5 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

5

10

15

20

25

30

35

1.01

1.015

1.015

1.02

0 0.5 1 1.5 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1

1.005

1.01

1.015

1.02

1.025

Figure 5.3 Numerical simulations of solute concentration (Top) and freshwater head (Bottom)
at time t = 500 minutes for the modified Henry problem
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Figure 5.4 Comparison of the Newton (red dashed) and Coupling (blue dashed) iteration ap-
proaches for solute concentration (Top) and freshwater head (Bottom) at time t = 500 minutes
for the standard Henry problem
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Figure 5.5 Comparison of the Newton (red dashed) and Coupling (blue dashed) iteration ap-
proaches for solute concentration (Top) and freshwater head (Bottom) at time t = 500 minutes
for the modified Henry problem
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5.2 Reduced Order Model of the Henry Problem

To test the capability of the model reduction method, modified Henry problem is used as the

original problem under various cases. Modified Henry problem has several important advan-

tages as compared to the standard solution in terms of the numerical methods because the re-

duced recharge can help alleviate problems with the oscillation in the solution of the advection-

dispersion equation near the outflow boundary [59]. Also, the maximum grid Peclet number is

reduced from Pe = 4.1 to Pe = 2.8 under the modified conditions with a uniform discretization

(∆x = ∆z = 0.05 m) to avoid oscillatory solutions [68].

The predicted time length, number of the POD modes and snapshot selection are some of

the important factors that affect the accuracy and efficiency of the reduced dimensional model

on prediction. In the following subsections, the effects of these factors are illustrated with the

comparison of the Newton and coupling iteration approaches.

Modified Henry Problem
Number of Bases (nb) Computation time (s) with

Newton Iteration
Computation time (s) with
Coupling Iteration

5 0.1408 0.2243
10 0.2664 0.4168
15 0.4292 0.6755
20 0.6381 0.9939
25 0.9109 1.3660
30 1.2461 1.9229

Table 5.1 Computation times (CPU) of the reduced dimensional model for the homogeneous
case with different nb to simulate 500 time steps

5.2.1 Homogeneous Case

In this subsection, it is assumed that the hydraulic conductivity Kf is 864 m/day throughout a

homogeneous and isotropic aquifer for both full and reduced dimensional models [23].

POD provides the most efficient way of capturing the dominant components of a high di-

mensional process with only an adequate number of modes. It means it is possible to reduce

the model order from hundreds or thousands to a few tens with these modes. This reduction

enables that such models can be applied in real time applications by resulting in ease of sim-
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Figure 5.6 The percentages of the total energy of solute concentration (Top) and the total energy
of the equivalent freshwater hydraulic head (Bottom) for the homogeneous case.

ulation, assimilation and optimization. In a dynamical system, large eigenvalues correspond

to main characteristics of the system, while small eigenvalues give only small perturbations of

the overall dynamics. The goal is to choose the number of POD modes small enough while

the percentage of the total energy is close %100 [44]. The relation between the total energy

and the number of the eigenvalues is shown in Figure 5.6 by choosing the snapshots every 1
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minute from the full dimensional model solutions of the first 100 minutes for both freshwater

hydraulic head and solute concentration.

The required CPU times to simulate 500 min in MATLAB with a time step of 1 min and

a convergence criteria of 10−12 kg/m3 for the time coefficients of fluid concentration, aC(t),

between consecutive iterations are listed in Table 5.1 for the reduced dimensional model using

Newton and coupling iteration approaches with different number of POD bases. The compu-

tation time using the full dimensional model to simulate 500 time steps is about 570 s. It took

about 0.9109 s of CPU time with Newton iteration approach and 1.3660 s of CPU time with

coupling iteration with 25 POD modes. Although it runs almost 415 times faster with coupling

iteration, it runs at least 625 times faster with Newton iteration.

To compare the predicted results between the reduced and full dimensional models for

each time step over the domain, root mean square error (RMSE) is used as an error metric:

Ei
hf

=

√
(hif − h̃if )T (hif − h̃if )

N
i ∈ {1, 2, ..., T} (5.1)

and

Ei
C =

√
(Ci − C̃i)T (Ci − C̃i)

N
i ∈ {1, 2, ..., T} (5.2)

where hf and C are simulation results from full dimensional model, h̃f and C̃ are simulation

results from reduced dimensional model, N is number of nodes throughout the domain and i

∈ {1, 2, ..., T} is the ith time step. In Figure 5.7, the RMSE of solute concentration between the

reduced and full dimensional models increases as the number of prediction time steps increases.

Also, it can be seen that accuracy increases as the number of POD basis functions increases,

but after a certain basis size accuracy doesn’t increase significantly. Thus, it is important to

choose the optimal number of POD bases for the accuracy. In Figure 5.8, the predicted results

using 25 bases is best at t=100 min. Although the accuracy is decreasing gradually from t=100

min to t =500 min, the isochlors of the reduced dimensional model and full dimensional model

still match well at t=500 min. Figure 5.9 shows that both the Newton and coupled iteration

time stepping approaches give the same RMSE over the simulation time interval, both for low

and high dimensional POD subspaces.
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Figure 5.7 RMSE of predicted concentrations between the full dimensional and reduced di-
mensional models for the homogeneous case using Newton iteration with different number of
bases

Snapshot selection is important to maximize the accuracy and efficiency of the reduced

dimensional model. They should be chosen whenever the dynamics of the system change. If

the addition of another snapshot doesn’t contribute to accuracy significantly, it can be assumed

that the number of snapshots is optimal. To investigate the effects of the number of snapshots,

we sampled different number of snapshots from the first 100 minutes. 10, 25, 50 and 100

snapshots were taken with a sampling time step of 10 min, 4 min, 2 min and 1 min respectively

with 25 POD bases, and the results are shown the Figure 5.10. It can be seen that the accuracy

is increasing as the number of snapshots increases.

5.2.2 Heterogeneous Case

Hydraulic conductivity is a key parameter for all aspects of water and solute movement. Whether

under saturated or unsaturated conditions, water movement is highly dependent on the hy-

draulic conductivity. To demonstrate the efficiency and accuracy of the model reduction tech-

nique (POD) with Newton iteration approach, it was tested in heterogeneous and anisotropic

natural media conditions since it is more ”realistic”.

33



1.0051.01

1.015

1.015

1.02

a

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0
0

5

5

5

10

10

10

15

15

15

20

20

20

25

25

25

30

30

35
35

b

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.0051.01

1.015

1.015

1.02

1.02

c

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0
0

5

5

5

10

10

10

15

15

15

20

20

20

25

25

25

30

30

d

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.0051.01
1.015

1.015

1.02

1.02

e

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0
0

5

5

5

10

10

10

15

15

15

20

20

20

25

25

25

30

30

f

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.0051.01

1.015

1.015

1.02

1.02

g

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0
0

5

5

5

10

10

10

15

15

15

20

20

20

25

25

25

30

30

h

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.0051.01

1.015

1.015

1.02

1.02

i

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0
0

5

5

5

10

10

10

15

15

15

20

20

20

25

25

25

30

30

j

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 5.8 Comparison of results between the reduced dimensional (red dash) model with
25 bases and full dimensional (blue dash) model for the homogeneous case. Predicted head
distributions (m) at time t = 100 minutes (a), t = 200 minutes (c), t = 300 minutes (e), t = 400
minutes (g), t = 500 minutes (i). Predicted concentration distributions (kg/m3) at time t = 100
minutes (b), t = 200 minutes (d), t = 300 minutes (f), t = 400 minutes (h), t = 500 minutes (j).

In the homogeneous case, the hydraulic conductivity distribution was taken as 864 m/d in

both x-direction (Kfx) and z-direction (Kfz) for the modified Henry problem. In the heteroge-

neous case, one random conductivity field and two different zonal conductivity fields were used
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Figure 5.9 RMSE of predicted concentrations between the full dimensional and reduced dimen-
sional models for the homogeneous case using Newton iteration and coupling iteration with 100
snapshots and different bases.

for both reduced dimensional and full dimensional models. All settings, except the hydraulic

conductivity, are same for both homogeneous and heterogeneous cases.

In the first case (Case 1), a geostatistical approach was used to generate a hydraulic con-

ductivity field. The anisotropic ratio Kfx/Kfz was assumed to be 4 over the entire domain,

and the distribution of Kf in the x-direction was generated with the Gaussian distribution,
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Figure 5.10 RMSE of predicted concentrations between the reduced dimensional and full di-
mensional models for the homogeneous case using Newton iteration and 25 bases with different
number of snapshots.

N(864, 250). In the second case, two different zonal conductivity fields were used, and the

conceptual design of the hydraulic conductivity fields are shown in the Figures 5.11. The con-

fined aquifer was divided into five zones, and it is assumed that the anisotropic ratio Kfx/Kfz

is still 4 throughout the domain. In the first pattern (Case 2A), the hydraulic conductivities

decrease from top (Zone 1) to bottom (Zone 5). In the second pattern (Case2B), they increase

from top (Zone 1) to bottom (Zone 5) in a confined aquifer whose depth is 1 m. Employing

25 bases from 100 snapshots, the reduced dimensional models were run, and simulation results

were compared with the full dimensional model results in Figure 5.12, 5.13 and 5.14 for dif-

ferent cases. The CPU times to simulate full dimensional model 500 min in MATLAB with a

time step of 1 min is approximately 370 min, 360 min and 340 min for Case 1, Case 2A and

Case 2B respectively. The comparison of the CPU times to simulate 500 min for the reduced

dimensional model using the Newton and coupling iteration methods are given in the Table 5.2,

5.3 and 5.4. It can be seen that Newton iteration converges faster than coupling iteration for

different number of POD bases in each case.
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Modified Henry Problem
Number of Bases (nb) Computation time (s)

with Newton Iteration
Computation time (s)
with Coupling Iteration

5 0.1468 0.1865
10 0.2565 0.3335
15 0.4136 0.5593
20 0.6163 0.8606
25 0.9175 1.2466
30 1.2165 1.6942

Table 5.2 Computation times (CPU) of the reduced dimensional model for the
heterogeneous case (Case 1) with different nb to simulate 500 time steps

Modified Henry Problem
Number of Bases (nb) Computation time (s)

with Newton Iteration
Computation time (s)
with Coupling Iteration

5 0.1370 0.1992
10 0.2520 0.3363
15 0.3913 0.5438
20 0.5954 0.8256
25 0.8490 1.1560
30 1.1857 1.6260

Table 5.3 Computation times (CPU) of the reduced dimensional model for the
heterogeneous case (Case 2A) with different nb to simulate 500 time steps

Modified Henry Problem
Number of Bases (nb) Computation time (s)

with Newton Iteration
Computation time (s)
with Coupling Iteration

5 0.1230 0.1260
10 0.2404 0.2875
15 0.3976 0.5287
20 0.5975 0.8127
25 0.8533 1.1761
30 1.1492 1.6138

Table 5.4 Computation times (CPU) of the reduced dimensional model for the
heterogeneous case (Case 2B) with different nb to simulate 500 time steps
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Zone 1 : Kfx = 864/1 m/day, Kfz = Kfx/4

Zone 2 : Kfx = 864/2 m/day, Kfz = Kfx/4

Zone 3 : Kfx = 864/4 m/day, Kfz = Kfx/4

Zone 4 : Kfx = 864/8 m/day, Kfz = Kfx/4

Zone 5 : Kfx = 864/16 m/day, Kfz = Kfx/4

0m

0.2m

0.4m

0.6m

0.8m

1m

2m

a

Zone 1 : Kfx = 864/16 m/day, Kfz = Kfx/4

Zone 2 : Kfx = 864/8 m/day, Kfz = Kfx/4

Zone 3 : Kfx = 864/4 m/day, Kfz = Kfx/4

Zone 4 : Kfx = 864/2 m/day, Kfz = Kfx/4

Zone 5 : Kfx = 864/1 m/day, Kfz = Kfx/4

0m

0.2m

0.4m

0.6m

0.8m

1m

2m

b

Figure 5.11 Zonal diagrams, cross-sectional view. (a) Hydraulic conductivities decrease by
depth; (b) hydraulic conductivities increase by depth.
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Figure 5.12 Comparison of results between the reduced dimensional (red dash) model with 25
bases and full dimensional (blue dash) model for the heterogeneous case (Case 1). Predicted
head distributions (m) at time t = 100 minutes (a), t = 200 minutes (c), t = 300 minutes (e), t =
400 minutes (g), t = 500 minutes (i). Predicted concentration distributions (kg/m3) at time t =
100 minutes (b), t = 200 minutes (d), t = 300 minutes (f), t = 400 minutes (h), t = 500 minutes
(j).
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Figure 5.13 Comparison of results between the reduced dimensional (red dash) model with 25
bases and full dimensional (blue dash) model for the heterogeneous case (Case 2A). Predicted
head distributions (m) at time t = 100 minutes (a), t = 200 minutes (c), t = 300 minutes (e), t =
400 minutes (g), t = 500 minutes (i). Predicted concentration distributions (kg/m3) at time t =
100 minutes (b), t = 200 minutes (d), t = 300 minutes (f), t = 400 minutes (h), t = 500 minutes
(j).
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Figure 5.14 Comparison of results between the reduced dimensional (red dash) model with 25
bases and full dimensional (blue dash) model for the heterogeneous case (Case 2B). Predicted
head distributions (m) at time t = 100 minutes (a), t = 200 minutes (c), t = 300 minutes (e), t =
400 minutes (g), t = 500 minutes (i). Predicted concentration distributions (kg/m3) at time t =
100 minutes (b), t = 200 minutes (d), t = 300 minutes (f), t = 400 minutes (h), t = 500 minutes
(j).
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5.3 The Elder Problem

In the previous section, the modified Henry problem whose internal flow dynamics are mostly

determined by the boundary forcing was used to study the accuracy and efficiency of the re-

duced dimensional model that was generated by the GFEM-POD method with the Newton

iteration approach. To test the model under different conditions, the Elder salt convection prob-

lem that is highly sensitive to density coupling effects was used. The original Elder problem

was generated by Elder [19, 20] and concerns laminar fluid flow that is modeled in the cross-

sectional region of a closed rectangular aquifer. The conceptual design of the Elder problem

is shown in Figure 5.15. Although there are several other problems that have been used in

the literature to benchmark density-dependent groundwater flow codes, both Henry and Elder

problems are the most popular ones [58, 59].

seawater concentration, Cs = 285.7 kg/m3

fluid density of seawater, ρ𝑠𝑠 = 1,025 kg/m3

fluid density of freshwater, ρ𝑓𝑓 = 1,000 kg/m3

porosity, θ = 0.10
equivalent freshwater hydraulic conductivity,  K𝑓𝑓 = 0.411 m/d
longitudinal and transverse dispersivity, αL = αT = 0 m
molecular diffusion, Dm = 0.308 m2/d

600 METERS

15
0 

M
ET

ER
S

300 METERS
P = 0P = 0

Cs = 285.7

C = 0.0

Figure 5.15 Model parameters for the Elder problem

For the Elder problem, the governing equations (2.29) and (2.30) were used considering

advection and diffusion without dispersion. To improve the efficiency and to avoid three stable

steady state solutions, the molecular diffusion coefficient (Dm) was doubled [35, 37], and a

modified Elder problem which we used as the original problem was generated. The domain for

this problem was discretized using 7381 nodes and 14400 uniformly aligned linear triangular
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elements with the diagonal pointing in the NE-SW direction. To simulate a period of 5 years

that is shown in Figure 5.16, a uniform time interval of 5 days was used. The required CPU

time to simulate 5 years in MATLAB with a time step of 5 days and a convergence criteria

of 10−6 kg/m3 for the fluid concentration between consecutive iterations is approximately 6.5

hours for the modified full dimensional model. The accuracy and efficiency of the reduced

Modified Elder Problem
Number of Bases (nb) Computation time (s) with

Newton Iteration
Computation time (s) with
Coupling Iteration

5 0.2014 0.4565
10 0.3484 0.7723
15 0.6777 1.0322
20 0.9366 1.7275
25 1.0919 2.0653
30 1.7921 2.9371

Table 5.5 Computation times (CPU) of the reduced dimensional model with different nb to
simulate 5 years

dimensional model depend on the basis selection, snapshot selection and predicted time length.

Since the Elder problem is highly nonlinear, and the error increases gradually as time increases,

we testified the reproduction test which is the repeated calculation of the full model. The time

period to choose the snapshots is same as the time period used in full dimensional model for the

reproduction test. To generate the snapshots, we run the original full dimensional model with

a uniform time interval of 5 days for a time period of 5 years (1825 days). 73 snapshots were

chosen as one from every 25 days for both concentrations and hydraulic heads. The comparison

of the computation times (CPU) of the reduced dimensional models which are generated by the

Newton and coupling iteration approaches with different number of bases to simulate 5 years

are shown in the Table 5.5. We investigate that the Newton iteration converges faster than

coupling iteration under the same convergence criteria. The computation time using the full

dimensional model to simulate 5 years is about 6.5 hours. It took about 0.3484 s of CPU

time with Newton iteration approach and 0.7723 s of CPU time with coupling iteration with 10

POD modes. Comparison of solute concentration between the reduced dimensional model with

Newton iteration approach and the original full dimensional model in the reproduction test is
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shown in Figure 5.17. The results of the reduced dimensional model matched more than 99.9%

according to the Figure 5.18.
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Figure 5.16 Original full dimensional model in the reproduction test.
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Figure 5.18 Comparison of results between the reduced dimensional (red dash) model with 20
bases and full dimensional (blue dash) model for the modified Elder problem, t=5 years.
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Chapter 6

CONCLUSIONS

The VDFST model is a time dependent, nonlinear and coupled dynamical system. If we com-

pare it with constant-density flow and transport model, the numerical discretization of the

VDFST requires to be fine, and additional computational loops increase computational time

significantly. In this study, we showed that the VDFST model can be solved with at a lower

computational cost burden using the GFEM-POD method with the Newton iteration approach.

The accuracy and computational efficiency of the reduced dimensional model have been

studied using the Henry and Elder problems, which are two-dimensional examples of the

VDFST system. These examples showed that the reduced dimensional model with Newton

iteration approach can reproduce and predict the full dimensional model results for both solute

concentrations and hydraulic heads very accurately. Also, the study demonstrated that the com-

putation times required for the reduced dimensional model with the Newton iteration approach

is less than the computation times required for the reduce dimensional model with the coupling

iteration approach.

Another important result is that the accuracy and efficiency of the reduced dimensional

model depend strongly on the basis selection, predicted time length and snapshot selection.

Therefore, the continued research topic can be optimal basis and snapshot selection to get more

accurate and efficient results.
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