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#### Abstract

The ability of electron-beam (e-beam) lithography to transfer fine features onto a substrate is essential in many applications where high-resolution devices need to be fabricated. However, its low throughput has been the major drawback, especially for transferring large-scale patterns such as optical masks. In order to overcome the drawback, e-beam lithography systems with massively-parallel beams were recently developed and their throughput, improved by several orders of magnitude, has been experimentally demonstrated. In this study, for the optimal use of such parallel-beam systems, the effects of lithographic parameters on the writing quality are analyzed, and the approaches to improve the writing quality of the pattern corner are explored. The metrics of writing quality include the exposure variation and contrast, the total dose required, the dose latitude, the line edge roughness, the corner rounding, and directivity. The proposed correction method analysis including the correction impact from the size of the correction beam, the necessary number of correction beams, correction trade off characteristics from the overlap amount with the regular shot, and design guidelines are discussed. The analysis results obtained through an extensive simulation are provided and discussed in this thesis.
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## Chapter 1

## INTRODUCTION

Electron-beam lithography (EBL) has a capability of transferring a fine-feature pattern onto a substrate and is widely used in various applications of pattern transfer. ${ }^{1-5}$ However, its main drawback of low throughput has become a limiting factor for large-scale patterns as the pattern size and complexity continue to increase. In response to the need for significant improvement of writing throughput, there have been many efforts to develop EBL systems which utilize multiple beams. ${ }^{6-10}$ Some of those efforts recently lead to fruitful outcomes, new EBL systems with massively-parallel beams. While the patterning throughput has been improved by several orders of magnitude, ${ }^{6,9}$ there is a need to analyze the writing quality in order to enable the optimal use of such systems. In this study, the dependency of writing quality on lithographic parameters are examined and the geometric proximity correction guidelines to improve the writing quality of the pattern corner are explained.

In a massively-parallel EBL system, each beam can be considered to be a fixed shapedbeam which is dependent on the beam aperture. First, due to the beam blur along the boundary of a beam and electron scattering in the resist, ${ }^{11}$ the spatial distribution of exposure (energy deposited in the resist) within a feature may not be uniform even when all points in the feature are exposed with a constant dose. The scattering effect leads to an undesired influence in the region adjacent to those exposed by the electron beam is called the proximity effect. ${ }^{12}$ Second, the number of bits used to encode a dose level for each beam may be limited to reduce the required rate of data transfer into the e-beam control unit. ${ }^{13}$ As a way to increase the dose resolution, each point (pixel) on the resist surface may be allowed to be exposed by multiple beams in an overlapping manner. That is, the exposing interval can be smaller than the pixel interval (size), which slows the exposure change over the feature boundary. Third, it is possible
that some of beams may become faulty and are not able to provide the specified level of dose to certain pixels. Though the fault rate is typically very low, the effect of faulty beams, i.e., the exposure reduction at a pixel or pixels, may not be negligible.

The above mentioned effects can cause a substantial change in the spatial distribution of exposure and therefore the writing quality. Through an extensive simulation, the writing quality such as exposure variation and contrast, total dose, line edge roughness, maximum indent, dose latitude, and corner rounding is analyzed in terms of the lithographic parameters such as the exposing interval, etc. This study is a first step toward the development of a method to optimally utilize an e-beam system with massively-parallel beams. The results indicate that the effects can be substantial and therefore need to be taken into account.

In massively-parallel EBL system, a significant pattern degradation occurs at the corner of the feature due to a non-uniform dose deposition over the corner pixels after exposure by numerous overlapping beams. Many overlapping beams deposit dose mostly at the center of the feature and the dose level decays to the edge of the feature. The corner rounding is proportional to the amount of overlap exposure of the feature. The writing also inherently suffers at the feature corner even when the feature is patterned without any overlapping beams due to the beam blur along the boundary of the beam. As a first step for proximity correction of the system, the study limits the corner correction for the simplest writing strategy where beams do not overlap and the pixel size equals the beam size. The corner correction of a feature written with overlapping beams is left for future work.

Conventionally, proximity effect is remedied by changing the feature geometries. The proximity correction feature changes the geometry of the feature by adding or subtracting shapes from the desired feature pattern. ${ }^{14}$ Often times the proximity corrected pattern is partitioned into different shapes with smaller areas to optimize the correction depending on the complexity of the original pattern. ${ }^{15,16}$ If the pattern is a rectangular shape it is simple enough that the proximity correction at the corner does not require a pattern decomposition step. The non-ideal exposure distribution at the corner of the rectangular pattern is typically improved by means of transferring additional beams ${ }^{17-23}$ in the vicinity of the feature corner. This method intends to change the shape of the exposure and increase the level of the energy deposited. The
majority of the typical approach patterns a small single square beam that either touches the corner of the feature ${ }^{17}$ or partially overlaps with the corner of the feature. ${ }^{18}$ Various shapes used for the correction include a rectangle, ${ }^{19}$ octagon, ${ }^{20}$ etc. Other approaches apply a rotation of the shot's ${ }^{19-21}$ orientation by $45^{\circ}$ at the corner of the feature. A multiple number of shots has been used to surround the corner of the feature ${ }^{22,23}$ using a combination of a rectangular shaped beams and a square beams ${ }^{22}$ or exposing a number of identical square beams. ${ }^{23}$ Unlike the previous studies, this study explores the plausible approaches allowed given the constraints of the massively parallel e-beam system. Such constraints include non-rotation of the beam, fixed beam size and shape at each operation, and synchronous control of the beams.

Through extensive simulation in this study, the writing quality improvement is explored for the possibility of using multiple identical shape of correction shots in terms of parameters such as varying the size of the correction shot, dose, and the amount of overlap exposure of the correction shot with the regular shot. The study evaluates the correction quality at the corner in respect to the corner rounding area and the directivity coordinates. The guidelines for the correction strategy are based on the development trade offs from the amount of overlap.

In Chapter 2, a model of a massively-parallel EBL system is described. In Chapter 3, the metrics of writing quality are introduced. In Chapter 4, the simulation study is described. In Chapter 5, the results are presented and discussed. In Chapter 6, the proposed strategy is defined and explained, followed by a summary in Chapter 7.

## Chapter 2

## A Model of Massively-Parallel System

In a massively-parallel system like the eMET, ${ }^{6-8}$ a large number of beams are generated through a 2-D array of apertures, each of which defines a beam. The beam size and interval are adjusted by electronic lenses before the beams reach the substrate. While beams can be individually turned on and off, the deflection of beams, which may be needed in a certain writing strategy, is executed in a synchronized manner, i.e., the same deflection angle for all beams. The analysis in this study focuses on the exposure distribution in the resist and its effects on the writing quality. Therefore, the beams arriving at the surface of resist are of interest regardless of the processes of their generation, adjustment and control.


Figure 2.1: Each beam is shaped through a square aperture and the size of beam at the resist surface is $B \times B$. An illustration of beam array is provided where $I_{b}=3 B$.

In Fig. 2.1, a 2-D array of beams at the surface of resist is illustrated where a square aperture is assumed. The beam size is $B \times B$ and the beam interval is $I_{b}$ in both dimensions. Normally, $I_{b}$ is significantly larger than $B$ in a massively-parallel system. In most cases, the spatial variation of exposure within a feature due to the gap between adjacent beams needs to be avoided. A writing strategy may adjust the on-off frequency of beams as the substrate moves
under the parallel beams such that the distance between two adjacent points exposed is less than $I_{b}$. The distance between two adjacent exposed points is referred to as the exposing interval, $I_{e}$, in both dimensions. The directly exposed regions of size $B \times B$ may overlap depending on B and $I_{e}$ as shown in Fig. 2.2.


Figure 2.2: Exposing interval $I_{e}$ varies depending on the writing strategy: (a) $I_{e}>B$ where $I_{e}=2 B$, (b) $I_{e}=B$, and (c) $I_{e}<B$ where $I_{e}=B / 2$.

Each beam may be considered as a shaped beam where the (cross-section) shape is determined by the aperture and is assumed to be square in this study. The beam blur occurs as a beam goes through the aperture and travels down from the electron source to the resist surface. ${ }^{11}$ Electrons also scatter once they contact the resist which further blurs the beam. Therefore, the spatial distribution of exposure contributed by a beam shows a certain degree of blurring over the beam boundary. The spatial distribution of exposure contributed from a shaped beam is referred to as a transfer function to be distinguished from a point spread function. The transfer function is modeled to be flat at its center and decreases over its boundary. The decrease follows a Gaussian function such that the peak of the Gaussian function equals the exposure in the flat region and the exposure at the boundary is a half of the peak. The sharpness of the transfer function is controlled by the standard deviation $\sigma$ of a Gaussian function, which is referred to as the blurring factor. An example of a transfer function is shown in Fig. 2.3.

The massively parallel e-beam system can generate different sizes of beams by adjusting the projection system as in Fig. 2.4. According to the beam divergence, a constant energy source can produce a different beam blur which subsequently affects the size of the beam. The sharpness of the beam proportionally increase as the size of the beam decreases. The beams


Figure 2.3: (a) 3-D view and (b) cross-section of the transfer function with $B=10 \mathrm{~nm}$ and $\sigma=$ 1 nm .
are generated through the 2-D array of aperture sizes so that different size of beams can not be written parallel. Thus, if a different size of beams are required to pattern a feature, then each beam needs to be patterned during a different run.


Figure 2.4: (a) 3-D view of the transfer function with $B=2.5 \mathrm{~nm}$ and $\sigma=0.25 \mathrm{~nm}$, (b) with $B$ $=5 \mathrm{~nm}$ and $\sigma=0.5 \mathrm{~nm}$, (c) with $B=10 \mathrm{~nm}$ and $\sigma=1 \mathrm{~nm}$, and (d) cross-section at the center of the transfer function with (a) $B=2.5 \mathrm{~nm}$, (b) 5 nm , and (c) 10 nm .

## Chapter 3

Quality Metrics

In analyzing the writing quality, several metrics are considered, i.e., exposure variation within a feature, exposure contrast over the feature boundary, line edge roughness, total dose, dose latitude, corner rounding, directivity, etc. In the analysis, the feature of a single line is considered which is exposed by parallel beams where the dose is constant for all beams. The notations below are adopted in this paper.
$B$ : the dimension of a square regular beam
$B_{c}$ : the dimension of a square correction beam
$x$ : the width dimension of feature
$y$ : the length dimension of feature
$z: \quad$ the resist-depth dimension
$W$ : the width of a feature
$L$ : the length of a feature
$d(x, y): \quad$ the dose distribution
$e(x, y, z)$ : the exposure distribution in the resist
$t(x, y, z)$ : the transfer function
$f_{a}(x, y, z)$ : the description of the actual developed pixel in the resist
$f_{i}(x, y, z)$ : the description of the ideal developed pixel in the resist

The 3-D exposure distribution in the resist may be computed through a discrete convolution as in Eq. 3.1,

$$
\begin{equation*}
e(x, y, z)=\sum_{x^{\prime}} \sum_{y^{\prime}} d\left(x^{\prime}, y^{\prime}\right) t\left(x-x^{\prime}, y-y^{\prime}, z\right) \tag{3.1}
\end{equation*}
$$

where $d(x, y)$ specifies the spatial distribution of the dose given by all beams.

### 3.1 Exposure Variation

In general, it is desired that the spatial variation of exposure within each feature is minimal since the variation causes an uneven development of resist and may lead to a rough boundary of the feature. The exposure variation may be quantified as the standard deviation of exposure within a feature at a certain resist layer, $z_{i}$.

$$
\begin{equation*}
\sigma_{e}=\sqrt{\frac{1}{W L} \sum_{y=0}^{L} \sum_{x=0}^{W}\left(e\left(x, y, z_{i}\right)-\bar{e}\left(x, y, z_{i}\right)\right)^{2}} \tag{3.2}
\end{equation*}
$$

where $\bar{e}\left(x, y, z_{i}\right)=\frac{1}{W L} \sum_{y=0}^{L} \sum_{x=0}^{W} e\left(x, y, z_{i}\right)$.
Such quantification can be dominated by the exposure drop over the boundary of a feature, especially when the drop occurs over a significant distance as shown in Fig. 3.1. Therefore, another measure of exposure variation may be considered, which excludes the exposure drop over the feature boundary, shown as exposure fluctuation in Fig. 3.1. The exposure variation is analyzed in this study.


Figure 3.1: Exposure variation is computed within the target line-width and the exposure fluctuation refers to the exposure variation excluding the large change of exposure over the feature edges. $I_{e}=B=10 \mathrm{~nm}, W=50 \mathrm{~nm}$, and $\sigma=3 \mathrm{~nm}$.

### 3.2 Exposure Contrast

When a feature is exposed with a uniform dose, the exposure is high in the interior region of the feature and decreases toward and over the feature boundary. The exposure contrast is typically defined as the exposure change over the feature boundary. The exposure may fluctuate spatially and, therefore, the exposure contrast is defined as the difference between the exposure averages over multiple points inside and outside a feature as in Eq. 3.3.

$$
\begin{equation*}
C_{e}=\frac{1}{n_{c} L} \sum_{y=0}^{L}\left(\sum_{x=0}^{n_{c}-1} e\left(x, y, z_{i}\right)-\sum_{x=-n_{c}}^{-1} e\left(x, y, z_{i}\right)\right) \tag{3.3}
\end{equation*}
$$

where $n_{c}$ is the number of points over which the exposure average is computed ( $n_{c}=4$ in Fig.3.2) and $x=0$ corresponds to the feature boundary.

A higher the exposure contrast produces a more stable feature boundary during the development process. The main factor affecting the exposure contrast is the shape of transfer function. Given a transfer function, the exposing interval $I_{e}$, e.g., overlapping between the domains of beams, can also affect the exposure contrast as illustrated in Fig. 3.2.


Figure 3.2: Exposure contrast is computed as the difference of the exposure averages evaluated at multiple points inside and outside a feature. In this illustration, $x=0$ corresponds to the feature edge and the exposures at four points each inside (triangle) and outside (circle) are involved. $B=10 \mathrm{~nm}, I_{e}=5 \mathrm{~nm}, W=50 \mathrm{~nm}$, and $\sigma=3 \mathrm{~nm}$.

### 3.3 Total Dose

A higher dose usually makes a larger area of resist develop for a given developing time. However, it is possible that two different doses may lead to the same size of feature after the development, depending on the exposure distribution. From the viewpoint of reducing the writing time, a lower total dose would be preferred. Hence, the total dose, $D_{t}$, required for a unit-length segment of a line to develop to the target line-width is considered in this study. Then, it can be shown that $D_{t}$ is derived as in Eq. 3.4.

$$
\begin{equation*}
D_{t}=\frac{d}{I_{e}}\left(\frac{W-B}{I_{e}}+1\right) \tag{3.4}
\end{equation*}
$$

where $d$ is the dose per beam required to achieve the target line-width.

### 3.4 Line Edge Roughness

The roughness of feature boundary is mainly caused by the stochastic exposure fluctuation and developing process. Another possible source of boundary roughness is the systematic variation in the spatial distribution of the exposure, caused by the shape of transfer function and exposing interval. Also, faulty beams may introduce localized drops in the spatial distribution of the exposure, which can contribute to the roughness. In this study, the line edge roughness (LER) due to the systematic exposure variation and faulty beams is analyzed. The LER is quantified as the standard deviation of edge location in a line feature, which can be expressed as follows:

$$
\begin{equation*}
L E R=\sqrt{\frac{1}{L} \sum_{y=0}^{L}\left(x_{e}(y)-\bar{x}_{e}\right)^{2}} \tag{3.5}
\end{equation*}
$$

where $x_{e}(y)$ is the edge location and $\bar{x}_{e}$ is the average edge location, i.e. $\bar{x}_{e}=\frac{1}{L} \sum_{y=0}^{L} x_{e}(y)$. Along with the LER, the maximum indent (see Fig. 3.3) is also a meaningful metric, which can cause a bottle-neck increasing the resistance of a signal path. The maximum indent is measured as the distance from the average edge location to the farthest edge point inward. That is, the maximum indent $\left(\Delta x_{e}\right)_{\max }$ can be represented as:

$$
\begin{equation*}
\left(\Delta x_{e}\right)_{\max }=\max _{y}\left(\left|x_{e}(y)-\bar{x}_{e}\right|\right) \tag{3.6}
\end{equation*}
$$

It needs to be pointed out that the LER and maximum indent considered in this study do not include the boundary roughness caused by the randomness in the exposure and developing processes. Only the boundary roughness due to the periodic variation of exposure determined by the transfer function and lithographic parameters is considered, i.e., the roughness one may get even when the exposing and developing processes are deterministic.


Figure 3.3: LER is computed as the standard deviation of edge location $x_{e}(y)$ (solid) and the maximum indent is the largest distance inward to the edge from the average edge location $\bar{x}_{e}$ (dashed). In this illustration, the left boundary of a line feature is shown. $B=10 \mathrm{~nm}, I_{e}=10$ $\mathrm{nm}, W=30 \mathrm{~nm}$, and $\sigma=3 \mathrm{~nm}$.

### 3.5 Dose Latitude

As the dose level varies, the critical dimension (CD), e.g., line-width, of a feature changes. The sensitivity of CD to the dose level is referred to as dose latitude which may be defined as the dose variation causing the $+/-2 \%$ variation of CD. Given a substrate system and a developing process, the dose latitude is mainly determined by the spatial distribution of exposure, which in turn depends on the lithographic parameters.

The dose latitude is computed as follows:

$$
\begin{equation*}
\text { dose latitude }=\frac{d_{102}-d_{98}}{d_{100}} \times 100 \% \tag{3.7}
\end{equation*}
$$

where $d_{98}, d_{100}$, and $d_{102}$ are the doses required to develop to the $98 \%, 100 \%$ and $102 \%$ of the target CD, respectively.

### 3.6 Corner Rounding

The corner rounding is mainly caused by the non-ideal exposure distribution from the shape of the transfer function. Given a transfer function, the exposing interval $I_{e}$ can contribute to the corner rounding as well. Also due to its spatial location, the exposure level at the corner of the feature is lower than the exposure level at the edge of the feature because there is no contribution from neighboring beams. Fig. 3.4 illustrates one quarter of the feature after it is developed and identifies its ideal boundary. The curvature of the developed corner fits one quarter of a circle. And the ideal boundary is tangent to both the rounded feature corner and the edges of the actually developed feature. Then the corner of the ideally developed feature forms a $90^{\circ}$ angle as shown in Fig. 3.5(a).


Figure 3.4: Corner rounding is computed as the sum of the number of pixels between the actual developed feature boundary and the ideal developed boundary. In this illustration, a quarter piece of the feature is shown.

The pixel from an ideal development can be expressed by $f_{i}\left(x, y, z_{i}\right)$ as below.

$$
f_{i}\left(x, y, z_{i}\right)= \begin{cases}1, & \text { if the pixel }\left(x, y, z_{i}\right) \text { is a developed pixel from an ideal development }  \tag{3.8}\\ 0, & \text { otherwise }\end{cases}
$$

The Fig. 3.5(b) describes the pixel from an actual development which can be expressed by $f_{a}\left(x, y, z_{i}\right)$ as below.

$$
f_{a}\left(x, y, z_{i}\right)= \begin{cases}1, & \text { if the pixel }\left(x, y, z_{i}\right) \text { is a developed pixel from an actual development. }  \tag{3.9}\\ 0, & \text { otherwise }\end{cases}
$$

The corner rounding is defined as the amount of area between the actual developed feature boundary and the ideal developed boundary. The corner rounding is quantified as the sum of the number of pixels deviated from the ideal developed boundary which is computed within a square window of $L_{s}$. The size of the square window is set large enough that it could include any deviated pixels outside of the developed edge of the feature. The corner rounding is expressed as follows:

$$
\begin{equation*}
\text { Corner rounding }=\sum_{y=0}^{L_{s}} \sum_{x=0}^{L_{s}}\left(\left|f_{a}\left(x, y, z_{i}\right)-f_{i}\left(x, y, z_{i}\right)\right|\right) \tag{3.10}
\end{equation*}
$$

where the absolute difference of $f_{a}\left(x, y, z_{i}\right)$ from $f_{u}\left(x, y, z_{i}\right)$ is illustrated in Fig. 3.5(c).


Figure 3.5: An illustration of (a) ideal developed feature using pixel representation in $f_{i}(x, y)$, (b) actual developed feature using pixel representation in $f_{a}(x, y)$, and (c) corner rounding which indicates the pixel of deviation in $\left|f_{a}\left(x, y, z_{i}\right)-f_{i}\left(x, y, z_{i}\right)\right|$.

### 3.7 Directivity

When a correction shot is patterned, the corner rounding is reduced and the resulting corner of the feature gets closer to the ideal corner of the feature. The directivity indicates the quality of development at the corner on how close it achieves an ideal corner shape. Directivity is dependent on the size of the correction shot. Larger shots are more directive than smaller shots because they are able to generate a more ideal corner pattern when the overlap of both size of shots is held constant. The directivity is defined as the ( $\mathrm{x}, \mathrm{y}$ ) coordinates of developed edge point at the corner of the feature. It is measured along the $\mathrm{y}=\mathrm{x}$, a diagonal line that divides the square regular shot at the corner of the feature exactly in half as in the green line in Fig. 3.6. The effect of correction is recognized visually by the ( $\mathrm{x}, \mathrm{y}$ ) coordinates using arrows on the contour of the developed boundary of the feature at each layer. In Fig. 3.6, the blue arrow represents the ( $\mathrm{x}, \mathrm{y}$ ) coordinates before the correction, and the red arrow represents the $(\mathrm{x}, \mathrm{y})$ coordinates after the correction. If the red arrow is closer to the ideal feature corner in the figure and away from the blue arrow, then the correction shot is more directive.


Figure 3.6: The directivity is defined as a ( $\mathrm{x}, \mathrm{y}$ ) coordinates of developed edge point at the corner of the feature at each layer which is measured along the $y=x$, the diagonal line in green: (a) before correction $(\mathrm{x}, \mathrm{y})=(-1 \mathrm{~nm},-1 \mathrm{~nm})$ and (b) after correction $(\mathrm{x}, \mathrm{y})=(-4 \mathrm{~nm},-4 \mathrm{~nm})$. The blue arrow represents the corner $(\mathrm{x}, \mathrm{y})$ coordinates before the correction and the red arrow represents the corner ( $\mathrm{x}, \mathrm{y}$ ) coordinates after the correction.

## Chapter 4

## Simulation

A single line is exposed by a massively-parallel e-beam system along its length dimension on a typical substrate. The 3-D exposure distribution in the resist is computed at the resolution, $I_{s}$, referred to as the simulation interval where $I_{s}<I_{e}$ to be able to consider the detail of exposure distribution as shown in Fig. 4.1. In this study, $I_{s}$ is set to $\frac{I_{e}}{4}$. The resist is modeled by 5 layers to take into account the layer dependency of exposure and at the same time avoid additional computational complexity. From the exposure distribution, the exposure variation and contrast are computed. The developing-rate distribution is derived from the exposure distribution and then the remaining resist profile is obtained through a resist-development simulation. ${ }^{24}$ The development simulation continues until the line feature is fully developed to the bottom layer of resist. From the resist profile, the maximum indent, LER, and corner rounding are quantified. The total dose required and dose latitude can be found by repeating the development simulation.


Figure 4.1: In the simulation, the exposure is evaluated at a finer resolution $\left(I_{s}\right)$ than the exposing interval $\left(I_{e}\right)$ : (a) $I_{s}=\frac{I_{e}}{2}$ and (b) $I_{s}=\frac{I_{e}}{4}$. The dark points are exposed and the exposure is computed at both dark and gray points.

The aperture is assumed to be a square as in the currently available systems, and the beam cross-section at the surface of resist is $10 \mathrm{~nm} \times 10 \mathrm{~nm}(B=10 \mathrm{~nm})$. The exposing interval is varied from 1 nm to 10 nm and the blurring factor of transfer function is varied from 1 nm to 4 nm . The simulation interval is 0.25 nm . The line feature is 150 nm long and the middle $60 \%$ segment is used in the computation of the metrics to avoid the edge effect (corner rounding). Three different line-widths, $30 \mathrm{~nm}, 50 \mathrm{~nm}$, and 100 nm , are considered. The above simulation procedure is repeated for every possible combination of lithographic parameters.

The transfer function which describes the spatial distribution of exposure in the resist contributed by a beam is modeled based on the point spread function generated using a Monte Carlo simulation program SEEL $^{25}$ for the substrate system of 100 nm PMMA on Si and a beam energy of 50 keV . The point spread function is generated from a point source of 200,000 electrons. The point spread function includes the exposure profile due to the forward scattering and back scattering of electrons as in Fig. 4.2. ${ }^{26}$


Figure 4.2: The electron scattering profile including the effect from the forward scattering and the back scattering of electrons.

From the point spread function, the total exposure and forward scattering range (the standard deviation of Gaussian) are extracted in each resist layer by curve fitting in the MATLAB. In Fig. 4.3, the plot in solid line indicates the exposure distribution from SEEL sampled from the beam incidence to a radius of 15 nm to include most of the forward and backs scattering effects. The plot in dashed line indicates the point spread function reconstructed from the MATLAB. To determine the amplitude of the point spread function, only data points that are separated from the beam incidence by several nm are considered, since the forward scattering is a dominant factor for determining the amplitude as shown in Fig. 4.2. Most of the exposure profile from the electron back scattering effect is lost in this study. Some of the previous
studies include the electron back scattering effect in the point spread function by summing two Gaussian functions. ${ }^{27-30}$


Figure 4.3: The standard deviation of Gaussian of the point spread function is extracted from the SEEL data using the MATLAB's curve fitting tool.

The ratios of the total energy and forward scattering range among the five resist layers form the basis of the transfer function as in Table 4.1. Then, the blurring factor for the middle layer is varied in the simulation (i.e., the blurring factors for the other layers are accordingly determined). The amplitude of the point spread function of a different layer is derived from the total energy conservation law as in Eq. 4.1 using the ratio from the Table 4.1.

| Layer (nm) | 20 | 40 | 60 | 80 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Total energy (\%) | 106.4 | 104.5 | 100.0 | 92.9 | 86.1 |
| $\sigma(\%)$ | 98.3 | 98.8 | 100.0 | 101.8 | 101.2 |

Table 4.1: The layer dependent percentage ratios of the total energy and Gaussian standard deviation, $\sigma$ of the point spread function.

$$
\begin{equation*}
A_{1} * \frac{1}{2 \pi \sigma_{1}^{2}} \int_{-\infty}^{\infty} e^{-\frac{x^{2}+y^{2}}{2 \sigma_{1}^{2}}} d x d y=A_{2} * \frac{1}{2 \pi \sigma_{2}^{2}} \int_{-\infty}^{\infty} e^{-\frac{x^{2}+y^{2}}{2 \sigma_{2}^{2}}} d x d y \tag{4.1}
\end{equation*}
$$

As the study does not have direct electron scattering information from the square aperture beam, the scattering profile is approximated using the point spread function. The transfer function defines a different size and shape of the beam by a convolution of the point spread function with the aperture. Each of the simulation points of the aperture consists as a point source that forms a transfer function. According to the beam divergence, the spot size of the point spread function reduces as the distance from the resist increases when the beam energy is held constant. So, the study models the transfer function for smaller spot sizes from a point spread function with a smaller Gaussian standard deviation, $\sigma$. Then, the transfer function is obtained by convolving the point spread function with the corresponding aperture size. Table 4.2 lists the blurring factors used for the point spread function to generate the transfer function with different spot sizes.

| B (nm) | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 2.5 | 0.25 | 0.5 | 0.75 | 1 |
| 5 | 0.5 | 1 | 1.5 | 2 |
| 10 | 1 | 2 | 3 | 4 |
| 20 | 2 | 4 | 6 | 8 |

Table 4.2: The blurring factors of the point spread function used for the transfer function for different spot sizes of beams.

The pattern location of the correction shot is controlled in respect to the overlap coordinates which is at the corner of the regular beams exposed area as in Fig. 4.4. The amount of overlap is measured in nm which is the base length of the square area formed from overlap. The overlap is 0 nm when the correction shot and the corner of the regular beam's exposed area touches as in Fig. 4.4(a). Positive overlap forms when the correction shot overlaps with the mentioned scalar amount. Negative overlap forms when the correction shot does not actually overlap. However, a negative amount of overlap measures the amount of the base distance of the square area between the corners of the correction shot and the regular beam's exposed area. The example overlap of 1 nm and -1 nm is in Fig. 4.4(b) and Fig. 4.4(c), respectively.

The simulated development time for the feature is chosen to profile a consistent line width for all the resist layers for the corner correction. The following figures Figs. 4.5(a-c) show the three dimensional feature development for different development times of $39 \mathrm{~s}, 48 \mathrm{~s}$, and 60s where the longer development time duration results in a longer feature width at the bottom layer. The dimension of the simulated feature in Fig. 4.5 is chosen to reduce the memory usage for plotting in MATLAB. This is because corner rounding does not depend on the size of the line feature but the size of the beam patterned. The plotted feature is 60 nm length by 40 nm width where the beams are patterned without overlap when the size of the beam is $B=10 \mathrm{~nm}$. The time evolution of the development shows that the shorter width development at the deeper layers would produce uneven correction at the deeper layers even when the shallower layer's correction is satisfactory. The correction shot result using a size of $B_{c}=2.5 \mathrm{~nm}$ square beam is presented in Figs. 4.5(d-f). The correction result from 39s of Fig. 4.5(d) indicates that the developing time is not enough for the correction shot to reach the deeper half of the features. Even when the correction shot reaches to the bottom layer, the correction for the feature developed shorter width at the deeper layers could be problematic because of having a dislocated ideal boundary from the shallower layer's ideal boundary. This result in the correction shot forming an island at the deeper layers as in Fig. 4.5(e). With a sufficient development time of 60s, the correction shot can develop into a larger size and fits well to the ideal boundary at the bottom layer so the corrected feature edge becomes smooth along the feature edges as in Fig. 4.5(f). Thus, the feature needs to be developed for 60 seconds of duration for the study.
(a)

(b)

(c)


Figure 4.4: In the simulation, the amount of overlaps between the correction shot and the regular beams exposed area is evaluated in terms of the overlap coordinates. (a) Overlap $=0$ nm , (b) overlap $=1 \mathrm{~nm}$, and (c) overlap $=-1 \mathrm{~nm}$.


Figure 4.5: The time evolution of correction results using $B_{c}=2.5 \mathrm{~nm}$ sized square correction shot where the feature is written by a regular shot of $B=10 \mathrm{~nm}$ sized square shot. The three dimensional plot of the developed feature before the correction is presented in (a) 39s, (b) 48 s , (c) 60 s and after the correction is presented in (d) 39 s , (e) 48 s , and (f) 60 s .

## Chapter 5

Results and Discussion

The simulation results for the system with no faulty beam are presented first, followed by the results for a faulty system. All of the quality metrics are evaluated at the bottom layer of resist, to ensure that the feature is fully developed. Note that the metrics would show the similar tendencies at other layers.

### 5.1 Exposure Contrast

The exposure contrast is analyzed as a function of the exposing interval and blurring factor. The results for three line-widths are provided in Table 5.1 and Fig. 5.1. The exposure contrast is larger for a larger exposing interval. A smaller exposing interval results in a larger overlap between the (directly exposed) regions of adjacent points (refer to Fig. 2.1). A larger overlap allows for a more gradual exposure variation over the boundary of a feature due to a higher level of smoothing. Note that such smoothing does not occur when $I_{e}=B$, i.e., no overlap. The exposure contrast is smaller for a larger blurring factor $(\sigma)$. The transfer function with a larger blurring factor decreases slower from its maximum, leading to a smaller change of exposure over the feature boundary. The line-width does not affect the exposure contrast. The exposure distribution over the feature boundary is not dependent on the feature size as long as the beam size, $B$, is smaller than the feature size.

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0.10 | 0.087 | 0.081 | 0.078 |
| 2 | 0.14 | 0.10 | 0.091 | 0.085 |
| 5 | 0.30 | 0.16 | 0.12 | 0.10 |
| 10 | 0.50 | 0.28 | 0.19 | 0.15 |

(a)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0.087 | 0.074 | 0.069 | 0.066 |
| 2 | 0.12 | 0.09 | 0.079 | 0.073 |
| 5 | 0.27 | 0.15 | 0.11 | 0.095 |
| 10 | 0.49 | 0.27 | 0.18 | 0.14 |

(b)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0.078 | 0.066 | 0.062 | 0.059 |
| 2 | 0.11 | 0.082 | 0.071 | 0.066 |
| 5 | 0.26 | 0.14 | 0.10 | 0.088 |
| 10 | 0.49 | 0.27 | 0.18 | 0.14 |

(c)

Table 5.1: The exposure contrast for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the exposure contrast is normalized to the average exposure within the line.




Figure 5.1: The exposure contrast for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the exposure contrast is normalized to the average exposure within the line.

### 5.2 Exposure Variation

The spatial variation of the exposure within the feature is provided in Table 5.2 and Fig. 5.2. The exposure variation is smaller for a larger exposing interval (when $I_{e} \leq B$ ). When the exposing interval is smaller, the exposure drops gradually from the maximum level of the flat (plateau) region over a longer distance to a lower level, compared to the case of a larger exposing interval as can be seen in Fig. 5.3. This makes the exposure variation larger. The exposure variation decreases as the blurring factor increases when the exposing interval is relatively smaller. When the exposing interval is smaller, the flat region is narrower and the exposure difference between the flat region and feature boundary is larger. As the blurring factor increases, the exposure distribution tends to spread, making the exposure difference and therefore the exposure variation smaller. However, when the exposing interval is larger, the exposure-spreading effect due to the increased blurring factor diminishes. On the other hand, the exposure fluctuation (see Fig. 3.1) increases with the blurring factor, which eventually makes the exposure variation increase as seen in the case of $I_{e}=B$.


Figure 5.2: The exposure variation for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the exposure variation is normalized to the average exposure within the line.

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0.45 | 0.44 | 0.43 | 0.41 |
| 2 | 0.41 | 0.40 | 0.39 | 0.38 |
| 5 | 0.29 | 0.30 | 0.30 | 0.29 |
| 10 | 0.099 | 0.12 | 0.14 | 0.16 |

(a)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0.35 | 0.35 | 0.34 | 0.33 |
| 2 | 0.32 | 0.32 | 0.31 | 0.31 |
| 5 | 0.23 | 0.24 | 0.24 | 0.23 |
| 10 | 0.085 | 0.098 | 0.12 | 0.14 |

(b)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0.24 | 0.24 | 0.24 | 0.24 |
| 2 | 0.22 | 0.22 | 0.22 | 0.22 |
| 5 | 0.17 | 0.17 | 0.17 | 0.17 |
| 10 | 0.072 | 0.078 | 0.091 | 0.12 |

(c)

Table 5.2: The exposure variation for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the exposure variation is normalized to the average exposure within the line.


Figure 5.3: The exposure distribution along the width dimension at the middle layer of resist when $W=50 \mathrm{~nm}$ and $\sigma=2 \mathrm{~nm}$.

The exposure variation is smaller for a larger feature (line-width). The relative size of the flat region (compared to the feature size) is larger and the effect of the exposure drop in the boundary region becomes relatively less as the feature size increases. This leads to a smaller exposure variation, and the relative exposure fluctuation (compared to the average exposure level) becomes smaller for a larger feature.

If $I_{e}$ is increased beyond B , the exposure fluctuation becomes dominant, compared to the exposure drop in the boundary region. The exposure fluctuation increases as the exposing interval increases while $I_{e}>B$. Therefore, the exposure variation would increase with $I_{e}$ (unless $I_{e} \gg B$ ).

### 5.3 Total Dose

The total dose required to achieve the target line-width at the bottom layer is examined for three line-widths and the results are provided in Table 5.3 and Fig. 5.4. Except for the linewidth of 30 nm , the total dose increases as the exposing interval decreases or the blurring factor decreases in the case of $I_{e}=1 \mathrm{~nm}$. A smaller exposing interval, or a smaller blurring factor with a small exposing interval, results in a narrower flat region in the exposure distribution and a larger exposure difference between the flat and boundary regions. With such an exposure distribution, the resist needs to be developed faster vertically in the flat region to reach the target boundary at the bottom layer through the lateral development. A relatively longer time is spent in the lateral development than in the vertical development due to the less-balanced spatial distribution of exposure. In such a case, the dose is less effectively used for the resist development and, therefore, a higher total dose is required.

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 1.09 | 1.06 | 1.04 | 1.03 |
| 2 | 1.02 | 1.04 | 1.04 | 1.04 |
| 5 | 1.00 | 1.00 | 1.04 | 1.08 |
| 10 | 1.07 | 1.08 | 1.09 | 1.09 |

(a)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 1.20 | 1.17 | 1.14 | 1.13 |
| 2 | 1.09 | 1.12 | 1.12 | 1.11 |
| 5 | 1.01 | 1.01 | 1.05 | 1.09 |
| 10 | 1.00 | 1.01 | 1.03 | 1.02 |

(b)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 1.33 | 1.30 | 1.27 | 1.25 |
| 2 | 1.20 | 1.23 | 1.22 | 1.22 |
| 5 | 1.07 | 1.07 | 1.11 | 1.16 |
| 10 | 1.00 | 1.01 | 1.03 | 1.02 |

(c)

Table 5.3: The total dose for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the total dose is normalized to the lowest total dose required.


Figure 5.4: The total dose for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the total dose is normalized to the lowest total dose required.

However, when the feature size is smaller, the aspect ratio, i.e., the ratio of resist thickness to feature size, is larger and less lateral development is needed. Hence, a less-balanced spatial distribution of exposure, where the exposure is higher at the center of a feature and decreases toward the feature boundary, does not lead to a lower efficiency in the resist development. This
explains why the total dose does not increase with the exposing interval when the line-width is 30 nm .

### 5.4 Dose Latitude

The dose latitude is provided for three line-widths in Table 5.4 and Fig. 5.5. When the average exposure levels in the flat and boundary regions are the same or similar between two cases, the dose latitude is larger in the cases where the exposure contrast is larger. This explains the observation that the dose latitude is larger for a smaller blurring factor with the exposing interval fixed. Another factor affecting the dose latitude is the exposure difference between the flat and boundary regions (see Fig. 5.3). When the exposure difference is larger, the edge location is affected less by the exposure distribution in the boundary region. Therefore, as the dose changes, the edge location moves less, i.e., a larger dose latitude. When the exposing interval increases, the exposure contrast increases, but the exposure difference decreases. The reason why the dose latitude is smaller for a larger exposing interval is that the effect of the exposure difference is larger than that of the exposure contrast.




Figure 5.5: The percent dose latitude (\%) for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the dose latitude is computed relative to the dose required to achieve the target line-width.

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 14.94 | 9.43 | 6.92 | 5.21 |
| 2 | 9.34 | 6.80 | 5.15 | 4.25 |
| 5 | 3.68 | 3.35 | 3.00 | 2.65 |
| 10 | 1.36 | 1.50 | 1.46 | 1.47 |

(a)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 28.34 | 16.32 | 11.18 | 8.67 |
| 2 | 16.83 | 11.57 | 8.87 | 6.23 |
| 5 | 6.65 | 5.71 | 5.08 | 4.36 |
| 10 | 2.60 | 2.59 | 2.46 | 2.46 |

(b)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 106.58 | 36.11 | 24.74 | 18.77 |
| 2 | 54.57 | 25.93 | 19.05 | 15.29 |
| 5 | 19.87 | 12.41 | 11.20 | 9.45 |
| 10 | 8.99 | 5.82 | 5.17 | 5.07 |

(c)

Table 5.4: The percent dose latitude (\%) for the line-width (W) of (a) 30 nm , (b) 50 nm , and (c) 100 nm : the dose latitude is computed relative to the dose required to achieve the target line-width.

### 5.5 LER and Maximum Indent

The LER and maximum indent measured along the length dimension for the line-width of 50 nm are provided in Table 5.5 and Fig. 5.6. A typical source of LER is the stochastic fluctuation of exposure. However, as pointed out earlier, the LER and maximum indent in Fig. 5.6 are due to the periodic variation of deterministic exposure. Such variation can be substantial depending on the shape of transfer function and exposing interval. It is seen that the LER and maximum indent are small, but not negligible. They decrease as the exposing interval decreases since the exposure distribution tends to be smoothed out. The largest LER and maximum indent are obtained when both exposing interval and blurring factor are largest. This is because the exposure fluctuation is maximized in that case.

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0.039 | 0.020 | 0.0095 | 0 |
| 5 | 0.11 | 0.18 | 0.17 | 0.028 |
| 10 | 0.35 | 0.34 | 0.43 | 0.62 |

(a)

| $I_{e}(\mathrm{~nm})$ | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0.053 | 0.029 | 0.021 | 0 |
| 5 | 0.25 | 0.29 | 0.29 | 0.057 |
| 10 | 0.94 | 0.72 | 0.96 | 1.14 |

(b)

Table 5.5: (a) LER and (b) maximum indent in nm for the line-width (W) of 50 nm .


Figure 5.6: (a) LER and (b) maximum indent in nm for the line-width (W) of 50 nm .

### 5.6 Corner Rounding

The corner rounding results of a single line of a feature exposed by a uniform dose of $B=$ 10 nm square regular shot at an exposing interval of $I_{e}=B=10 \mathrm{~nm}$ is in Table 5.6, Fig. 5.7, and Fig. 5.8. For the transfer function with a blurring factor from 1 nm to 4 nm , the area of the corner rounding increases as the blurring factor increases as in Table 5.6 and Fig. 5.7. The corner rounding enlarges as the depth increases because the feature width decreases compared to the width development at the shallower depth. Fig. 5.8 shows the corner rounding at the middle layer for a blurring factor from 1 nm to 4 nm . The corner rounding becomes larger as the $\sigma$ enlarges due to the shape of the transfer function which has a larger area of non-ideal distribution as the $\sigma$ increases. The rounded corner development is due to the exposure shape at
the corner of the feature that decreases radially from the peak exposure region from the center of the beam. The sub-figures (a-d) of Figs. 6.16, 6.17, 6.19, and 6.21 shows the rate distribution at the corner of the feature and the corner rounding at the top, middle, and bottom layer for the transfer function with a blurring factor ( $\sigma$ ) from 1 nm to 4 nm .

| Corner rounding (nm) | $\sigma(\mathrm{nm})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Top layer $(16 \mathrm{~nm})$ | 1.48 | 5.66 | 11.73 | 20.24 |
| Middle layer $(52 \mathrm{~nm})$ | 1.48 | 5.71 | 12.40 | 21.16 |
| Bottom layer $(100 \mathrm{~nm})$ | 1.47 | 5.70 | 12.30 | 21.34 |
| Total | 4.42 | 17.07 | 36.43 | 62.74 |

Table 5.6: The corner rounding $\left(n m^{2}\right)$ for the spot size, $B=I_{e}=10 \mathrm{~nm}$.


Figure 5.7: The corner rounding $\left(n m^{2}\right)$ for the spot size, $B=10 \mathrm{~nm}$ for the line-width (W) of 50 nm .

The corner rounding of the exposing intervals that are less than the beam size is not analyzed in this study and is saved for future corner correction work. The corner development result of the case of $I_{e}=B$ is chosen as a reference for the correction because it produces the smallest corner rounding result among the rest of the writing strategies in this study. This is because in the case of $I_{e}<B$, the exposure contrast at the corner is minimized when the exposing interval decreases. The resulting exposure rounding is significant in that the exposure contrast from the writing strategy dominates the outcome more than the shape of the transfer function, so the corner rounding is much larger than the case of $I_{e}=B$.


Figure 5.8: The development contour at the middle layer of the corner of the feature where the feature is exposed by a regular shot at an interval of $I_{e}=B=10 \mathrm{~nm}$ is shown: (a) $\sigma=1 \mathrm{~nm}$, (b) 2 nm , (c) 3 nm , and (d) 4 nm . The beam exposed boundary (dotted), ideal developed boundary (dashed), and the actual developed boundary (solid) is indicated.

## Chapter 6

## Solution

### 6.1 Effect of Overlap Beam Patterning

Pattern delineation in the vicinity of the corner of the feature typically requires increasing the level of exposure by overlapping shots near the corner so that it would develop closer to the ideal feature corner. However the directivity of a shot depends more on the size of the correction shot than the amount of overlap. The size of the shot determines the consistency of the correction at the feature corner over the deeper layers. An overlap aids development along the boundary of the rounded corner which is in a $90^{\circ}$ opposite direction of a directive development as in Fig. 6.1. The shape and size of the transfer function impacts a directive correction over the depth of the feature. In the next section, the size of the correction shot is determined so that the shot can bring the maximum directivity.


Figure 6.1: In this illustration, a single shot is patterned with an overlap exposure. An overlap would aid development in a $90^{\circ}$ opposite direction toward the corner of the ideal feature boundary.

### 6.2 Effect of a Beam Size on Directive Correction at Varying Depth



Figure 6.2: In this illustration, a single correction shot is applied at the corner of the feature where the size is (a) $B_{c}=2.5 \mathrm{~nm}$ square and (b) $B_{c}=5 \mathrm{~nm}$ square. Both shots are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ square area to the regular beam exposed area of the feature.

A larger size correction shot is capable of transferring a more directive shape than a smaller size shot when it is overlapped the same amount at the corner of the regular beam exposed area as in Fig. 6.2. The larger shot corrects more area and corrects closer to the ideal corner at the shallower layers than the smaller shot as in Fig. 6.3. However, overlapped exposure increases development along the already developed edges which is in the direction of anti-diagonal of the ideal feature corner. An anti-diagonal direction of development would eventually overdevelop outside of the ideal feature boundary over the shallower layers before the corner of the deeper layers are corrected. To avoid overdeveloped correction shape at the shallower layers, the larger correction shot requires a lower level of dose usage as the size of the correction shot increases. The correction shot using a low dose would not develop or transfer partially of its intend size over the deeper layers which subsequently makes unable to transfer the shot closer to the feature corner. Also, the directivity gets worse as the correction shot broadens.

The following Fig. 6.3 compares the correction results of a 2.5 nm size square correction shot and a 5 nm size square correction shot on a feature written by a 10 nm square shot in a sharpness of Gaussian $\sigma$ of 4 nm . Both correction shots are overlapped with an identical amount of 1 nm square area with the regular beam exposed area. Both correction shots used the highest amount of dose so that each would produce the best area reduction at the top layer
without resulting any over development at the top layer. The dose level used for the 2.5 nm square shot is a normalized dose of 1.3 as compared to the 10 nm square shot. The 5 nm square correction shot used a normalized dose of 0.4 to produce a similar smooth correction at the side of the feature on the top layer. The development results from Fig. 6.3 show that the larger correction shot is more directive at the shallower layers and dose usage is efficient. However, the development results at the deeper layers inevitably suffer both toward the ideal corner and a little along the side of the feature from using a low level of dose.


Figure 6.3: A single shot correction results using a 2.5 nm square shot in (a), (b), and (c) and a 5 nm square shot in (d), (e), and (f) when the both shots are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ square area with the regular beam exposed area. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

In order to improve the correction at the deeper layers, it is necessary to use a higher dose when a larger size of correction shot is used. If multiple beams are used to improve the feature corner, a larger sized correction shot's directiveness suffers at the deeper layers. Using a low level of dose to avoid overdevelopment at the side of the feature over the shallower layers, the larger sized correction shot produces less directive development at the corner. Fig. 6.4 illustrates an additional second shot given to the single shot correction result in respect to the development at the bottom layer. In the figure, both shots are overlapped -2 nm from


Figure 6.4: In this illustration, two correction shots are applied at the corner of the feature where the size is (a) $B_{c}=2.5 \mathrm{~nm}$ square and (b) $B_{c}=5 \mathrm{~nm}$ square. The second shots are overlapped with a $-2 \mathrm{~nm} x-2 \mathrm{~nm}$ square area to the regular beam exposed area of the feature.
the regular beam exposed area. Every additional shot has to use much lower dose than the previous patterned shot to avoid any over development at the side of the feature. This is because the remaining corner rounding area becomes much smaller especially at the shallower layers after the previous shot is patterned. Consequently, a lower dose would reduce transferring the additional shot's correction effect at the deeper layers.

In Fig. 6.5, the correction results due to two shots are shown where one more shot of a same size is added to the single shot correction result of the above Fig. 6.3. Both second shots use a normalized dose of 0.2 . As a result, the 2.5 nm square shots correction has the corner directivity improvement over the entire depth as in Fig. 6.5 (a-c) and is corrected best at the bottom layer. The same amount of dose is high enough for the 5 nm square shot correction that the feature over develops at the side of the feature to the middle layer as in Fig. 6.5 (d-e). However, the dose level is not high enough to improve the corner at the bottom layer from the single shot's correction result. The bottom layer's correction result after the second shot exposure is as shown in Fig. 6.5(c). So in order not to exceed development outside of the ideal boundary, the larger correction shot needs to use a much lower dose level than the normalized dose of 0.2 for the second shot. Then, the larger shot's correction at the deeper layers would be worse than the result using the dose level of 0.2 . Thus, using a larger correction shot has a limitation on improving directive corner correction. Therefore, a smaller shot of 2.5 nm square beam is implemented for a directive correction in this study.


Figure 6.5: Two shots correction results using a $B_{c}=2.5 \mathrm{~nm}$ square shots in (a), (b), and (c) and a $B_{c}=5 \mathrm{~nm}$ square shot in (d), (e), and (f) when the second shot is overlapped of -2 nm x -2 nm square area with the regular beam exposed area. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

### 6.3 Proposed Correction Strategy

This study corrects the rounded corner of the feature by serially patterning a shot that is $\frac{1}{4}$ of the regular shot from outside of the beam exposed area toward the ideal corner of the feature. The method could also correct a feature whose width develops shorter than expected as the depth of the feature increases. This is realized by controlling the depth of the correction shot to be patterned by giving an adequate level of dose. The corner directivity at different


Figure 6.6: In this illustration, three correction shots are serially patterned from outside of the corner of the regular beam exposed area toward the ideal corner of the feature. The correction shot used is a $B_{c}=2.5 \mathrm{~nm}$ square beam and the regular shot used for the feature is $B=10 \mathrm{~nm}$ square beam. $B=I_{e}=10 \mathrm{~nm}$.
depths is achieved by decreasing the level of dose of each shot that is away from the center of the feature. This way the patterned shots by target depth could occupy the required area of corner correction. As in Fig. 6.6, the top layer requires all shots of 1, 2, and 3 to be developed, the middle layer requires shot 1 and 2 , and the bottom layer requires shot 3 to be developed. Ultimately, the shot 1 targets all the layers, the shot 2 targets top to middle layers, and the shot 3 targets only top layers.

The amount of overlap between each of the shots and the regular beam exposure area needs to be determined when the correction aims to smooth the edge of the feature while minimizing any undeveloped area. The efficiency of the correction shot depends on shot 1 which is the innermost located shot among the correction shots patterned. Shot 1's role is to evenly shape the correction pattern smoothing the entire depth of the feature. The correction of shot 1 is explained in detail in the next section.

### 6.4 Amount of Overlap and the Corresponding Developmental Trade-off Characteristic

This section explains how the amount of overlap determines the corner directiveness. A small spot sized beam has the ability to confine the energy deposition due to the size of the beam. The correction may leave out some of the corner areas that needs to be corrected. Thus, an adequate amount of overlap needs to be chosen to reduce a lack of development near the corner after the correction.

The following Fig. 6.7 shows the rate distribution before and after a correction shot is patterned when the amount of overlap of the correction shot is -1 nm as from the Table 6.1 when $\sigma=4 \mathrm{~nm}$. (a) shows the rate distribution at the middle layer of one corner of the feature before the correction. The green circle in (a) and (c) indicate the corner rounding region bounded by $\mathrm{x}=-2 \mathrm{~nm}$ to $\mathrm{x}=-6 \mathrm{~nm}$ and $\mathrm{y}=-2 \mathrm{~nm}$ to $\mathrm{y}=-6 \mathrm{~nm}$ matching the developed contour in (c). The developed edges in (c) is initiated from the round black dot of the peak value in (a) and laterally develop to the final developed edges in (c) toward the direction of the blue arrows which stops at the cross shaped black dots in (a).

Fig. 6.7 (b) shows the rate distribution at the middle layer of one corner of the feature after the correction shot is patterned in the green circle region of (a). As a result, the green circle region in (a) is replaced by a peaked mountain shaped energy. An additional development path is created indicated by a red arrow initiated from the peak point of the correction shot's energy. However, the exposure increases the energy deposition at the region of exposure but not at the outside of the correction shot's area. The resulting development in (d) shows that the side of the feature which was previously part of the corner rounding region is still not developed as indicated in the green circles. Although correction with decreased amount of overlap could pattern closely to the ideal corner, it could produce some correction shape defect. For a small spot sized beam, the focused energy transfer would result in a decrease of the correction directivity as the amount of overlap increases. The corner directivity reduction is indicated by the \% area reduction in Table 6.1.

A larger amount of overlap maximizes development at the side of the feature and is capable of producing a smooth or consistent correction shape to the deeper layers at a cost of the directiveness of the correction. A larger overlap with the feature increases the correction shot's energy more than when it is overlapped closer to the ideal feature corner. Most of the correction region at the side of the feature at the deeper layers are above the development threshold. If the correction shot is overlapped less with the feature, then the composite energy of the correction shot is significantly lower which may be mostly below the development threshold, especially at the deeper layers.


Figure 6.7: The rate distribution at the middle layer of one corner of the feature (a) before and (b) after the correction shot is overlapped of -1 nm to the feature corner. $I_{e}=B=10 \mathrm{~nm}$, $\sigma=4 \mathrm{~nm}$, and $\mathrm{W}=50 \mathrm{~nm}$. The corner rounding is indicated as in green circle in (c). After correction, the corner rounding region is not fully corrected in (d) due to the small spot size of the correction shot.

| Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Over <br> \% area <br> reduced <br> Oeveloped <br> area <br> $\left(n m^{2}\right)$ | Over <br> \% area <br> reduced | developed <br> area <br> $\left(n m^{2}\right)$ | Over <br> \% area <br> reduced <br> developed <br> area <br> $\left(n m^{2}\right)$ |  |  |
| -1 | 1.3 | -52.25 | 0 | -59.10 | 0 | -68.49 | 0.70 |
| 0 | 1.3 | -38.89 | 0 | -48.29 | 0 | -68.24 | 0 |
| 1 | 1.3 | -29.32 | 0 | -42.34 | 0 | -71.90 | 0 |
| 2 | 1.3 | -23.09 | 0 | -39.88 | 0.45 | -69.57 | 3.72 |

(a)

Table 6.1: The directivity and shape trade off for the correction shot are each indicated by the $\%$ area reduced and over developed area $\left(\mathrm{nm}^{2}\right)$, respectively. $B=2.5 \mathrm{~nm}, I_{e}=B=10 \mathrm{~nm}, \sigma=$ 4 nm , and $\mathrm{W}=50 \mathrm{~nm}$.

The increasing development threshold when overlap is smaller is recognized by observing the level of the rate distribution of the correction shot along the corner development path. Figs.
6.9(a-c) each shows the overlap of $0 \mathrm{~nm}, 1 \mathrm{~nm}$, and 2 nm when the correction shot's dose is given of 1.3 as in Table 6.1. Figs. 6.9(a-c) is sampled along the green line which is a diagonal line through the corner of the regular beam exposed area as in Figs. 6.9(d-f). In Fig. 6.9, The correction shot's peak level reduces from 2 nm to 0 nm . As the amount of overlap decreases, the deeper layers are exposed to a lower level of the peak rate so that the development from the correction shot would require less time to develop to the nearby pixels. So, the less the overlap, the area correction shot transferred to the deeper layers may decrease in size. This results in a poor development at the deeper layers either forming an island as in Fig. 6.8(b) or producing a defective correction shape as in Fig. 6.7(c).


Figure 6.8: (a) The development result at the bottom layer before correction. (b) A single shot correction result using a $B_{c}=2.5 \mathrm{~nm}$ square shot when the the shot is overlapped with a -2 nm $\mathrm{x}-2 \mathrm{~nm}$ square area with the regular beam exposed area and the dose level used is 1.1. $B=I_{e}$ $=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

As seen from the correction shape, the overlap of 2 nm would correct toward the ideal corner but, the amount is smallest among other amounts of overlap. The direcitivty arrows of blue and red arrow in Fig. 6.9(f) are spaced closer than the smaller overlaps in Figs. 6.9(de). Also, because the correction shape forms a shape that is not directive which forms a long stripe as indicated by the overdeveloped area of $3.72 \mathrm{~nm}^{2}$ at the bottom layer in Table .6.1, the overlap of 2 nm is identified an overlap threshold for the correction. Thus, it is eliminated for the correction choice. This turned out to be true for the entire simulated range of $I_{e}=B=10$ nm regular square beam's $t f$ with $\sigma=1,2,3$, and 4 nm .


Figure 6.9: The rate distribution along the corner of the regular beam exposed area using a $B_{c}$ $=2.5 \mathrm{~nm}$ square shot when overlapped with a (a) $0 \mathrm{~nm} \times 0 \mathrm{~nm}$ square area, (b) $1 \mathrm{~nm} \times 1 \mathrm{~nm}$, and (c) $2 \mathrm{~nm} \times 2 \mathrm{~nm}$ with the regular beam exposed area when the dose level is 1.3. Sub-figures (d), (e), and (f) is the correction result at the bottom of the layer of (a), (b), and (c), respectively. The rate distribution of (a), (b), and (c) is sampled along the green line in (d), (e), and (f). $B=$ $I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

For the correction shots, shot 1 and 2 is to be overlapped that would fully develop the width of the feature at the corner just as the width development at the center of the feature. Shot 1 is chosen to overlap 1 nm which would produce a smooth feature edge and reduce the correction area as much as possible in respect to the bottom layer. The correction results of the top, middle, and bottom is in Figs. $6 \cdot 10(\mathrm{~d}-\mathrm{f})$, where $I_{e}=B=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$. Shot 1's dose level for
the three shot correction is in Table 6.2 where $B_{c}=2.5 \mathrm{~nm}$ and its $t f$ 's $\sigma=0.25,0.5,0.75$, and 1 nm . In the Table, as the correction shot's sharpness decreases, the required dose level of the correction shot increases. This is because the broader the correction beams, the larger the areas can be affected. At a lower dose, most of the areas from the correction shot may not sufficiently develop at the deeper layers even when the shallower layers are fully developed. With the dose level in the Table 6.2, a consistent correction shape and size is transferred with directiveness even if the corrected corner edge may not be closest to the ideal corner of the feature. In the Table, although the \% area reduction after the correction increases with depth the actual transferred shot size is consistent. In the Table, higher percentage of the area of the corner rounding is corrected. This is because, the correction shot is transferred relatively a consistent size over the entire depth but, the corner rounding area gets smaller at deeper depth due to shorter developed feature width.

| $\begin{gathered} \hline \hline \text { Sigma } \\ (\mathrm{nm}) \end{gathered}$ | Overlap (nm) | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\%$ area reduced | Over developed area $(n m)$ | \% area reduced | Over developed area $(n m)$ | \% area reduced | Over developed area $(n m)$ |
| 0.25 | 1 | 0.13 | -49.77 | 0 | -56.01 | 0 | -69.19 | 0 |
| 0.5 | 1 | 0.8 | -29.85 | 0 | -41.43 | 0 | -69.30 | 0 |
| 0.75 | 1 | 1 | -28.14 | 0 | -40.40 | 0 | -72.12 | 0 |
| 1 | 1 | 1.3 | -29.32 | 0 | -42.34 | 0 | -71.90 | 0 |

Table 6.2: The correction choice of shot 1's amount of overlap, dose level, and the corresponding correction results at (a) top, (b) middle, and (c) bottom layers using a $B_{c}=2.5 \mathrm{~nm}$ square shot. $B=I_{e}=10 \mathrm{~nm}$ and $t f$ of the correction shot is of $\sigma=0.25,0.5,0.75$, and 1 nm .


Figure 6.10: The development results before the correction at (a) top, (b) middle, and (c) bottom layer when $\sigma=4 \mathrm{~nm}$. A single shot correction results after the correction at (d) top, (e) middle, and (f) bottom layer using a $B_{c}=2.5 \mathrm{~nm}$ square shot when overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ square area with the regular beam exposed area. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

### 6.5 Correction Result after the Second Shot's Application

In the previous section, the amount of overlap of shot 1 is chosen so that it leaves some space for other shots to complete the correction. Shot 2's overlap and dose level is determined so that it maximizes development from the middle layer to the bottom layer. The amount of overlap is chosen to produce an anti-directive development that prioritizes improvement at the bottom layer's result of the shot 1 's correction. An example choice of overlap amount for shot

2 when added to the previous section's example is shown in Fig. 6.11. The figure demonstrates the location of shot 2 with an overlap of -1 nm in (a-b), and -2 nm in (c-d) from the corner of the regular beam exposed area. The squares are $2.5 \mathrm{~nm} \times 2.5 \mathrm{~nm}$ sized correction shot which each of the corner of each squares are spaced in 1 nm apart. The red shot in (a-d) represent the shot 1 with an overlap of 1 nm decided from the previous section. The green shot in (a-b) represents a candidate shot 2 with an overlap of -1 nm with the regular beam exposed area. The orange shot in (c-d) represents a candidate shot 2 with an overlap of -2 nm with the regular beam exposed area. The gray shots in (a-d) are beams that are not exposed but shown for illustrative purposes. The overlap amount refers to the amount between shot 2 and the regular corner shot of the feature, not between shot 1 and shot 2 .


Figure 6.11: In this illustration, two correction shots are applied at the corner of the feature where the size is $2.5 \mathrm{~nm} \times 2.5 \mathrm{~nm}$ square. The shot 1 is $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ overlapped (red square). The shot 2 candidates are overlapped with a $-1 \mathrm{~nm} x-1 \mathrm{~nm}$ square area (green square) in (a) and (b) and $-2 \mathrm{~nm} x-2 \mathrm{~nm}$ square area (orange square) in (c) and (d) to the regular beam exposed area of the feature.

The following Table 6.3 lists an overlap of $0 \mathrm{~nm},-1 \mathrm{~nm},-2 \mathrm{~nm}$, and -3 nm with a possible dose combination. Overlap of 0 nm results in an overdevelopment because it is too close to shot 1 for the dose ranges in the tables. Therefore, it is eliminated. Same is applied to the dose levels for the overlap of -1 nm and -2 nm that results in an overdevelopment. A dose level higher than 0.2 is also discarded for the design choice. Then, the highest dose and overlap combination that results in best $\%$ area reduction is when the overlap is -2 nm with the dose level of 0.2 . The results from an overlap of -3 nm with dose level of 0.2 and 0.3 have similar or better $\%$ area reduction result. However, the development shape leaves more undeveloped area at the side of the feature because it is closer to the ideal feature corner. The development at the side of the feature near the feature corner is maximized from increasing its exposure by overlapping the shot 2 more with the regular shot. For the 10 nm square beam with $t f$ sharpness of $\sigma=1$ $\mathrm{nm}, 2 \mathrm{~nm}, 3 \mathrm{~nm}$, and 4 nm , the resulting choice of overlap amount of shot 2 and the regular beam exposed area is $0 \mathrm{~nm},-1 \mathrm{~nm}$, spaced -2 nm , and -2 nm , respectively as in Table 6.5. The resulting choice of overlap amount of shot 1 and shot 2 is $1.5 \mathrm{~nm}, 0.5 \mathrm{~nm}$, spaced 0.5 nm , and 0.5 nm , respectively as in Table 6.4.

| Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Over <br> \% area <br> reduced <br> Oeveloped <br> area <br> $\left(n m^{2}\right)$ | Over <br> \% area <br> reduced | Oveloped <br> area <br> $\left(n m^{2}\right)$ | \% area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ |  |
| 0 | 0.1 | -31.75 | 0 | -46.37 | 0 | -78.60 | 0.23 |
| 0 | 0.2 | -33.88 | 0 | -49.83 | 0 | -82.18 | 0.99 |
| 0 | 0.3 | -35.75 | 0 | -53.43 | 0 | -84.90 | 2.07 |

(a)

| Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Over <br> reduced | Over <br> reveloped <br> area <br> $\left(n m^{2}\right)$ | Over <br> \% area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ | \% area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ |
| -1 | 0.1 | -36.87 | 0 | -49.66 | 0 | -78.78 | 0 |
| -1 | 0.2 | -41.48 | 0 | -54.52 | 0 | -84.33 | 0 |
| -1 | 0.3 | -44.63 | 0 | -57.89 | 0 | -88.56 | 0.028 |

(b)

| Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | O area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ | O area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ | \% area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ |
| -2 | 0.1 | -43.66 | 0 | -54.47 | 0 | -79.44 | 0 |
| -2 | 0.2 | -51.86 | 0 | -62.91 | 0 | -87.47 | 0 |
| -2 | 0.3 | -56.93 | 0 | -68.42 | 0 | -92.25 | 0.35 |

(c)

| Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | O area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ | O area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ | \% area <br> reduced | Over <br> developed <br> area <br> $\left(n m^{2}\right)$ |
| -3 | 0.1 | -43.19 | 0 | -50.86 | 0 | -74.36 | 0 |
| -3 | 0.2 | -57.49 | 0 | -63.57 | 0 | -78.32 | 0 |
| -3 | 0.3 | -65.91 | 0 | -73.22 | 0 | -84.79 | 0 |

(d)

Table 6.3: The correction result for the candidates of shot 2 with an amount of overlap of (a) 0 nm , (b) 1 nm , (c) 2 nm , (d) -3 nm square area with the regular beam exposed area at a dose level of $0.1,0.2$, and 0.3 . The corresponding correction results at the top, middle, and bottom layers are presented. $B=I_{e}=10 \mathrm{~nm}$ and $t f$ of the correction shot is $\sigma=4 \mathrm{~nm}$.


Figure 6.12: The development results before the correction at (a) top, (b) middle, and (c) bottom layer when $\sigma=4 \mathrm{~nm}$. The two shots correction result at the (d) top, (e) middle, and (f) bottom layer. Each of the shots are a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 is overlapped with a 1 $\mathrm{nm} x 1 \mathrm{~nm}$ square area with the regular beam exposed area. And the shot 2 is overlapped with a $-2 \mathrm{~nm} x-2 \mathrm{~nm}$ square area with the regular beam exposed area. The shot 1 used a dose level of 1.3 and shot 2 used a dose level of $0.2 . B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

### 6.6 Correction Result after the Third Shot's Application

The third shot is chosen to overlap so that it would maximize directive development near the ideal corner of the top layer. Thus a minimum partial overlap with the developed area in respect to the middle layer as in Fig. 6.13 is chosen. The figure demonstrates the location of

| 2.5nm Square beam <br> Gaussian $(\mathrm{nm})$ | 0.25 <br> $(\mathrm{~nm})$ | 0.5 <br> $(\mathrm{~nm})$ | 0.75 <br> $(\mathrm{~nm})$ | 1 <br> $(\mathrm{~nm})$ |
| :---: | :---: | :---: | :---: | :---: |
| Amount of overlap <br> between <br> shot 1 and 2 <br> $(\mathrm{~nm})$ | 1.5 nm | 0.5 nm | -0.5 nm | -0.5 nm |

Table 6.4: The resulting amount of overlap between the shot 1 and shot 2 for the three shot correction using a $2.5 \mathrm{~nm} \times 2.5 \mathrm{~nm}$ correction shot. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.


Figure 6.13: In this illustration, three correction shots are applied at the corner of the feature where the size is $B_{c}=2.5 \mathrm{~nm}$ square. The shot 1 is $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ overlapped (red square). The shot 2 is $-2 \mathrm{nmx}-2 \mathrm{~nm}$ overlapped (orange square). The shot 3 candidates are overlapped with a $-3 \mathrm{~nm} x-3 \mathrm{~nm}$ square area (blue square) in (a) and (b) and $-4 \mathrm{nmx}-4 \mathrm{~nm}$ square area (yellow square) in (c) and (d) to the regular beam exposed area of the feature.
shot 3 in respect to the middle and bottom layer development after shot 2 is applied with an overlap of -3 nm in (a) and (b), and -4 nm in (c) and (d) from the corner of the regular beam exposed area. The squares are $2.5 \mathrm{~nm} \times 2.5 \mathrm{~nm}$ sized correction shot which each of the corner of each squares are spaced in 1 nm apart. The red shots in (a-d) represent shot 1 with an overlap of 1 nm decided from the previous sections. The orange shots in (a-d) represent shot 2 with an overlap of -2 nm decided from the previous section. The blue shots in (a) and (b) represent
a candidate shot 3 with an overlap of -3 nm with the regular beam exposed area. The yellow shots in (c) and (d) represent a candidate shot 3 with an overlap of -4 nm with the regular beam exposed area. The gray shots in (a-d) are beams that are not exposed but included for illustrative purposes. The overlap amount refers to the amount between shot 3 and the regular corner shot of the feature, not between the shot 2 and shot 3 .

Notice that although the overlap exceeds the bottom layer's ideal corner's position, a lower dose compared to shot 1 is used to target over the shallower layers as in Table 6.5(d). So, the bottom layer's development is minimal. The resulting correction is in Fig. 6.14. The correction is directive in that the $\mathrm{x}, \mathrm{y}$ coordinates after the correction over the layers are consistently close to $(\mathrm{x}, \mathrm{y})=(-6 \mathrm{~nm},-6 \mathrm{~nm})$ as indicated by the red arrows from (d-f). If the simulation is allowed to overdevelop for the last correction shot for a directive correction at the top layer, the entire layer's \% area reduction is at least $70 \%$ for the $B=10 \mathrm{~nm}$ and its simulated $t f$ of $\sigma=1 \mathrm{~nm}$ to 4 nm as in Table 6.5(a-d). And the directivity over all layers are consistent as in Figs. 6.16, $6.17,6.18,6.19,6.20,6.21$, and 6.22 . For the 10 nm square beam with $t f$ sharpness of $\sigma=1$ $\mathrm{nm}, 2 \mathrm{~nm}, 3 \mathrm{~nm}$, and 4 nm , the resulting choice of overlap amount of the shot 3 and the regular beam exposed area is $-1 \mathrm{~nm},-2 \mathrm{~nm},-3 \mathrm{~nm}$, and -4 nm , respectively as in Table 6.5. The overlap amount of the second shot and the third shot is $1.5 \mathrm{~nm}, 1.5 \mathrm{~nm}, 1.5 \mathrm{~nm}$, and 0.5 nm for correction shot of sharpness $0.25 \mathrm{~nm}, 0.5 \mathrm{~nm}, 0.75 \mathrm{~nm}$ and 1 nm , respectively as in Table 6.6.

The dimension of a possible defect correction shape is smaller than the size of the correction shot. The width of the defect is larger as the blurring factor of the beam increases and is largest when $B=10 \mathrm{~nm}$ and $t f$ of $\sigma=4 \mathrm{~nm}$ where the size is a little less than 1 nm as in the Fig. 6.14. If a more accurate correction pattern is required, a correction shot can be written along the feature side for the remaining areas. Then the correction result is as in Fig. 6.15 with two side shots at each side with a total of 4 side shots. The result produces a slight side stripe overdevelopment at the bottom layer as in Table 6.5(d) and Fig. 6.15(f) but, the overall correction directivity is kept consistent as in Fig. 6.15(d-f). From the simulation, placing two or more additional shots along each side of the feature in total of four shots produces a near perfect correction as seen in Fig. 6.16, 6.18, 6.20, and 6.22.


Figure 6.14: The development results before the correction at (a) top, (b) middle, and (c) bottom layer when $\sigma=4 \mathrm{~nm}$. The three shots correction result at the (d) top, (e) middle, and (f) bottom layer. Each of the shots are a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 is overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ square area, the shot 2 is overlapped with a $-2 \mathrm{~nm} \times-2 \mathrm{~nm}$ square area, and the shot 3 is overlapped with a $-4 \mathrm{~nm} x-4 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 used a dose level of 1.3 , shot 2 used 0.2 , and shot 3 used $0.16 . B=I_{e}$ $=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

However, the correction from each additional shots are more expensive than each shot from the regular shots because both size shots can not be written at a same run. This is because the multi-beam system projects beams from the aperture plate having fixed uniform sizes and intervals of beams from one run. The use of smaller correction shots costs additional time to switch the projection system from the regular shot settings to correction shot settings. Also,
the additional correction shots are expensive because they need to be sequentially transferred. This is due to the fact that the three beam correction spaces have only 1 or 2 nm between the correction shots. The multi-beam transfers its beams synchronously in space of $I_{b}$. The beams that needs to be transferred less than the aperture's beam interval of $I_{b}$ needs to be written at a different run. This results in longer correction time. The multi-beam system assumes the beam interval $I_{b}$ is significantly larger than the beam size $B$ and the areas between need to be addressed by all different beams which in this case all three beams and the side correction shots can not be transferred simultaneously. So, it is preferable to use as few correction shots as possible.


Figure 6.15: The three shots correction result at the (a) top, (b) middle, and (c) bottom layer when two side correction shots are additionally patterned at each edge of the feature. Each of the correction shots are a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 is overlapped with a 1 $\mathrm{nm} \times 1 \mathrm{~nm}$ square area, the shot 2 is overlapped with a $-2 \mathrm{~nm} \times-2 \mathrm{~nm}$ square area, and the shot 3 is overlapped with a $-4 \mathrm{~nm} x-4 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 used a dose level of 1.3 , shot 2 used 0.2 , and shot 3 used 0.16 . The two side correction shots are spaced 8 nm apart along each feature side. The dose level used are each 0.05 and $0.02 . B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

### 6.7 Faulty Beam

One of the factors determining how a faulty beam affects the writing quality is the location of the point exposed by the faulty beam. The effect would be larger when the point is closer to the feature boundary. Also, the effect of a faulty beam may vary significantly depending on the writing redundancy and exposing interval. The writing redundancy refers to the number of beams jointly exposing a point, ${ }^{7,8}$ e.g., 2-beam redundancy corresponds to the case where each point is exposed by 2 different beams. In Table 6.7 and Fig. 6.23, the LER and maximum indent are provided for the cases of one faulty beam. It is first observed that a faulty beam can affect the writing quality substantially, especially when an edge point is exposed by the faulty beam. When a point in the middle of a feature receives a lower exposure due to a faulty beam, the isotropic development of resist can mitigate the effect of lower exposure on the final feature boundary through the developing process. However, in the case of a lower exposure of an edge point, such mitigation would be minimal since the edge points are developed in the final stage of resist development. Also, it is seen that the effects on the LER and maximum indent are larger for a higher writing redundancy and a smaller exposing interval. This is due to the fact that the exposure drop due to a faulty beam is smaller when a point is exposed by a larger number of beams (i.e., a higher writing redundancy) or the exposing interval is smaller leading to a larger overlap between the domains of two adjacent beams on the resist surface.

In Fig. 6.24, the contours of remaining resist profile are shown with the writing redundancy varied. It can be seen that the boundary roughness, in particular the maximum indent, is larger for a smaller writing redundancy and the effect of a faulty beam is maximized when it exposes edge points (see Fig. 6.24-(b)).

| Added beam | Overlap (nm) | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | \% area reduced | Over developed area $(n m)$ | \% area reduced | Over developed area $(n m)$ | \% area reduced | $\begin{aligned} & \text { Over } \\ & \text { developed } \\ & \text { area } \\ & (n m) \end{aligned}$ |
| Shot 1 | 1 | 0.13 | -49.77 | 0 | -56.01 | 0 | -69.19 | 0.011 |
| Shot 2 | 0 | 0.01 | -77.48 | 0.017 | -74.92 | 0 | -75.93 | 0.011 |
| Shot 3 | -1 | 0.01 | -89.53 | 0.102 | -83.16 | 0 | -77.82 | 0.011 |

(a)

| Added <br> beam | Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Over <br> \% area <br> reduced <br> developed <br> area <br> $(\mathrm{nm})$ | Over <br> \% area <br> reduced <br> developed <br> area <br> $(\mathrm{nm})$ | Over <br> \% area <br> reduced | developed <br> area <br> $(\mathrm{nm})$ |  |  |
| Shot 1 | 1 | 0.8 | -29.85 | 0 | -41.43 | 0 | -69.30 |  |
| Shot 2 | -1 | 0.05 | -63.77 | 0 | -68.64 | 0 | -84.05 |  |
| Shot 3 | -2 | 0.02 | -74.13 | 0 | -75.79 | 0 | -86.63 |  |
| Side shots | side |  | -83.54 | 0 | -86.00 | 0 | -90.18 |  |

(b)

| Added beam | Overlap (nm) | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | \% area reduced | Over developed area $(n m)$ | \% area reduced | $\begin{gathered} \text { Over } \\ \text { developed } \\ \text { area } \\ (n m) \end{gathered}$ | \% area reduced | Over developed area $(n m)$ |
| Shot 1 | 1 | 1 | -28.14 | 0 | -40.40 | 0 | -72.12 | 0 |
| Shot 2 | -2 | 0.14 | -65.08 | 0 | -70.87 | 0 | -89.29 | 0 |
| Shot 3 | -3 | 0.04 | -72.92 | 0 | -76.62 | 0 | -91.22 | 0.012 |
| Side shots | side |  | -90.31 | 0.222 | -88.69 | 0.136 | -94.85 | 0.204 |

(c)

| Added <br> beam | Overlap <br> $(\mathrm{nm})$ | Dose | Top |  | Middle |  | Bottom |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Over <br> \% area <br> reduced <br> developed <br> area <br> $(\mathrm{nm})$ | Over <br> \% area <br> reduced | Oveloped <br> area <br> $(\mathrm{nm})$ | Over <br> \% area <br> reduced | developed <br> area <br> $(\mathrm{nm})$ |  |
| Shot 1 | 1 | 1.3 | -29.32 | 0 | -42.34 | 0 | -71.90 |  |
| Shot 2 | -2 | 0.2 | -51.86 | 0 | -62.91 | 0 | -87.47 |  |
| Shot 3 | -4 | 0.16 | -71.19 | 0.034 | -75.96 | 0 | -90.47 |  |
| Side shots | side |  | -89.47 | 0.04 | -88.95 | 0 | -93.24 |  |

(d)

Table 6.5: The cumulative correction result after each shot is patterned for a three shots correction. Each shot's choice of amount of overlap, dose level, and the corresponding correction results at top, middle, and bottom layers is presented. $B=I_{e}=10 \mathrm{~nm}$ and $t f$ of the correction shot is of $\sigma=$ (a) 0.25 , (b) 0.5 , (c) 0.75 , and (d) 1 nm .

| 2.5nm Square beam <br> Gaussian (nm) | 0.25 <br> $(\mathrm{~nm})$ | 0.5 <br> $(\mathrm{~nm})$ | 0.75 <br> $(\mathrm{~nm})$ | 1 <br> $(\mathrm{~nm})$ |
| :---: | :---: | :---: | :---: | :---: |
| Amount of overlap <br> between <br> shot 1 and 2 <br> $(\mathrm{~nm})$ | 1.5 nm | 1.5 nm | 1.5 nm | 0.5 nm |
|  |  |  |  |  |

Table 6.6: The resulting amount of overlap between the shot 2 and shot 3 for the three shot correction using a $2.5 \mathrm{~nm} \times 2.5 \mathrm{~nm}$ correction shot. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.

| $\begin{gathered} I_{e} \\ (\mathrm{~nm}) \end{gathered}$ | LER (nm) |  |  |  | Maximum indent (nm) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | no fault | Redundancy |  |  | no fault | Redundancy |  |  |
|  |  | 1 | 2 | 4 |  | 1 | 2 | 4 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0.020 | 0.028 | 0.023 | 0.019 | 0.029 | 0.052 | 0.039 | 0.031 |
| 5 | 0.18 | 0.21 | 0.19 | 0.19 | 0.29 | 0.43 | 0.36 | 0.34 |
| 10 | 0.34 | 0.41 | 0.39 | 0.39 | 0.72 | 1.06 | 1.12 | 1.14 |
| (a) |  |  |  |  |  |  |  |  |
| $\begin{gathered} I_{e} \\ (\mathrm{~nm}) \end{gathered}$ | LER (nm) |  |  |  | Maximum indent (nm) |  |  |  |
|  | no fault | Redundancy |  |  | no fault | Redundancy |  |  |
|  |  | 1 | 2 | 4 |  | 1 | 2 | 4 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0.020 | 0.041 | 0.026 | 0.021 | 0.029 | 0.082 | 0.047 | 0.037 |
| 5 | 0.18 | 0.69 | 0.43 | 0.30 | 0.29 | 1.05 | 0.86 | 0.61 |
| 10 | 0.34 | 2.02 | 1.86 | 1.24 | 0.72 | 4.16 | 3.58 | 3.47 |

(b)

Table 6.7: The LER and maximum indent with the redundancy varied for the line-width (W) of 50 nm (a) when the faulty beam exposes points in the middle of feature and (b) when the faulty beam exposes points on the feature boundary: $I_{e}=10 \mathrm{~nm}$ and $\sigma=2 \mathrm{~nm}$. The LER and maximum indent when no beam is faulty are also included for reference.


Figure 6.16: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam is presented where the shot 1 , shot 2 , and shot 3 are overlapped with $1 \mathrm{~nm} \times 1 \mathrm{~nm}, 0 \mathrm{~nm} \times 0 \mathrm{~nm}$ , and $1 \mathrm{~nm} \times 1 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 , shot 2 , and shot 3 used a dose level of $0.13,0.01$, and 0.01 , respectively. The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and (g) after, and bottom layer in (d) before and (h) after. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=1 \mathrm{~nm}$.


Figure 6.17: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 , shot 2 , and shot 3 are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm},-1 \mathrm{~nm} \times-1 \mathrm{~nm}$, and -2 $\mathrm{nm} x-2 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 , shot 2 , and shot 3 used a dose level of $0.8,0.05$, and 0.02 , respectively. The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and (g) after, and bottom layer in (d) before and (h) after. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=2 \mathrm{~nm}$.


Figure 6.18: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 , shot 2 , and shot 3 are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm},-1 \mathrm{~nm} \times-1 \mathrm{~nm}$, and $-2 \mathrm{~nm} x-2 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The one side correction shot is patterned along each feature side. The dose level used is 0.02 . The shot 1 , shot 2 , and shot 3 used a dose level of $0.8,0.05$, and 0.02 , respectively. The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and (g) after, and bottom layer in (d) before and (h) after. $B=I_{e}^{62} 10 \mathrm{~nm}$ and $\sigma=2 \mathrm{~nm}$.


Figure 6.19: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 , shot 2 , and shot 3 are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm},-2 \mathrm{~nm} \times-2 \mathrm{~nm}$, and -3 $\mathrm{nm} x-3 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 , shot 2 , and shot 3 used a dose level of $1,0.14$, and 0.04 , respectively. The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and (g) after, and bottom layer in (d) before and (h) after. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=3 \mathrm{~nm}$.


Figure 6.20: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 , shot 2 , and shot 3 are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm},-2 \mathrm{~nm} \times-2 \mathrm{~nm}$, and -3 $\mathrm{nm} x-3 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 , shot 2 , and shot 3 used a dose level of $1,0.14$, and 0.04 , respectively. The two side correction shots are spaced 8 nm apart along each feature side. The dose level used are each 0.01 and 0.03 . The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and ( g ) after, and bottom layer in (d) bef $\ddagger$ tre and (h) after. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=3 \mathrm{~nm}$.


Figure 6.21: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 , shot 2 , and shot 3 are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm},-2 \mathrm{~nm} \times-2 \mathrm{~nm}$, and $-4 \mathrm{~nm} x-4 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 , shot 2 , and shot 3 used a dose level of $1.3,0.2$, and 0.16 , respectively. The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and (g) after, and bottom layer in (d) before and (h) after. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.


Figure 6.22: The results of before and after the correction using a $B_{c}=2.5 \mathrm{~nm}$ square beam where the shot 1 , shot 2 , and shot 3 are overlapped with a $1 \mathrm{~nm} \times 1 \mathrm{~nm},-2 \mathrm{~nm} \times-2 \mathrm{~nm}$, and -4 $\mathrm{nm} x-4 \mathrm{~nm}$ square area with the regular beam exposed area, respectively. The shot 1 , shot 2 , and shot 3 used a dose level of $1.3,0.2$, and 0.16 , respectively. The two side correction shots are spaced 8 nm apart along each feature side. The dose level used are each 0.02 and 0.05 . The rate plots of the middle layer at the feature corner is shown in (a) before and after (e). The development results of top layer are presented in (b) before and (f) after, middle layer in (c) before and (g) after, and bottom layer in (d) bef $f 6$ re and (h) after. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=4 \mathrm{~nm}$.


Figure 6.23: The LER and maximum indent in nm with the redundancy varied for the linewidth (W) of 50 nm (a) when the faulty beam exposes points in the middle of feature and (b) when the faulty beam exposes points on the feature boundary: $I_{e}=10 \mathrm{~nm}$ and $\sigma=2 \mathrm{~nm}$. The LER and maximum indent when no beam is faulty are also included for reference.


Figure 6.24: The contour of remaining resist profile for the line-width (W) of 30 nm : (a) when center points are exposed by a faulty beam and (b) left edge points are exposed by a faulty beam. It is assumed that a point receives no dose from a faulty beam. $B=I_{e}=10 \mathrm{~nm}$ and $\sigma=$ 4 nm . The contours for the 1-beam, 2-beam and 4-beam redundancies are indicated by the red, green and blue curves, respectively.

## Chapter 7

## Summary

The inherent drawback of an e-beam lithography system has been its low throughput due to the use of a single beam. The main effort to improve the throughput by orders of magnitude has been to employ multiple beams in a system. As a result, e-beam systems with massivelyparallel beams were recently developed. To maximize the efficiency of such a system, it is critical to utilize the parallel beams in an optimal way. As a first step, this study investigates the effects of the lithographic parameters on the writing qualities. And subsequently explores the beam exposure methods and controls to improve the proximity effect on the pattern corner for the mask production. The lithographic parameters such as the exposing interval, blurring factor, writing redundancy, etc. are considered, and the quality metrics including the exposure variation and contrast, total dose required, dose latitude, line edge roughness, corner rounding, and directivity are analyzed. This study corrects the rounded corner of the feature by serially patterning a shot that is $\frac{1}{4}$ of the regular shot from outside of the beam exposed area toward the ideal corner of the feature. Each exposure contributes a slightly different electron beam path for different depths that is designed to sharpen near the mask's corners evenly throughout the depth in cumulative shots. Through an extensive simulation, it is seen that the proposed method possibly results in a non-unique solution having a range of working combinations of position and dose for each beam that produces similar results. The proposed strategy is able to produce a directive correction for a pattern that results in having a width development difference over the depth without correction. Applying side shots at the pattern is found to complement the proposed strategy. Though the quantitative results may vary depending on the simulation setup, the behaviors of the correction method are likely to be similar with those reported in this paper. This study presented effective guidelines for the design decision of each correction shot
for optimal use of a massively-parallel e-beam system. Based on the simulation, the correction shots are expensive both from the amount of shot interval necessary and the shot size switching time of the massively-parallel e-beam system such that the proximity correction can not be done simultaneously with the regular feature patterning process.
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