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Abstract

Understanding plasma-material interaction (PMI) continues to be a challenge for future

fusion reactors. High-Z materials (e.g. tungsten, molybdenum) have emerged as leading

solutions for plasma facing materials. Erosion and transport of these high-Z elements remains

an open area of research which warrants study.

The properties of emission from ions in a plasma provides both potential for plasma

diagnostics and key information required for plasma modeling. Generalized collisional ra-

diative theory is a powerful tool for modeling of low and moderately dense plasmas. A new

Python program (ColRadPy) has been developed that solves the collisional-radiative and

ionization balance equations within the Generalized Collisional-Radiative framework. It has

applications to fusion, basic laboratory and astrophysical plasmas. It produces generalized

coefficients that can be easily imported into existing plasma modeling codes and spectral

diagnostics.

A spectral survey of tungsten emission in the ultraviolet region has been completed in the

DIII-D tokamak and the Compact Toroidal Hybrid (CTH) torsatron to assess the potential

benefit of UV emission for the diagnosis of gross W erosion. A total of 53 W I spectral lines

are observed from the two experiments using both survey and high-resolution spectrometers

between ∼ 200− 400 nm. The level identifications presented in this work are based upon a

previous atomic structure calculation and new high quality atomic data for neutral W. Of

the 53 W I observed lines, 32 have not previously been reported at fusion relevant divertor

plasmas conditions (Te ∼ 10−20 eV, ne ∼ 1×1013 cm−3), including an intense line at 265.65

nm which could be important for benchmarking the frequently employed line at 400.88 nm.

The impact of metastable level populations on the W I emission spectrum and any erosion

measurement utilizing a spectroscopic technique is potentially significant and is quantified
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in this work. Nevertheless, the high density of W I emission in the UV region allows for

determination of the relative metastable fractions and plasma parameters local to the erosion

region. There are also over 15 singly ionized tungsten emission lines as well as more than

10 doubly ionization emission lines that are also observed in the UV. W IV spectral lines

could be observed in the UV, which is consistent with CR modeling. While the W I emission

lines can be used to measure the gross tungsten erosion, the simultaneous observation of W

I emission combined with W II lines identified in this work could be used to estimate the net

erosion of tungsten from plasma facing components. Similarly, the fraction of tungsten that

is promptly re-deposited could also be inferred. Identified lines can be used for collisional

radiative based diagnostics such as line ratio diagnostics.

Key to this study are the new spin-changing collisional rate coefficients between po-

tential metastable levels allowing the dynamics of metastable levels to be explored in detail

for the first time. Long-lived metastable states in neutral tungsten can potentially impact

measurements of tungsten erosion from plasma facing components. Time-dependent col-

lisional radiative modeling of neutral tungsten is used to analyze the role of these states

in tungsten emission and ionization. The large number of non-quasistatic atomic states in

neutral tungsten can take on the order of milliseconds to reach equilibrium, depending on

plasma conditions, causing erosion measurements to be affected by the time-dependence of

the metastable populations. Previous measurements using the 400.88 nm neutral tungsten

emission line could be affected by these non-quasistatic metastable effects. Therefore, a

scheme for measuring the relative metastable fractions is proposed through simultaneous

observation of multiple ultraviolet spectral lines of neutral tungsten. The accuracy of ero-

sion measurements could potentially be increased by including these previously unconsidered

metastable effects.

The Chodura sheath provides a region of low electron density on the order of centimeters

(orders of magnitude larger than the Debye sheath) making time-dependent effects important

due to the large number of metastable levels in neutral tungsten. A simple model is developed
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to account for the effects of the Chodura sheath on the time-dependent neutral tungsten

system. Eroded tungsten is assumed to sputter into the plasma as ground state atoms with

ballistic velocity through the sheath until ionized.

The collisional radiative coefficients used in erosion measurements can be modified by up

to a factor of 10 by addition of the sheath model at high electron densities. The ratio of the

254.14 to the 265.65 nm neutral tungsten lines is shown to be a promising temperature diag-

nostic from collisional radiative modeling. Comparisons between Langmuir probe measured

electron temperatures and temperatures inferred from collisional radiative modeling of the

line ratio yields good agreement for CTH plasmas. Thus, the work of this dissertation, and

the new atomic data for neutral tungsten that has been generated for this project, provide

the basis for accurate tungsten erosion and redeposition measurements on fusion relevant

devices and yield a general roadmap for how to model the spectral emission from complex

species such as tungsten.
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Chapter 1

Introduction to plasma wall material choices and thesis overview

1.1 Plasma facing component requirements in fusion environments

When it comes to designing a fusion reactor, there are several design requirements that

remain unresolved. Many of these design requirements (such as machine size and cost) are

often competing against one another. However, the most concerning is how the relatively

hot dense plasma will interact with a material surface because all input power and nuclear

power for a future fusion reactor must eventually diffuse from the plasma to the surrounding

plasma facing surfaces. For a future fusion reactor, the amount of the power delivered to

these surfaces will be significant, and so, the material selection and design of these plasma

facing surfaces emerges as a critical design constraint that must be correctly addressed.

A few primary engineering requirements for Plasma Facing Components (PFCs) must be

considered. First, PFCs must be able to handle high thermal heat flux. Unfortunately, heat

fluxes to PFCs scales inversely proportional to the size of the machine and proportionally

to the power produced. ITER (currently under construction) will be one of the first fusion

devices to maintain a long stable plasma to produce net energy.9 The heat flux of the ITER

fusion plasma experiment is expected to be 10 MW m−2 (similar to heat fluxes experienced

by spacecraft during reentry to the atmosphere).10 Preliminary heat flux estimates from

Kuang et al.11 predicts that the SPARC tokamak divertor will experience heat fluxes of 250-

350 MW m−2 partly because it is much smaller in size than ITER. Ideally a fusion reactor

would be as small as possible (from a cost and engineering stand point) while still producing

significant power; since the heat flux to PFCs can cause significant damage through melting,

cracking or chipping, managing the heat flux becomes one of the prime concerns for a viable

commercial fusion reactor. Additionally, Plasma-Material Interactions (PMI) can damage
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PFCs through sputtering, implantation or by forming mixed material surfaces on top of

PFCs. As a result, the relatively high heat fluxes that will exist in a fusion reactor become

a strong driver for the material choice.

Another design requirement is that PFCs must be resilient to neutron damage because

the deuterium tritium reaction produces a significant amount of high-energy neutrons which

can both damage and activate PFCs. Additionally, PFCs must also have low retention rates

for tritium. PFCs will absorb some of the tritium fuel, as a result these components will

become radioactive. To minimize the amount of tritium that is absorbed, materials must be

chosen wisely.

In most current fusion experiments as well as future proposed machines, a divertor will

be utilized to transition from a high-temperature fusion plasma core to a cooler less dense

plasma that will not damage PFCs. The divertor magnetic field configuration allows for

density control of the plasma through divertor pumping, generally done with large internal

cryopumps. Additionally, helium ash can be exhausted through the divertor geometry in a

fusion reactor. Figure 1.1 is a diagram of the divertor geometry with many parts of plasma

labeled that will be discussed in this paragraph. The divertor magnetic field is created with

additional coils added to the plasma confinement coils which create the nested flux surfaces.

The divertor configuration allows the edge of the plasma (the last closed flux surface) to

interact with a target material usually referred to as the divertor. With additional magnetic

coils, a null-point is created in the poloidal field called the “X-point” allowing for the inner

strike-point (ISP) and outer strike-points (OPS) (the points where the last closed flux surface

hits the divertor) to be created and forms a separation layer between the confined plasma

and a region of open magnetic field lines called the scrape of layer (SOL). Both the heat and

particles are deposited into a small area (∼1 mm in width). The divertor is of great interest

for plasma material interactions (PMI) as it experiences the highest heat and particle flux

load of the plasma device. Most of the work in this thesis is focused on the divertor region
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of a plasma where material erosion will be most significant. However, the measurement

techniques presented could be applied to other PFCs in a reactor such as the main chamber.
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Figure 1.1: Diagram of tokamak with various parts of the plasma and tokamak geometry
labeled. The confined plasma is enclosed by the last closed flux surface.

1.2 Low-Z materials as a plasma facing material

Many initial designs for fusion reactors as well as fusion relevant reactors use low-Z

(Z<10) elements for PFCs (mainly C and Be). Low-Z elements are advantageous for fusion

relevant machines as they become fully ionized at core plasma electron temperatures. When
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an atom is stripped of all electrons, power is no longer radiated away due to spectral emission.

Loss rates from spectral emission can be significant if impurities atoms are not fully stripped

in the plasma core.

Low-Z materials such as C can retain significant amounts of tritium and produce dust.

Skinner et al.12 investigated tritium retention in proposed ITER plasma facing materials

including carbon and found that carbon absorbed and retained significant amounts of tritium

compared to other materials such as tungsten. This dust is produced by material erosion. If

there is a significant amount of tritium absorbed in the dust, the dust would be radioactive

as some fraction could be tritium. While not a significant engineering or physical problem,

tritium retention would be a significant political problem as well as a possible safety concern

because of the radioactivity. Both chemical sputtering and physical sputtering can also be

significant for low-Z PFCs especially at high temperatures.13 Chemical sputter is caused

because of a chemical reaction with the Plasma Facing Material (PFM), and the fuel, in the

case of carbon, would be H and C. Physical sputter is caused by impact impurities exhausted

by the SOL on a PFM. Erosion of PFCs in a fusion reactor could be a source of a significant

amount of down time as these materials would need to be changed out regularly. Beryllium,

while not having the same problems with retention or chemical sputtering, has a relatively

low melting point making it unsuitable for the divertor region with high heat fluxes.14

1.3 High-Z materials as a plasma facing material

High-Z materials (e.g. tungsten, molybdenum) are leading candidates for plasma facing

materials (specifically in the divertor) as they satisfy requirements for power exhaust, thermal

conductivity, melting point and tritium retention. Both domestic and international fusion

relevant devices have upgraded or have plans to upgrade to high-Z PFCs. DIII-D has

previously installed W PFCs15 and presently has plans for a tungsten coated Small Angle

Slot (SAS) divertor in its five year plan. NSTX-U has plans to upgrade to high-Z PFCs

as presented at its 37th program advisory committee meeting. JET has upgraded to the
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W ITER-like wall,10 and both ASDEX-U and WEST have a majority of PFCs made from

tungsten. ITER will use tungsten for the divertor region with beryllium used as the main

chamber PFM.10

Thus far, there has been more interest in tungsten than molybdenum as a PFM because

tungsten was chosen as the divertor material for ITER. As a result, this thesis will focus more

on tungsten, though some molybdenum line identification is detailed in Chapter 4. While

sputtering of high-Z elements is significantly reduced compared with low-Z materials, wall

erosion could still be on the order of thousands of kilograms per year in a fusion reactor.16

Therefore, there is a need to understand models of plasma interaction with high-Z materials,

as a concentration of tungsten as low as 10−5 is predicted to degrade fusion performance in

the core plasma.17

1.4 Erosion, re-deposition and migration

The flux of ions onto PFMs will cause the sputtering and migration of the PFC material.

The two main sources of sputtering are physical and chemical. Physical sputter is a result of

particle collisions while chemical sputtering is a result of chemical reactions occurring usually

between the hydrogen isotopes and the wall material. This thesis is focused on tungsten,

and therefore only physical sputter will be considered as chemical sputtering of tungsten in

the plasma is virtually non-existent. There is not any significant chemical reaction between

tungsten and the hydrogen fuel, however, Brezinsek et al. was able to measure emission from

the WD molecule18 which was much smaller than physical sputtering.

Physical sputter arises due to the energy transfer between incoming energetic ions from

the plasma and atoms that make up the PFM (for current scale devices impurity ions dom-

inate the physical sputtering shown by Guterl et al.19). Physical sputtering happens to all

materials, however the yield (i.e. the amount of sputtered material) depends on many factors

such as the ion mass, velocity and incidence angle. Melting can also lead to sputtering of

materials. Yet, in normal operating conditions, the divertor plasma region in ITER will not
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reach temperatures close to the melting point of tungsten. Off-normal operating scenarios

where melting occurs are not considered here but are important for operation of any fusion

relevant device.

After sputtering from a PFC, atoms are later re-deposited onto other PFCs (this is

known as a mixed material) unless the sputtered atoms are pumped out of the vacuum

vessel. For the case of tungsten, the majority of sputtered atoms are promptly re-deposited

(within one gyro-radius) back onto the surface near the original sputtered location.20 The

total tungsten that is eroded from the surface is referred to as the “gross erosion”. The

eroded tungsten that is not promptly re-deposited back onto the surface is referred to as

the “net erosion”. The work in this thesis focuses on the gross erosion which only requires

modeling and spectral interpretation of the neutral tungsten system. Net erosion requires

modeling at least singly ionized tungsten and perhaps higher charge states. While this will

be mentioned in this dissertation as outlined in the future work, it is not the main focus.

1.5 Thesis overview

This thesis seeks to improve spectral measurement techniques for gross erosion of tung-

sten by both experimental and theoretical means. Erosion can be diagnosed in real time

through the combination of an observed spectral line intensity and a calculated atomic

physics coefficient as described in Section 3.3.5. Chapter 2 briefly introduces the DIII-D

tokamak and the Compact Toroidal Hybrid (CTH) torsitron. The measurements presented

in this thesis come from these two experiments. Diagnostics key to this work for both DIII-D

and CTH are then discussed including the newly designed Langmuir probe in CTH and a

high-resolution spectrometer commissioned at CTH for installation on DIII-D. A brief theo-

retical discussion of the sheath formation is then given as it will be shown that sheaths can

be important for gross erosion diagnosis.

Chapter 3 gives a description of basic atomic processes in plasmas that are important

for the collisional radiative (CR) calculations completed in this work. The theory of the
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collisional radiative set of equations is provided as implemented in the collisional radiative

solver ColRadPy. In addition to the new models for the diagnosis of tungsten erosion, Col-

RadPy is one of main achievements of this work. ColRadPy is a general collisional radiative

code that is currently being applied in many different plasma applications in addition to the

work presented here. ColRadPy is being applied to low temperature basic plasmas as well

as impurity fraction measurements and machine learning. Examples of the application of

ColRadPy to a low-Z species (C) and a high-Z species (Mo) are then presented.

Chapter 4 details spectral line identification for tungsten and molybdenum. Prior to

this thesis, limited spectral line identification of low charge state high-Z elements for fusion

plasmas had been completed. While there has been significant work to identify spectral lines

in NIST atomic database, fusion relevant plasma conditions are often at high temperatures

and with electron densities orders of magnitude higher which can significantly impact the

intensities of specific spectral lines. The work presented here is the first detailed line identi-

fication effort for fusion relevant plasma conditions. The spectral lines identified in Chapter

4 are good candidate lines for collisional radiative based diagnostics such as erosion, Te and

ne as these are the spectral lines that can be experimentally measured.

Chapter 5 includes three main results. First (Section 5.1.1), collisional radiative model-

ing of neutral tungsten is described. A discussion of both previously used atomic calculations

for neutral tungsten in addition to the new atomic calculations employed in this work is

given. The results of collisional radiative modeling for various lines and other coefficients are

provided demonstrating that neutral tungsten behaves very differently from previous low-Z

materials. Second (Section 5.3), the impact of a plasma sheath model on neutral tung-

sten CR modeling is investigated for plasma conditions ranging from CTH densities(ne ∼

1×1012 cm−3) up to projections for ITER plasma conditions (ne ∼ 1×1015 cm−3). The addi-

tion of a sheath is shown to impact derived coefficients (e.g. S/XB or Generalized Collisional

Radiative (GCR) coefficients) at high bulk electron densities (the conditions that would be

present in ITER). Lastly (Section 5.4), a comparison between electron temperatures inferred
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from neutral tungsten spectral line ratios and measurements from the CTH Langmuir probe

will be detailed. Line ratios were chosen that are predicted be temperature sensitive, based

upon the atomic data, and the temperatures diagnosed from these line ratios were found to

be in good agreement with electron temperature measurements from the Langmuir probe.

This suggests that for the spectral lines investigated, the neutral tungsten atomic data is of

high quality.
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Chapter 2

The DIII-D tokamak and the Compact Toroidal Hybrid

This chapter details the two plasma confinement devices that were used to the collect

tungsten spectroscopy data. In addition, the major diagnostics used to collect data are

described for each machine. The DIII-D tokamak is described in Section 2.1. CTH is

described in Section 2.2. The survey spectrometer use on both CTH and DIII-D are discussed

in Section 2.3 The high-resolution ultraviolet spectrometer install on CTH is discussed in

Section 2.4 The Langmuir probe designed and installed installed in CTH is described in

Section 2.5 The spectra taken from these experiments are shown in detail in Chapter 4 and

compared with modeling results using the new atomic data that were generated for this

project in Chapter 5.

2.1 Tungsten rings in the DIII-D tokamak divertor

In normal operation, the DIII-D tokamak uses carbon as the main Plasma Facing Com-

ponent (PFC) for the divertor. During a mini-campaign (summer 2015), tungsten was in-

troduced into the lower divertor region by installing two continuous rings of tungsten coated

inserts on the divertor shelf and floor.15 The main chamber Plasma Facing Material (PFM)

was still carbon. Experiments were conducted in the DIII-D tokamak with the tungsten

coated titanium-zirconium-molybdenum inserts in the divertor to investigate tungsten sourc-

ing and transport.21,22 Tungsten emission was observed with passive UV spectroscopy using

survey spectrometers (detailed in Section 2.3) with collection optics located at a toroidal

angle of 75◦ and poloidally near the top of the machine (75R+2).

Two UV transmitting 78 mm fused silica lenses provide simultaneous measurements of

the tungsten coated inserts in the lower divertor using two of the three survey spectrometers
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Figure 2.1: UV survey spectrometer lines of sight viewing the DIII-D tokamak divertor high-
lighted in green and overlaid on a reconstruction of magnetic flux surfaces. Two toroidally
displaced UV lenses provide independent views that can be aligned to tungsten coated in-
serts on either the divertor floor or shelf. The location of a Langmuir probe on the divertor
shelf is shown in red.
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that can be independently aligned to tungsten rings on either the divertor shelf or divertor

floor. The optical lines of sight for the spectrometers are shown in Figure 2.1 overlaid on an

equilibrium reconstruction of magnetic flux surfaces for DIII-D shot 167350 at 1935 ms. The

optical path was ∼ 292 cm giving a small solid angle for neutral tungsten light collection.

A single Langmuir probe was used to assess the electron temperature and density at the

tungsten surface; this is shown in the inset. The line-of-sight terminating at the floor ring

was partially obstructed by the divertor nose due to the location of the collection optics. As

seen in the insert of Figure 2.1 and also in the 3D rendering of Figure 2.3, the collection spot

size on the divertor tiles was 3.3 cm in diameter for both the divertor floor and shelf. These

distances were significantly larger than the W I ionization scale length (∼1 mm) and totally

encompassed within the 5 cm wide W coated tile insert. The relatively small ionization length

scale of ∼1 mm meant that neutral tungsten emission was localized around the tungsten

inserts. UV transmitting lenses and 1000 µm diameter 5 m long fused-silica fibers were

selected to maximize transmitted light as UV wavelengths are severely attenuated along

optical fibers. The attenuation of UV emission in optical fibers highlights the experimental

difficulties of working at these wavelengths. The small solid angle of observation coupled with

significant loss of light in optical fibers meant that tungsten UV signal levels were relatively

small requiring exposure times of at least 30 ms, sometimes up to 2000 ms, depending on

plasma conditions. Note that these exposure times are significantly longer than the time

scale of an Edge Localized Mode (ELM), ∼ 2 ms, discussed in more detail in Chapter 5.

Absolute calibration of the spectrometer sensitivity is necessary to measure W erosion via the

S/XB method or to compare the relative intensities of emission lines at different wavelengths

as the system’s photon efficiency can vary substantially with wavelength across the UV

range. However, an in-situ absolute intensity calibration of the UV survey spectrometers

and collection optics on DIII-D was restricted by the limited throughput of the survey

spectrometers to calibration sources between 350-400 nm. A calibration between 200-350
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Figure 2.2: Mechanical drawing of collection optics and photo of collection optics installed
on DIII-D. at a toroidal angle of 75◦ and poloidally near the top of the machine (75R+2).

nm was not possible though most tungsten spectral emission happens in this wavelength

region.

2.2 The Compact Toroidal Hybrid (CTH)

The Compact Toroidal Hybrid (CTH)23 is a combination of a tokamak and a five-field

period torsitron limited at five locations by C, Mo and stainless steel. CTH was originally

designed to investigate stability limits associated with three-dimensional magnetic field shap-

ing. CTH is able to operate in a pure stellarator mode or in a tokamak-stellarator hybrid
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Figure 2.3: Rendering of DIII-D UV spectroscopy lines of sight into the vacuum vessel. The
lines of sight are shown in red. The last closed flux surface from an equilibrium for shot
167210 at 2035 ms is depicted by the yellow surface. Courtesy of Bill Meyer.

mode. Experiments for this work utilized CTH at the lowest possible vacuum transform

available to CTH. A low vacuum transform (0.02) was chosen to decrease the shot cycle

time, as well as to create more consistent plasma discharges.

Basic parameters and estimates for CTH are listed in Table 2.1. CTH has a suite of

magnetic diagnostics as well as x-ray based diagnostics not touched on in this thesis (see

Hartwell et al.23 for more information). A three-channel millimeter wave interferometer has

been installed on CTH to measure the line-integrated electron density of the plasma. One of

Table 2.1: CTH parameters R is major radius, avessel is the minor radius, aplasma is the plasma
radius, B0 is the magnetic field strength,Ip is the plasma current, PECRH is the ECRH power,
ne is the electron density, Te is the electron temperature,β is the ratio of the plasma pressure
to magnetic pressure.

Parameter Value Parameter Value
R 0.75 m PECRH ≤ 3 kW

avessel 0.289 m ne ≤ 4× 1013 cm−3

aplasma ≤ 0.2 m Te ≤ 100 eV
B0 ≤ 0.6 T β ≤ 0.5 %
Ip ≤70 kA
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the three chords passes through the horizontal mid-plane, while the other two are located at

7 cm and −11 cm from the mid-plane. A complete description of the interferometer system

is given by ArchMiller et al.24 The density measured with this system was used to correlate

with density measurements made at the edge of the plasma with the high-Z Langmuir probe

described in Section 2.5. An intensity calibration on CTH was not possible because CTH

does not have access to an intensity calibration source.

2.2.1 High-Z sourcing in CTH

High-Z elements are introduced into the CTH experiment locally using a vertically

translating high-Z-tipped probe which was later updated to include an embedded Langmuir

probe (see Section 2.5). The initial probe is also described in detail by Johnson et al.25

The probe is constructed with a 0.75” (1.91 cm) diameter 1.0” (2.54 cm) long cylindrical

tungsten tip backed by a 9.5” (24.13 cm) long boron nitride sleeve. The tungsten probe can

be retracted from the plasma to 25.9 cm or inserted to 19.9 cm (limiters are located at 26

cm). When the probe is inserted to 22.9 cm, the W probe tip is well within the last closed

flux surface of the plasma, corresponding to a normalized toroidal flux of approximately 0.6

(Figure 2.4). Additionally, the vertical position of the plasma can be adjusted to move the

plasma away from the probe tip by use of a radial field coil. To assess the increase of back-

ground emission during probe insertion, molybdenum and stainless steel tipped probes can

also be inserted into CTH plasmas. The use of multiple probe tip materials allows for con-

fidence when identifying impurity lines, highlighted in Chapter 4. The UV collection optics

used for both the survey spectrometers (Section 2.3) and the high resolution spectrometer

(Section 2.4) are located directly opposite from the high-Z probe as shown in Figure 2.4. A

UV lens of focal length 50 mm (Universe Kogaku, UV5035B) is used in combination with a

1.6 m fused silica fiber to produce a collection spot size equal to that of the probe tip cross

section (0.75” (1.91 cm) diameter). The shorter distance between the collection optics and
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the W source and consequently larger solid angle (as compared to the DIII-D optical setup)

results in more intense and less polluted measurements of W spectral lines.

2.3 Stellarnet survey spectrometers

Two StellarNet EPP2000 spectrometers26 sensitive between 189-302 nm and 296-408 nm

were used on both DIII-D and CTH for the work presented here. Additionally, a StellarNet

Bluewave spectrometer sensitive between 192-410 with lower resolution was also used. Each

spectrometer has a crossed Czerny-Turner design f/4 with a 2400 grooves/mm ruled plane

grating, an entrance slit of 7 µm and a resolution of ∼ 0.1 nm. Both spectrometers utilize

a Sony ILX511 CCD detector with 2048 pixels. During DIII-D experiments, the UV survey

spectrometers were housed in a neutron and x-ray shield box. Spectrometer exposure times

ranged from 30 to 2000 ms, but typical W signal levels in DIII-D required integration times

greater than 100 ms. A wavelength calibration over the entire range of the spectrometers was

accomplished using Hg-Ne, Hg-Ar and Zn pen lamps. The resolving power of the UV survey

spectrometers made it possible to identify W I spectral lines that have potential diagnostic

utility.

2.4 The Auburn high-resolution UV spectrometer system

The Auburn high-resolution UV spectrometer system was optimized and designed for

single channel low charge state high-Z spectroscopy. Near neutral high-Z systems produce

spectral lines that are close in wavelength (see Section 5.1.1, Figure 5.1) which requires

a relatively high-resolution instrument ( 0.7 nm/mm dispersion). The high groove/mm

gratings were chosen (detailed more in Section 2.4.1) to resolve the high density of spectral

lines. Near neutral high-Z systems emit mainly in the ultraviolet region as shown in Figure

5.1. A detector was chosen to maximize sensitivity to UV emission as described in Section

2.4.2.
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Figure 2.4: UV survey spectrometer line of sight viewing the tungsten-tipped probe high-
lighted in green and overlaid on a reconstruction of magnetic flux surfaces. The W probe is
located directly above the spectrometer collection optics, and the High-Z tip is well within
the last closed flux surface when fully inserted.

2.4.1 Aspheric corrected spectrometer

After testing options from both Andor and Princetron Instruments, the spectrometer

chosen was the Princeton Instruments IsoPlane SCT 320 Schmidt-Czerny-Turner spectrom-

eter.27 This spectrometer design adds an aspheric correction optics over a conventional

Schmidt-Turner spectrometer. The spectrometer allows for astigmatic aberrations to be

canceled out for a grating angle of 16.4◦. The correction of astigmatic aberrations allows for

a smaller instrument function effectively improving spectral resolution over non-corrected

spectrometers. Astigmatic correction is of great importance when utilizing the entire image

plane of the spectrometer. The grating angle for a given central wavelength for the three

gratings installed in the spectrometer is shown in Figure 2.5 (a). The further from the op-

timized angle the more asymmetric a spectral line will look, meaning that the instrumental
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function will change as a function of the grating angle. While line shape is not of great im-

portance for the work here, the instrumental function as a function of grating angle can be

calculated as describe by Verhaegh.28 The dispersion for the various gratings as a function

of central wavelength is plotted in Figure 2.5 (b). The dispersion decreases with increased

central wavelength giving more spectral resolution at shorter wavelengths. This gives a slight

increase in resolution for UV wavelengths where low charge state tungsten emits the most.
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Figure 2.5: Grating angle versus central wavelength location for the three gratings used with
the Auburn high-resolution UV spectrometer. The black dashed line indicates the grating
angle for optimized astigmatism correction (a). The instrument dispersion versus central
wavelength (b).

2.4.2 Ultraviolet optimized detector

The detector used with the Auburn High-resolution UV spectrometer is an Andor New-

ton DU920P-BU2 CCD. The detector has a pixel size of 26×26 µm arranged in a 1024×256

array. The frame rate is variable from 144 Hz using full vertical bin to over 1000 Hz vertically
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binning only 20 rows on the bottom of the CCD detector. The CCD detector can be cooled

to -80 ◦C to minimize dark current. The system was designed as a single point measurement

for optimal signal to noise ratio, as opposed to many fusion spectroscopy systems which are

generally multi-point. The Newton 920 was chosen because of its relatively high quantum

efficiency in the UV region (> 50% in the near and middle UV) where low charge state

high-Z elements radiate the most. The efficiency of the CCD detector can be seen in Figure

2.6. This efficiency is much higher in the UV wavelength region than the more widely used

EMCCD detectors for fusion spectroscopy. Intensified cameras generally are limited to less

than 30% quantum efficiency. If a multi-point system was desired, a EMCCD or CMOS

detector would be necessary for the improvement of full frame readout rates.
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Figure 2.6: Andor Newton 920 DU920P-BU2 quantum efficiency

2.4.3 Auburn high-resolution UV spectrometer control software

Custom software was written in Python to control both the camera and the spectrom-

eter. The Princeton Instruments spectrometer is controlled via serial communications over

USB 2.0 with Python. The details of the control software as well as commands are explained

in Appendix C. The Andor camera is controlled with the Andor SDK that allows a C++
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interface to the camera. Cython is used to interface Python with the C++ SDK and allows

for the camera to be controlled via Python.

2.4.4 Spectrometer instrumental function

The instrument function depends most strongly on the grating parameters as seen in

Figure 2.5 (b), then on the grating angle and finally on spectral line position from the center

of the detector. The instrument function line shape can be measured using various calibration

lines from calibration light sources. These light sources have low temperatures so almost all

spectral broadening is due to instrument function. Calibration lamps Hg-Ar, Hg-Ne, Cd and

Zn provide good spectral coverage in both UV and visible wavelength regions.

The IsoPlane was designed to produce Lorentzian rather than Gaussian instrument func-

tions. These Lorentzian functions are asymmetric due to coma aberrations.29 An example

from a Hg-Ne pen lamp in Figure 2.7 shows the asymmetric instrument function for different

gratings of the Hg I line at 296.73 nm. This function is described by Equation 2.1, a skewed

Lorentzian, where A is the amplitude of the spectral line, X0 is the centroid of a spectral

line, a is the width of the spectral line and both b and c are skew parameters for each side of

x0. A Python program described in Appendix C will fit a function comprised of an arbitrary

number of asymmetric Lorentzians to a spectrum.

L(x) =


(

A

1+4(
x−x02pt

a
)2

)b
, x ≥ x0(

A

1+4(
x−x02pt

a
)2

)c
, x ≤ x0

(2.1)

2.5 The High-Z Langmuir probe

As will be discussed in detail in Chapter 3, spectral line intensities are dependent on the

local Te and ne. A combined high-Z probe with a Langmuir probe tip was thus constructed
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Figure 2.7: Comparison of the IsoPlane spectrometer with the different gratings, the Stel-
larnet EPP2000 and Bluewave spectrometers for Hg I 296.728 nm 5d106s6d (3D1) →
5d106s6p (3P0). A significant reduction in instrument transfer function corresponding to
an increase in wavelength resolution is observed from the Stellarnet survey spectrometers to
the IsoPlane spectrometer.

to simultaneously observe high-Z spectra while also constraining free parameters (Te & ne)

in the collisional radiative modeling using the Langmuir probe measurements.

Langmuir probes come in multiple configurations, which are defined by the number of

probe tips that are utilized. The most common are single, double and triple tip probes.

The theory of single tipped probes will be discussed here along with design choices for

implementation on CTH. The single tipped probe was chosen for simplicity of design and

the simplicity of the theory. The single tipped Langmuir probe also allows for increased

spatial measurement density in future CTH edge probe diagnostics compared to the other

probe types. This is because probe tips must be many Deybe lengths away from each other

so the sheath that is formed around one probe tip does impact other probe tips.
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It is worth considering the Debye length in more detail. The bulk plasma is made up

of free electrons and ions. In the presence of a conducting surface such as a probe, charged

particles will redistribute in a way that eliminates an induced electric field. This phenomenon

is known as Debye shielding; electrons dominate the process as they are more mobile than the

heavier ions. A sheath is formed with a length that is governed by local plasma parameters.

The thickness of this sheath region is governed by Equation 2.2 where λD is the Debye

length in meters, ε0 is the permittivity of free space, Te is electron temperature in eV, n is

the electron density in the bulk plasma and e is the charge of the electron.

λD =

√
ε0Te
ne2

(2.2)

The plasma outside of the Debye length does not feel the effects of electric fields existing

further than a Debye length away. The Debye length for plasma parameters relevant across a

wide range of possible CTH plasma edge parameters is depicted in Figure 2.8. The Langmuir

probe will be electrically insulated but surrounded by a larger tungsten slug; it is therefore

very important that the probe be outside the Debye sheath of the larger tungsten slug. If the

probe is within the sheath of the larger tungsten slug, the Langmuir probe will not sample

the bulk density outside the Debye length of the probe but rather some other density within

the sheath of the larger tungsten block. The design has a boron nitride (BN) insulator

separating the Langmuir probe tip ∼1 mm away from the tungsten slug for even moderate

CTH plasma conditions. The probe tip thus is located ∼100 times farther from the tungsten

block than the Debye length, and therefore, the Langmuir probe tip should sample the bulk

plasma.

A probe that is electronically isolated will eventually build up a charge until it floats up

to the plasma floating potential. This is due to differences in the thermal speeds of electrons

and ions. The electrons move faster and therefore have a greater flux to the probe. The

current density to a probe is given by J = e(nivthi −nevthe). The probe then quickly charges

up negatively until electrons are repelled and the total current to the probe is zero.
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Figure 2.8: Debye lengths for a range of possible temperature densities in the edge of CTH
plasmas.

Figure 2.9: Tungsten slug seen as the large piece of metal. The BN insulating sleeve is the
white ceramic and the Langmuir probe is the smaller piece of metal sticking out of the BN
insulator. The scale of the ruler is millimeters.
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The probe tip can be biased externally to repel electrons so that the current collected

by the probe is entirely due to ions; this is called ion saturation Isati . Ion saturation current

is then given from the Bohm criterion given in Equation30 2.3, where Isati is the ion satu-

ration current, e is the charge of an electron, ne is the electron density, Te is the electron

temperature, mi is the mass of the ion and As is the surface area of the probe. This equation

assumes that Ti << Te.

Isati = 1/2ene

√
Te/miAs (2.3)

In a simplified model, it is assumed that ions are collected when the probe is biased

lower than the plasma potential and otherwise repelled. This will, however, depend on the

thermal speed of incoming ions. In the ideal case of electron saturation, the current saturates

for increasing voltage.

Isate = 1/2ene

√
Te/meAs (2.4)

The current as a function of voltage in the transition region is given by Equation 2.5

where e is the charge of an electron, the potential drop across the plasma sheath is φsh =

φtextp − φprobe (the difference in probe and plasma potential), As is then the total cross-

sectional area of the probe.

It = Isati − e−1/2ene

√
Te/meeeφsh/TeAs (2.5)

Using the above equations, the “IV” (current vs. voltage) trace of the probe for plasma

conditions relevant for CTH are shown in Figure 2.8.

The temperature rise of a Langmuir probe in hot plasmas is potentially of great concern

as there is a potential for melting. The probe tip diameter and length were chosen to

minimize current draw while maintaining enough thermal mass to maintain temperatures

below the melting point of tungsten during the discharge. The temperature rise of the probe
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Figure 2.10: IV trace for an idealized single tipped Langmuir probe at Te = 30 eV and
ne = 1× 1018 m−3. The black dashed line represents ion saturation current. The orange line
is the electron saturation current for an idealized probe. The floating potential of the probe
is solid black vertical line.

can be estimated with Equation 2.6 from Shunko.31 Pe is the power deposited to the probe,

As is the surface area of the probe, n〈v〉 is the average electron density, k is Boltzmann’s

constant and Te is the electron temperature.

Pe = Asn〈v〉kTe (2.6)

A single tipped probe was chosen being swept from ion saturation into the the transition

portion of the IV curve seen in Figure 2.10. A triangle waveform was chosen to minimize

the amount of time a significant number of electrons would be collected to minimize thermal

issues as well as to increase data collection for points in the transition region. The IV trace

is shown in Figure 2.11

The number of electrons drawn to the probe can be calculated, assuming that the

electrons impact the probe with some thermal energy kBTe. The power deposited to the

probe can be calculated with Equation 2.6.

24



0 2 4 6 8 10
Time (ms)

−140

−120

−100

−80

−60

−40

−20

0

Vo
lt
ag

e 
(v
)

Figure 2.11: Waveform of voltage applied to the Langmuir probe.

The thermal rise of the probe is then calculated with Equation 2.7 where mw is the mass

of tungsten (6.93× 10−5 kg) in the probe tip, cw = 135 Jkg−1k−1 is the thermal capacity of

tungsten and dt is the time step.

∆T =
Pedt

mwcw
(2.7)

Using the voltage trace as shown in Figure 2.11, the flux of electrons ne〈ve〉 is calculated

with Equation 2.5 neglecting the charge of the electron e. The temperature rise for two

different possible CTH plasma conditions is depicted in Figure 2.12. This would assume

constant plasma conditions over entire CTH discharge and thus is a worse case scenario.

Clearly, the thermal rise of the probe over the course of a shot is much less than the melting

point of tungsten (3400 ◦C) and therefore should not be an issue.

Sample Langmuir probe analysis

An overview of the analysis procedure for the movable CTH Langmuir probe will be

discussed. Data is digitized from a LM741 op-amp for voltage measurement and an AD629

comparative op-amp for the current measurement. Data is digitized by a DTAQ system
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Figure 2.12: Thermal rise of a single tipped Langmuir probe for possible CTH plasma
conditions. Probe diameter of 1.5 mm and length of 0.5 mm.

at 50 kHz and stored in a MDSplus tree (voltage under “ACQ1963:INPUT 42” and cur-

rent under “ACQ1963:INPUT 41”). Digitizer channels have voltage ranges ±10 V. Voltage

was measured using voltage divider with a factor of 20. The current measurement utilized

various multiplication ratios depending on expected current draw of a particular discharge.

The multiplication factors ranged from 100X in ECRH discharges to 1X in ohmic heated

discharges when the probe was past the last closed flux surface.

An example of raw voltage and current traces as functions of time can be seen in Figure

2.13. The data shown is from an ohmic heated discharge when the probe was located at 24

cm (2 cm past the last closed flux surface). A triangle waveform was chosen to minimize

time spent at the two extremes of the sweep. The triangle waveform gives a linear variation

to the voltage trace. The sweep rate of the power supply was limited to 443 Hz.

Temperature and density measurements were obtained for individual voltage sweeps.

An individual sweep is identified in Figure 2.10 as the red region. The power supply for the

Langmuir probe is not triggered relative to the CTH discharge time, therefore, the relative

timing of the voltage sweep is not known. In order to find the timing of sweeps relative to

other CTH diagnostics timings, a triangle waveform is fit to the voltage signal. With this
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Figure 2.13: Voltage and current measurements from Langmuir probe in CTH discharge 24
cm away from the mid-plane. Significant noise is associated with the start of the ohmic
phase of the discharge at 1.62 s.
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information, the relative timing information can be calculated. A median filter is applied to

the current trace shown as the relatively smooth black line. The median filter uses Numpy’s

“medfilt” function with a kernel of 61. Various sized median filters have been tested; the

size of the median filter does not impact the final inferred temperature, density or plasma

potential greatly.

Once an individual sweep has been identified, the current draw from the Langmuir probe

tip can be plotted against the voltage sweep as depicted in Figure 2.14. The blue dots are

current and voltage pairs after the median filter has been applied. The voltage and current

data can then be fit directly to the single tipped Langmuir probe governing equations. The

ion-saturation region can be fit using Equation 2.3 and the transition region with Equation

2.5. The probe is operated such that the Langmuir probe never reaches electron saturation

in ohmic discharges, in order to minimize heat flux and resulting melting and erosion of the

probe tip. The above equations are fit directly with SciPy’s leastsq function taking Te, ne

and Vp as free parameters. The fitted function to the measured IV trace in Figure 2.10 is the

red line with the following parameters Te = 27.4 eV, ne = 2.5× 1012 cm−3 and Vp = 40.5 V.

The measured electron parameters from fitting the raw Langmuir probe data are rea-

sonable for CTH discharges. While there is no temperature measurement to compare with,

Langmuir probe density measurements can be compared to density profiles measured with

interferometry. Qualitative trends can be investigated by varying the probe location as well

as looking at the time dependence of measurements during the discharge. Clear trends are

observed in Figure 2.16. Density measurements from the Langmuir probe clearly increase

with position to the mid-plane. Both the inferred temperature and density have expected

trends over the course of the discharge, increasing with plasma current then decreasing as

the plasma current decreases.

As a check of how well the fitting equation describes the measured data, the variation

in the fitted parameters (2σ from taking the diagonal of the covarient matrix resulting from

least squares fit to the data) is indicated by vertical bars on each data point in Figure 2.16.
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Figure 2.14: Langmuir probe voltage (a) during a CTH discharge. The current draw though
Langmuir probe in blue (b). A single sweep is highlighted in red, the average using a median
filter is over-plotted in black.
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Figure 2.15: Current versus voltage of the Langmuir probe during a single voltage sweep is
plotted in blue. The red line is a least-squares fit to the data using Equation 2.5 with the
following parameters. Te = 27.4 eV, ne = 2.5× 1012 cm−3 and Vp = 40.5 V.

These variations are a small percentage of the values of the fitted parameters and suggest a

good fit to the data.

The temperature and density from a voltage sweep can also be calculated using a dif-

ferent method by first subtracting off the ion saturation current and then plotting the log

of current versus density. The process is described by Equation 2.8 where Is is the ion satu-

ration current, q is a unit of charge, Te is the electron temperature, Vbias − Vf would be the

voltage of the probe tip and Vf is the floating potential.

ln|Ip − Is| =
q

kBTe
(Vbias − Vf) + const (2.8)

Note that electron temperature in (eV) can be related to the Boltzmann constant with

Equation 2.9.

kBTe
q

= Te (eV) (2.9)

30



0

20

40

60

Pl
as

m
a 

Cu
  

en
t 

 (
kA

)
(a)26 cm

25 cm
23 cm
25 cm

0

5

10

15

In
tf
 1

 d
en

si
ty

 
 1

01
2  
(c

m
−
3 ) (b)

0

25

50

75

100

LP
   

T e
 

 (
eV

)

(c)

0.0

2.5

5.0

7.5

10.0

LP
   

n e
   

 1
01

2  
(c

m
−
3 ) (d)

1.60 1.62 1.64 1.66 1.68 1.70
Time (s)

0

25

50

75

100

LP
   

V p
 

(V
)

(e)

Figure 2.16: Plasma current during multiple CTH discharges(a). Mid-plane interferometer
density measurement (b). Electron temperature measured by the Langmuir probe at various
depths (c). Electron density measured by the Langmuir probe at various depths (d). Plasma
potential measured by the Langmuir probe at various depths (e).
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Figure 2.17: Log of the Langmuir probe current draw, offset by the ion saturation current
versus probe voltage for one sweep plotted in blue. The linear fit to the data is shown in red
with the coefficients m = 0.0401 and b = 0.981 giving Te = 24.9 eV and ne = 2.0×1012 cm−3.

Figure 2.17 shows the transition region fitted with the linear equation in red of the form of

Equation 2.10.

y = mx+ b (2.10)

Once the linear equation has been fit to the data, the electron temperature Te in eV is

then obtained with Equation 2.11.

Te = 1/m (2.11)

The electron density is backed out with Equation 2.12 where Is is the measured ion

saturation current obtained from b in the linear fit of Equation 2.10, q is the fundamental

charge, As is the surface area of the probe tip, m is the mass of the ion species (in these
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cases hydrogen), kB is Boltzmann’s constant and Te is the electron temperature that was

obtained from fitting the linear line.

ne =
Is

qAsexp(−1/2)

√
m

kBTe
(2.12)

The process of fitting a linear line to the probe data is applied to same data of Figure

2.10 in Figure 2.17. The linear fitting method gives Te = 24.9 eV and ne = 2.0× 1012 cm−3,

which are very close to the parameters fit in the direct fitting method of Te = 27.4 eV and

ne = 2.5× 1012 cm−3.

2.5.1 Uncertainty analysis of Langmuir probe data

There are multiple approaches for determining the uncertainty of measurements derived

from Langmuir probes. The most basic method assumes that the underlying equations of

Langmuir probe theory32 are valid and uses statistical uncertainty to estimate error bars.

There are known problems with the basic set of probe equations (Equations 2.3 and 2.4)

that can lead to uncertainties due to the model such as non-maxwellian temperatures at

the edge of the plasma.33 CTH ohmic plasmas are reasonably ionized (∼ 0.1 - 1% neutral

fraction) leading to the almost idealized current versus voltage traces in Figure 2.10. The

almost idealized curves should lead to any error introduced by the model being relatively

small as the data is well described by the model so error propagation due to the Langmuir

probe model will not be included and a purely statistical approach will be taken.

The relatively slow sweep rate of the probe power supply (443 Hz) leads to a limited

number of data points to be fit during the CTH ohmic discharge. Often there are 15-20

usable sweeps (those that can be fit well by a least-squares approach) during the ohmic

phase of the CTH discharge. The small number of sweeps does not allow for averaging many

sweeps at constant plasma parameters. The plasma parameters evolve over time with ohmic

discharge, meaning that a statistical method cannot be used to estimate the uncertainty.
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As there is not another diagnostic for Te measurements, a cross-reference cannot be done to

estimate the errors.

The limitations of the Langmuir probe implementation on CTH require uncertainty

to be estimated using the standard error for a parameter from an Ordinary Least-squares

method.34 Note that this method of error bar estimation is most likely much smaller than a

proper treatment of the uncertainty would obtain. However, this does provide a lower bound

on the uncertainty from the Langmuir probe. The standard error can be calculated with

Equation 2.13 where s is the standard error of the regression, fc is the cost function of the

least squares fit, n is number of data points, p is the number of free parameters and Cjj is

the covariance matrix from least-squares process.

s =

√
fc

n− p
√
Cjj (2.13)

Error bars using this method have been included in data analysis shown in Chapter 5.

2.5.2 The Debye sheath

The layer of positive space charge arising from the difference in the sound speed between

electrons and ions is called the Debye sheath (DS). The generation of space charge necessi-

tates that ne < ni with the characteristic length given by the familiar Equation 2.14 for the

Debye length. The DS is also characterized by the Bohm criterion which requires that the

ion velocity be equal to or greater than the plasma sound speed35 where λD is the Debye

length, ε0 is the permittivity of free space, kB is Boltzmann’s constant, Te is the electron

temperature, e is the charge of an electron and ne is the electron density.

λD =
√
ε0kBTe/e2ne (2.14)
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2.5.3 The Chodura sheath

The constraints of heat flux to plasma facing components (particularly the divertor) in a

fusion reactor requires oblique angles of incidence for particles on surfaces. The small angles

effectively reduce heat flux to PFCs allowing for reactors to operate at higher power densities.

The Chodura sheath occurs due to the gyro-motion effects of ions and electrons at oblique

angles first described by Chodura.36 Unlike the Debye sheath, the Chodura sheath (CS), also

known as the Magnetic Presheath (MPS), is quasi-neutral; however, there is a significant

electron field oriented perpendicular to the surface. The model developed by Chodura is

constrained by the boundary conditions at the entrance to the MPS (the Chodura criterion

state that the ion velocity must be at or greater to the sound speed at the angle of the

magnetic field) and at the entrance to the DS (Bohm criterion). The total drop across the

Chodura and Debye sheaths is also limited to ∼ 3kTe. Figure 2.18 is a cartoon diagram of

the sheath region showing the Chodura and Debye sheaths.

The fluid model by Stangeby37 expanded on the work of Chodura and found that

the Dybe sheath disappears for magnetic field angles below an incidence angle threshold.

Stangby’s paper presents a comprehensive derivation of the fluid Chodura sheath and there-

fore this derivation will not be repeated here, however, the critical angle (α∗) for this disap-

pearance of the Debye sheath is given by

α∗ ≡ sin−1

{[(
2πme

mi

)(
1 +

Ti
Te

)]1/2}
(2.15)

Te is the electron temperature, Ti the ion temperature , mi is the mass of the main ion

species, Bmod is the magnetic field strength and α is the angle the magnetic field makes with

the surface.

The sheath model in this work is that of Stangeby’s37 taking the form of a Python code

with the following parameters: Te is the electron temperature, Ti is the ion temperature,

ninf is the bulk density, mi is the mass of the main ion species, Bmod is the magnetic field
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strength and α is the angle that the magnetic field makes with a surface. The Python code

then computes an electron density profile through the sheath for CR modeling. The electron

temperature is assumed to be constant in the sheath region in this model; however, particle

simulations suggest there is temperature variation within the sheath.38 The complexity of

temperature variation has been included in this model. Variations within the sheath could

create similar effects to the addition of a density gradient. However, a new study would have

to be completed to assess these effects.

The density profile for various magnetic field incidence angles for both the Deybe sheath

(when present) and Chodura sheath are shown in Figure 2.19. The two smallest angles of

incidence are below the critical angle for the formation of the Debye sheath, therefore no

Debye sheath is present. The entire potential drop from the bulk region occurs within the

Chodura sheath. The two larger incidence angles have an associated Debye sheath (dashed

line) because both are above the critical angle. For the parameters chosen in Figure 2.19,

the critical angle is ∼ 3.5◦ .
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mi = 1, Bmod = 0.6 T, ne = 1× 1013 cm−3.
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Chapter 3

Collisional Radiative Theory

Collisional radiative theory originally developed by Bates, Kingston and McWhirter39

connects atomic physics and plasma physics. The work was later expanded to include the

role of metastables states by Summers et al.40 Generalized collisional radiative theory has

been successful in accurately modeling both astrophysical (Bryans et al.41) and laboratory

plasmas (Behringer et al.42). A number of collisional radiative codes exist, including those

in the ADAS suite of codes,43 the CHIANTI suite of codes,44 atomdb45 and ColRadPy.46

The cross sections for atomic process in the plasma (e.g., excitation, ionization, recom-

bination) impact the behavior of plasmas through transport of impurity ions and radiative

power loss. The fundamental cross sections for these processes are converted into transition

rate coefficients and combined with collisional-radiative equations to produce coefficients

used for plasma modeling and diagnostics. Plasma phenomenon, like transport, depend

heavily on collisional radiative theory to determine the charge state balance of a plasma as

well as radiated power. The major equations from collisional radiative theory will be derived

in this chapter including the collisional radiative set of equations in Section 3.3 and the

ionization balance equations in Section 3.4. The collisional radiative code ColRadPy46 will

also be described.

3.1 Basic atomic processes

Fundamental atomic processes drive different plasma phenomena such as detachment

and transport. The basic atomic processes also allow for spectroscopic measurements of

erosion (Equation 3.32), electron temperature (Section 3.3.4) and electron density (Section

3.3.4). These processes are determined by cross sections which are related to the probability
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that a process will occur between two different bodies. Cross sections are generally calcu-

lated with codes that solve the quantum mechanical dynamics for these processes.47 The

cross sections are then convolved with the appropriate distribution of energies for a given

species. Many plasmas have a Maxwellian distribution of free electrons, which is often used,

though other distributions could be applicable in some regimes (such as a Kappa distribu-

tion). The plasma conditions and physics of interest in this thesis are dominated by electron

collisions. However, other processes such as proton collisions may be important in other

plasmas applications.

3.1.1 Electron impact excitation/de-excitation

The main driving mechanism for populating excited levels that produce intense spectral

lines at fusion relevant plasma parameters is electron impact excitation. During electron

impact excitation, a free electron interacts with an atom or ion that is not fully ionized;

the free electron can either impart or absorb from the electrons that are bound to the ion.

Energy is conserved in the process as shown below; therefore ∆Eij = εi − εj where εi and εj

are the energies of the incoming and outgoing free electron (the energy difference is equation

to the energy difference in the bound states involved in the excitation), X denotes the ion,

Z the charge state and e denotes the electron with the various energies of the charge state

denoted by i and j.

XZ(i) + e(εi)↔ XZ(j) + e(εj) (3.1)

Electron impact excitation cross sections can be calculated by various quantum me-

chanical methods that can be divided into those using perturbation theory (e.g., plane-wave

Born and distorted-wave48 approaches), or those that do not use perturbation theory (e.g.,

the R-Matrix49 or Time-Dependent Close-Coupling50 methods) which are more accurate for

near neutral charge states. Cross sections can also be measured through various atomic

experiments.

40



Electron impact excitation/de-excitation extrapolation to higher temperatures

Extrapolation of electron impact excitation/de-excitation rates to temperatures higher

than originally calculated from atomic codes can be accomplished with ColRadPy and re-

quires the atomic data file to include calculated infinite energy limit points and is achieved

via the Burgess-Tully extrapolation.51 The practical use of the Burgess-Tully extrapolation

will be discussed more in Section 3.6.

Near neutral high-Z elements require more computational resources to calculate the

underlying atomic data than previous low-Z elements due to the larger continuum basis

set size and the number of levels and number of electrons associated with each electronic

configuration that is required, see Smyth et al.52 The finite basis sets used for the calculation

of high-Z elements in an R-matrix calculation means that there is a limit to how high in

energy the cross sections can be calculated, with a corresponding limit to the temperatures

at which the rates can be calculated. The data therefore requires extrapolation to apply

the calculation to possible fusion relevant divertor conditions where near neutral systems

exist. While extrapolation can be applied to any system where an infinite energy point is

calculated, it is generally complex near neutral systems that require this extrapolation. For

example, the Mo neutral calculation from Smyth et al.52 was only calculated up to 17 eV,

and this is typical for high-Z near neutral systems. Divertor plasmas can also produce higher

temperatures. Figure 3.1 shows the extrapolation to higher temperatures for a transition

between two neutral Mo levels 4d55s(7S3) and 4d55s(5F1) While the extrapolation can be

carried out to infinite temperature, the error in the extrapolation is reduced for temperatures

closer to the last calculated value.

3.1.2 Electron impact ionization

Electron-impact ionization occurs when a free electron causes a parent atom to lose a

bound electron. The previously bound electron then becomes free within the plasma. Energy
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Figure 3.1: Burgess-Tully effective collision strength extrapolation. (a) Effective collisional
strengths for Mo I 4d55s(7S3)↔ 4d55s(5F1) transition is in blue. Extrapolated Burgess-Tully
fit in red. Last R-matrix calculated point and infinite energy point are the blue dots. (b)
Calculated effective collisional strength of the R-matrix is shown in blue. The extrapolation
to higher temperatures is the red line.

is conserved as shown in Equation 3.2. As before, X and e represent the ion and electrons

with the subscripts denoting energies.

XZ(i) + e(εi)→ XZ+1(j) + e(εj) + e(εk) (3.2)

Electron Classical Exchange Impact Parameter (ECIP)

ColRadPy is capable of generating some basic atomic data such as Exchange Classical

Impact Parameter (ECIP) ionization.53 ECIP ionization rates can be made within ColRadPy

by providing energy difference between levels of interest and the ionization potential as well

as electron temperature (which is contained in the fundamental adf04 data file that is used for

the modeling). ECIP is generally used when ionization data made with a more sophisticated

method is not available for a given level. The rate of ECIP ionization is proportional to the

square of the difference in energy between a given level and the ionization potential. The

rate will also be dependent upon electron temperature and density.
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Figure 3.2: ECIP ionization contour plot versus level number and electron temperature for
C I, calculated with ColRadPy.

3.1.3 Spontaneous emission

Spontaneous emission in a plasma occurs when an electron in an excited state sponta-

neously decays down to a lower level and emits a photon in the process. Again, both energy

and charge are conserved in this process. The process of spontaneous emission is shown in

Equation 3.3 and is the mechanism by which spectroscopy is possible. The photon that is

emitted in this process can be measured by a spectrometer or other optical diagnostic. The

photon hν̃ that is emitted has exactly the difference in energy between the two levels of the

atom.

XZ(j)→ XZ(i) + hν̃ (3.3)

The rate of spontaneous emission from the upper level is given by the Einstein A-

coefficient. These rates are generally obtained from the atomic structure calculation that

was used to calculate the electron impact excitation rates.
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3.1.4 Recombination

Recombination is the opposite process to ionization (see Section 3.1.2) in which a free

electron becomes bound to an atom. Again, energy is conserved in this process; the general

recombination process is described by Equation 3.4.

XZ(i) + e(εi)→ XZ−1(j) (3.4)

Dielectronic Recombination

Dielectronic recombination is the dominate recombination process for many plasmas.

Dielectronic recombination is a two-step process. It involves first a resonance capture of a

free electron, in which the core electron configuration gets excited.

XZ+1(i) + e(εi)→ X+Z(j, nl) (3.5)

The recombined ion, now in an excited state, can undergo two different types of radiative

stabilization (spontaneous emission).

X+Z(j, nl)→ X+Z(i, nl) + hν̃ (Type I)

→ X+Z(j, n′l′) + hν̃ (Type II)

(3.6)

Where the Type I radiative process produces a photon by a change to the core electronic

configuration that is very close in energy to an ordinary emission line, see Section 3.1.3.

A Type II configuration is a result of a change to outer electronic configuration (valence

electron).

Radiative Recombination

During radiative recombination, an electron is captured and a photon is emitted at the

same time. Radiative recombination is generally not a significant process in most laboratory
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plasmas as radiative recombination rate coefficients decrease dramatically as the electron

temperature increases, so it is strongest in very low temperature plasmas. Radiative recom-

bination produces a continuum of photons as the free electron eε can have any energy.

Xz+1 + eε → Xz(i) + hν̃ (3.7)

3.1.5 Three-body recombination

Three-body recombination can be calculated directly through a detailed balance relation

with electron-impact ionization rate coefficients.54 ColRadPy will automatically calculate

three-body recombination for any system that has ionization data using the detailed balance

relation. An example three body recombination reaction is given by Equation 3.8.

Xz+1 + e+ e→ Xz + e (3.8)

3.1.6 Thermal charge exchange

Thermal charge exchange refers to charge exchange with a population of neutral atoms

that have a Maxwellian distribution. Note that this is different from beam charge exchange

where the neutral atoms have a very peaked energy distribution. Significant thermal charge

exchange in fusion relevant plasmas only comes from hydrogen (and isotopes) because other

elements have much smaller concentrations.

In the thermal charge exchange reaction represented by Equation 3.9, an incoming

neutral atom H transfers an electron to an impurity atom in some charge state XZ leaving

the neutral atom singly ionized H+ and the impurity atom in a lower ionization state XZ−1.

XZ(j) +H(k)→ XZ−1(i) +H+(l) (3.9)

Thermal charge exchange can have impacts on both the collisional radiative set of equations

in addition to the ionization balance equations. Charge exchange has not been investigated
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as a populating source for low charge states of tungsten in tokamak divertors. Thermal

charge exchange is expected to be small when compared to electron-impact processes and

thus will not be considered in this dissertation.

3.2 Time scales of collisional radiative processes

There are various time scales of importance in generalized collisional radiative (GCR)

theory that can vary greatly. The main atomic lifetimes of concern in fusion plasmas are

that of ground, metastable and excited states. These lifetimes impact populations of various

levels which determine the most appropriate modeling approach. There are two distinct

groups, intrinsic (those that do not depend on plasma parameters) and extrinsic (those that

depend on plasma parameters). The first consists of rates that are intrinsic to the atomic

physics. These time scales will be the same for all plasmas: the metastable radiative decay

rate (or the rate at which metastables radiate to the ground state), the radiative decay of

excited states to either ground or metastable states and the auto-ionizing decay. The time

scales of this group are generally ordered as

τa < τo < τm < τg (3.10)

where τa is the auto ionization lifetime, τo is the lifetime for an excited states, τm is the

lifetime of a metastable state and τg is the lifetime of a ground state.

The second extrinsic group consists the lifetimes of electron-electron τe−e, ion-ion τi−i,

and ion-electron τi−e, ionization τion and recombination τrec. The time ordering is

τion,rec >> τi−e >> τ i−i >> τe−e (3.11)

These time scales can then be compared with each other and the plasma time scales τplasma

such as ELM time scales. When τplasma is shorter than τm, as will be shown for neutral

tungsten in Chapter 5, time-dependent modeling must be done.
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τplasma ∼ τg ∼ τm >> τo >> τe−e (3.12)

τm ∼ 10/Z8s, τo ∼ 10−8/Z4s, τa ∼ 10−13s (3.13)

3.3 The collisional radiative set of equations

There are three regimes normally considered in collisional-radiative modeling. At low

electron densities the excited states are described by coronal conditions, and intermediate

densities they are in the collisional-radiative regime, and at high electron densities they

are in the Local Thermodynamic Equilibrium (LTE) regime. Each of these will be de-

scribed below. The following is the set of collisional radiative rate equations. To illustrate

metastable resolved coefficients, consider a system that has both ground and metastable

states. Metastable states are long lived states that do not electric dipole decay to any lower

level. Therefore, metastable states can have lifetimes (i.e. the time to reach steady-state

conditions for a given plasma electron temperature and density) on the order of milliseconds

compared to excited states which have lifetimes on the order of microseconds or quicker.

Two adjacent charge states and the excited states of the lower charge states are considered.

In the lower charge state, the ground is denoted by σ1 and the metastable by σ2. The excited

levels of the lower charge state are described by i. The upper charge state ground is denoted

by ν1 and metastable by ν2. The equations show the time evolution of both ground state,

metastable states and excited states. Note that excited states do not have long lifetimes

and contain only a small fraction of the total population. Not all processes are included in

Equation 3.14 for simplicity (e.g. thermal charge exchange is not included). The inclusion of

these additional processes in the equation would just introduce more terms. The collisional

radiative equations then take the form of Equation 3.14 where N denotes the population of

a given level, σ and ν denote a metastable level, ne is electron density, q denotes electron
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impact excitation/de-excitation, S represents ionization, A is spontaneous emission and R

is recombination.

dNσ1

dt
= −ne

(∑
j 6=1

qσ1→j + Sσ1

)
Nσ1 +

∑
j 6=σ1

(Aj→σ1 + neqj→σ1)Nj + ne

∑
k

Rνk→σ1Nνk

dNσ2

dt
= −

(∑
j 6=1

neqσ2→j + neSσ2 + Aσ2→j

)
Nσ2 +

∑
j 6=σ2

(Aj→σ2 + neqj→σ2)Nj + ne

∑
k

Rνk→σ1Nνk

dNi

dt
= −

(∑
j 6=i

neqi→j + neSi + Ai→j

)
Ni +

∑
j 6=i

(Aj→i + neqj 6=i)Nj + ne

∑
k

Rνk→iNνk

dNν1

dt
= ne

(∑
j

SjNj

)
− neNν1

∑
j

Rν1→j

dNν2

dt
= ne

(∑
j

SjNj

)
− neNν2

∑
j

Rν1→j

(3.14)

Equation 3.14 can be put into a matrix form with entries Cij (Equation 3.15) that

represent the combination of all atomic rates between the different levels shown in Equation

3.16.

Cij = −

(∑
j 6=i

neqi→j + neSi + Ai→j

)
Ni +

∑
j 6=i

(Aj→i + neqj 6=i)Nj (3.15)

The diagonal of the matrix encompasses all of the loss mechanisms for the ith level. The

loss rates are excitation/de-excitation, spontaneous emission and ionization. The off diagonal

terms are then the ways that level i gets populated from the jth level. This can happen

through excitation/de-excitation, spontaneous emission from a higher level or recombination

from the next ion into the ith level of the ion of interest. The collisional-radiative matrix

includes the ground and metastables of the higher ion stage and individual rows, but does

not include the excited states of the higher charge state. This ion stage receives population

from the lower charge state through ionizations, and therefore, these are Si where i is the
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level of in the lower ion that the atom came from. Additionally, the higher charge state ion

can lose population to the lower charge state ion through recombination. This is denoted

as R. The collisional radiative matrix is a balanced rate equation, and as a result, every

column must sum to zero. The total number of atoms does not change so all of the columns

will sum to zero and also be thought of as a gain into one level that comes from the loss in

another level.



dNσ1/dt

dNσ2/dt

dN3/dt

...

...

dNn/dt

dNν1/dt

dNν2/dt



=



C11 C12 C13 ... ... C1n Rν11ne Rν21ne

C21 C22 C23 ... ... C2n Rν12ne Rν22ne

C31 C32 C33 ... ... C3n Rν13ne Rν23ne

... ... ... ... ... ... ... ...

... ... ... ... ... ... ... ...

Cn1 Cn2 Cn3 ... ... Cnn Rν1nne Rν2nne

neS1 neS2 neS3 ... ... neSn −
∑

nRν1nne 0

neS1 neS2 neS3 ... ... neSn 0 −
∑

nRν2nne





Nσ1

Nσ2

N3

...

...

Nn

Nν1

Nν2


(3.16)

3.3.1 The coronal approximation

The coronal limit to the collisional radiative set of equations is a low electron density

limit, which assumes that excited states are only populated from the ground state through

electron impact excitation and decay only via spontaneous emission to all levels. The simple

coronal approximation does not allow for cascade transitions to populated excited states from

higher excited states. Population gain from cascades will be allowed in the full collisional

radiative treatment outlined in Section 3.3.3. The simple coronal population for an excited

state is then given by the relatively simple form below.
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dNi

dt
= N1neq1→j −Ni

∑
j

Aj→i (3.17)

The excited states are assumed to have no time changing population dN/dt = 0 (expanded

upon more in Section 3.3.3) leading to Equation 3.18.

Ni =
N1neq1→j∑

j Aj→i
(3.18)

Equation 3.18 simplifies the set of equations in Equation 3.14 to two rates which also the

population to be solved without a matrix inversion. The population of a level then becomes

the excitation from the ground state divided by the summation of the spontaneous emission

rates out of the level.

3.3.2 The limit of local thermodynamic equilibrium (LTE)

The Local Thermodynamic Equilibrium (LTE) is the high electron density limit, where

collisional processes dominate over spontaneous emission timescales. The ratio below will

hold for plasmas in LTE.

∑
j Aj→i

ne

∑
j qj→i

< 1 (3.19)

The populations of bound states in LTE then have a Boltzmann population distribution

where ω is the statistical weight of a given level, Ei and Ej correspond to the energies of

levels Ni and Nj respectively.

Ni

Nj

=
ωi
ωj
e−

Ei−Ej
kTe (3.20)

3.3.3 The quasi-static approximation

A distinction must now be made between two different types of levels. There are levels

whose populations vary on timescales of the plasma known as ‘metastable’ and levels that
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vary on time scales faster than plasma variations. Time scales are in Section 3.2. These have

no special denotation, referred to here just as ‘levels’. In simple low-Z systems, metastables

can generally be defined as any level that cannot decay radiatively to a lower level via an

electric dipole spontaneous emission. In complex high-z systems, the definition of metastable

becomes less concrete. The lowest lying levels are considered to be metastable, but there

could be higher metastables as well. To identify these higher metastables when the rules

of simple systems do not apply, the diagonal of collision radiative matrix can provide some

insight. The diagonal consists of all the different loss mechanisms. These loss rates consist

of emission, collisional excitation/de-excitation and ionization. If there are other levels that

have a lower loss rate than a known metastable that has the highest loss rate, those other

levels might also need to be considered metastables as well. The collisional radiative matrix

can now be solved for the populations of the levels that change faster than plasma time

scales as those levels are in steady-state. The same assumption cannot be made for the

metastable states. These states vary slowly, and their population can change drastically

with plasma conditions. The upper non-metastable levels can be solved as a function of

the metastable levels and is where the term ‘driving population’ originates from. To solve

for these non-metastable levels, the approximation dN/dt = 0 can be applied for the non-

metastable states as they will vary very quickly, being in nearly instantaneous equilibrium

with the time-evolving ground and metastable states.

The delineation of two different types of levels will allow the set of linear equations to be

solved. Metastables levels are given Greek letters to differentiate them from regular levels.

The first two metastable levels would then be written as dNσ1/dt and dNσ2/dt. Electron

temperature and density can significantly impact the populations of levels. These parameters

can drastically change the relative intensities of spectral lines within an ion and can alter

the upper level population and also modify the relative metastable populations of the ion.

The quasistatic approximation has been applied to Equation 3.16 leading to Equation

3.21 where the time changing populations of excited states have been set to zero.
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dNσ1/dt

dNσ2/dt

0

0

0

0

dNν1/dt

dNν2/dt



=



C11 C12 C13 ... ... C1n Rν11ne Rν21ne

C21 C22 C23 ... ... C2n Rν12ne Rν22ne

C31 C32 C33 ... ... C3n Rν13ne Rν23ne

... ... ... ... ... ... ... ...

... ... ... ... ... ... ... ...

Cn1 Cn2 Cn3 ... ... Cnn Rν1nne Rν2nne

neS1 neS2 neS3 ... ... neSn −
∑

nRν1nne 0

neS1 neS2 neS3 ... ... neSn 0 −
∑

nRν2nne





Nσ1

Nσ2

N3

...

...

Nn

Nν1

Nν2


(3.21)

The rows corresponding to the metastables in both the child and parent ion can be eliminated

from the equation leading to Equation 3.22. This matrix now only involves the short lived

excited states in the child ion.



−C31Nσ1 − C32Nσ2 −R3Nν1 −R3Nν2

−C41Nσ1 − C42Nσ2 −R4Nν1R4Nν2

−...− ...− ...

−...− ...− ...

−Cn1Nσ1 − Cn2Nσ2 −RnNν1 −R4Nν2


=



C33 C34 ... ... C3n

C43 C44 ... ... C4n

... ... ... ... ...

... ... ... ... ...

Cn3 Cn4 ... ... Cnn





N3

N4

...

...

Nn


(3.22)

These states can be solved as functions of the ground and metastable driving populations

with a matrix inversion of the reduced collisional-radiative matrix and solving for the excited

populations (seen in Equation 3.23).
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N3

N4

...

...

Nn


=



C33 C34 ... ... C3n

C43 C44 ... ... C4n

... ... ... ... ...

... ... ... ... ...

Cn3 Cn4 ... ... Cnn



−1 

−C31Nσ1 − C32Nσ2 −R3Nν1 −R3Nν2

−C41Nσ1 − C42Nσ2 −R4Nν1R4Nν2

−...− ...− ...

−...− ...− ...

−Cn1Nσ1 − Cn2Nσ2 −RnNν1 −R4Nν2


(3.23)

The excited state population terms can then be written out in terms of individual matrix

elements.

Ni =
∑
σ

−Nσ

∑
j

C ′−1ij Cjσ +
∑
ν

Nν

∑
j

C ′−1ij Rjν (3.24)

The Numpy linear algebra package55 is used to invert the CR matrix in ColRadPy (seen

in Equation 3.23). When possible, matrix operations are used to increase the speed of the

Python code. All data related to the calculation is stored in a Python dictionary and is

easily accessible.

3.3.4 Photon Emissivity Coefficient (PEC) and line ratio diagnostics

A photon emissivity coefficient (PEC) is a derived coefficient that is associated with

a single spectral line. A PEC can be thought of as a scaled spectral line intensity, the

excitation portion of the PEC is given by Equation 3.25. The total PEC is the combination

of the excitation, recombination and change exchange components (see Summers et al. for

more detail).

PECexcit
j→i = N excit

j Aj→i/ne (3.25)

Equation 3.26 relates the spectral line intensity for transition from level j → i. The

spectral intensity I is the summation of the individual Photon Emissivity Coefficient (PEC)
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multiplied by the metastable population and electron density and then integrated over the

line of sight.

Ij→i =

∫
ΣσPECσ,j→iNσnedx (3.26)

It is convenient to consider the relative contribution to intensity from a particular

metastable state (see Equation 3.27). Note that the emitted intensity can be thought of

as having a component that is driven by each of the metastables for that ion. A study for

neutral tungsten will be preformed in Section 5.2.1. Contributions to the line intensity both

when the Nσ/Ntot is in steady-state and when it is not will be considered in later sections.

Irelσ, j→i =

∫
PECσ,j→i(Nσ/Ntot)dx (3.27)

Diagnosing electron temperature

Electron temperature can be diagnosed from experimental observation of two spectral

lines. The electron temperature is diagnosed by choosing two lines whose intensities behave

differently with electron temperature leaving the ratio dependent on electron temperature.

Generally, these lines are chosen to have a similar electron density dependence so that the

electron density dependence cancels out. The best combination of lines to choose for temper-

ature line ratio diagnostics is one spectral line that requires a spin changing transition in its

dominant populating mechanisms and one spectral line that does not require a spin chang-

ing transition. Spin changing transitions become weaker relatively quickly as the electron

temperature increases where non-spin changing transitions do not vary as quickly.

Figure 3.3 shows a line ratio of C I emission lines that have a strong temperature

dependence but has a weak density dependence 2s2p23s (5P) → 2s22p2 (3P) and 2s2p3 (3P)

→ 2s22p2 (3P). A contour plot for a line ratio that has a temperature dependence but

no density dependence would have contours lines along constant temperature. Figure 3.3
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Figure 3.3: Electron temperature and density contours for the 102.1 and 132.9 nm C I line
ratio. The line ratio is a good temperature diagnostic as there is a strong temperature
dependence and a weak density dependence.

illustrating the chosen C I line ratio has relatively vertical lines for ne > 1013. At higher

electron density, the line ratio starts to have a density dependence.

Equation 3.28 uses two spectral lines to evaluate the electron temperature. I is the

measured spectral intensity of two lines from the same charge state. The PECs represent

the calculated photon emissivity coefficients from Equation 3.25. ColRadPy calculates PEC’s

as a function of electron temperature and density on either a grid or pairs of temperatures

and densities.

ITej→i/ITel→k ≈

(
PECTej→i (Te)

PECTel→k (Te)

)
(3.28)

Diagnosing electron density

Electron density can be diagnosed with line ratios similar to electron temperature as

detailed in Section 3.3.4. Spectral lines of a charge state can have a different density de-

pendence, often choosing a spectral line that is dominated by the recombination portion of

the PEC. Recombination PECs are often more sensitive to electron density than excitation
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PECs. Recombination dependence on density is clearly seen in three-body recombination

(Section 3.1.5) where the rates are dependent on n2
e.

Inej→i/Inel→k
≈

(
PECnej→i

(ne)

PECnel→k
(ne)

)
(3.29)

Diagnosing metastable populations

If one metastable state in a system dominantly drives a spectral line of interest, it is

possible to measure the metastable population for the given species. The metastable popu-

lation can be measured from line ratios like electron temperature or density. For example,

the ratio of the ground 5d46s2 (5D0) to metastable 5d5(6S)6s (7S3) of neutral tungsten could

be determined through Equation 5.1

Ii→(7S3)/Ij→(5D0) ≈
(
PECi→(7S3)

PECj→(5D0)

)(
N(7S3)

N(5D0)

)
(3.30)

where I represents the intensities of spectral lines decaying to the 7S3 metastable and 5D0

ground. N is the relative populations of the 7S3 metastable and 5D0 ground. By measuring

the line ratio, the relative metastable population could be determined. The inferred rela-

tive metastable population is then a combination of measured spectral intensity ratio and

calculated PECs. The line ratio method described is only possible when spectral lines are

dominantly populated by a single metastable. The approximation of Equation 5.1 will be-

come worse if spectral lines are not dominated by a single spectral line. It will be shown in

Chapter 5 that many tungsten spectral lines of interest are dominated by a single metastable

level and therefore can make use of Equation 5.1.

Line ratio under the coronal approximation

The coronal approximation to the collisional radiative set of equations was described in

Section 3.3.1. It will be established in Chapter 5 that some transitions of interest in neutral

tungsten obey the coronal approximation. The impact of the coronal approximation on line
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ratios will later become important to simplify uncertainty analysis. These transitions will

also be shown to be dominated by (i.e. driven by) a single metastable state.

From Equation 3.18, a line intensity ratio in the coronal approximation is given by the

ratio of two spectral intensities denoted by I, different atomic states are given by i, j, k

and l. The metastable states which drive the excited states are given by σ1 and σ2. The

spontaneous emission from excited states is given by A, and the excitation from metastable

states to excited states is given by q.

Ij→i/Il→k ≈

(
qσ1→j

Σi′<jAj→i′

)(
Σk′<lAl→k′

qσ2→l

)(
Aj→i
Al→k

)
(3.31)

3.3.5 Ionizations per photon (S/XB) to diagnose impurity influx

The metastable resolved S/XB coefficient is given in Equation 3.32 and represents the

ratio of the metastable resolved effective ionization coefficient (SCD) to the metastable re-

solved PEC. This was originally defined by Behringer et al.42

S/XBj→i =
ΣσSCDσ(Nσ/Ntot)

ΣσPECσ, j→i(Nσ/Ntot)
(3.32)

As discussed in the upcoming sections, metastable state populations become important

in modeling when steady state conditions for given plasma parameters have not yet been

reached. The relative intensity of spectral lines can vary in time as Nσ can vary in time in

Equation 3.27 can change drastically due to non-steady-state effects. When the metastable

levels are in steady state, all the populations are determined solely by the local electron

temperature and density. Note that while metastable levels may not be in steady-state, it is

normal to assume that excited state populations are in equilibrium with the time changing

ground and metastable levels (known as the quasi-static approximation40).
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The erosion rate Γ is then related to the observed spectral intensity of an emission line

Iobs and the S/XB along a line of sight dx through equation 3.33.

Γ =

∫ ∞
0

S/XB Iobs dx (3.33)

Prompt redeposition and net erosion measurements with the S/XB method

An atom is considered promptly re-deposited if it redeposited back onto the surface near

the original sputtered location within one gyro-radius. The total tungsten that is eroded from

the surface is referred to as the “gross erosion”. The eroded tungsten that is not promptly

re-deposited back onto the surface is referred to as the “net erosion”. Net erosion requires

modeling at least singly ionized tungsten and perhaps higher charge states. The difference

in inferred erosion rates between the neutral charge state Γneut and the singly ionized charge

state Γsingly would then be an approximate estimate of the net erosion rate Γnet.

Γnet ≈ Γneut − Γsingly (3.34)

3.3.6 The generalized collisional radiative coefficients

The GCR coefficients as defined by Burgess and Summers53 represent all the ways to

redistribute population between ground and metastable levels in connecting ionization stages.

An ionization balance can then be preformed to determine both the steady state and time-

dependent fractional abundances of all the metastable states. Populations of excited states

do not need to be considered here because their population and lifetimes are very small when

compared to metastable states. The contributions of the excited states are present in the

GCR coefficients as will be shown in the next Sections.

The GCR coefficients are the summation of all the pathways through all of the states.

Note that one can get the individual contributions to the population of a state by looking

at the components of the summation and will be used later to determine how some of the
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levels in neutral tungsten are populated. For instance, the intermediate level that populated

a level of interest can be calculated with Equation 3.35 if the summation is not carried out.

The GCR coefficients are used in transport codes in addition to ionization balance

(Section 3.4) problems. A variety of transport codes are used to track impurities from the

edge to the core plasma using collisional radiative modeling such as STRALH,56 ERO,57

UDEGE and many others. Transport codes must also track ionization states of impurity

ions. In some cases, ionization states are ‘bundled’58 together to reduce computational

time.59

Metastable cross-coupling coefficient (QCD)

The metastable cross-coupling coefficient connects the metastable states in the same

charge state together. The coefficient encompasses all of the different ways that an ion can

transfer out of one metastable state and then end up in a different one including direct

excitation, excitation to another level and radiative decay as well as excitation to an inter-

mediate level and then de-excitation or excitation. Note that in the following notation, the

convention is that repeated indices are summed over, as in standard Einstein notation.

QCD = Qσ→σ′ = (Cσ′σ − Cσ′jC ′−1ji Ciσ)/ne (3.35)

Effective ionization coefficient (SCD)

The effective ionization rate coefficient is similar to the metastable cross-coupling coef-

ficient, except it encompasses all the ways to start out in a child ground or metastable level

σ and then end up in a parent ion metastable ν.

SCD = Sσ→ν = Sνσ − SνjC ′−1ji Ciσ (3.36)
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Effective recombination rate coefficient (ACD)

Similar to the above two equations, the effective recombination rate coefficient encom-

passes all the ways to start out in a parent ion ν and end up in a child ion σ. So, the ACD

is the opposite of the SCD.

ACD = αν→σ′ = Rσ′ν − C ′−1σ′j CjiRiν (3.37)

Effective charge exchange recombination coefficient (CCD)

The charge exchange GCR coefficient CCD behaves very similar to the ACD coeffi-

cient, except instead of electrons causing the recombination, a population of thermal neutral

hydrogen causes the recombination.

CCD = αnHν→σ′ = RnH
σ′ν − C

′−1
σ′j CjiR

nH
iν (3.38)

Parent cross-coupling coefficient (XCD)

Lastly, the parent cross-coupling coefficient is defined as all the ways that an ion starts

in parent state ν, then makes a recombination transition to the child levels i,j, then ionizes

back to the parent ion stage ν ′.

χν′→ν = neSνjC
′−1
ji Riν′ (3.39)

3.3.7 Time-dependent solution of the collisional radiative matrix

The collisional radiative equations (Equation 3.14) can be solved time-dependently

through the method of R. LeVeque.60 When the equations are solved with this method, the

quasi-static approximation is not assumed. Effectively, every level is treated as metastable.

The non-quasi-static solution can then be compared to the more widely used quasi-static

approximation (Section 3.3.3) solving the excited states as functions of the ground and
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metastable states while using a non-equilibrium ionization balance (discussed in Section

3.4.2) to get the time-dependent population of the ground and metastable states. An exam-

ple of this is shown for both a high-Z system (Section 3.6.3) and a low-Z system (Section

3.5).

3.3.8 Level splitting term-resolved PECs for low-Z elements

Atomic calculations for low-Z species are generally performed only up to term (i.e. LS)

resolution because light species energy levels within an LS term are closer to degenerate than

heavy species. As such, proton collisions can efficiently redistribute population among levels

within a term which effectively statistically populates the levels in a given term.

Even with spectrometers with relatively low spectral dispersion, emission lines from

individual j levels can be resolved. Therefore, to accurately model j-resolved spectral lines,

the PECs calculated for terms must be split to level resolution. ColRadPy is capable of

splitting term averaged PECs for electric dipole transitions into level resolution using the

statistical splitting of Condon and Shortley.61
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Figure 3.4: Comparison of spectral data from CTH (blue) with the unsplit (green) and split
(red) collisional radiative modeling of C V at 40 eV and 1× 1013 cm−3
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Table 3.1: C V spectral lines identified in CTH

NIST λ (nm) Upper level Lower level
227.089 1s2p (3P*2) 1s2s (3S1)
227.727 1s2p (3P*0) 1s2s (3S1)
227.792 1s2p (3P*1) 1s2s (3S1)

The following is the set of equations used to split term resolved electron dipole PECs

into level resolved PECs. Here S, L and J are the standard quantum numbers representing

spin, angular momentum and total angular momentum from Russels-Saunders coupling. The

coefficient that allows transformation of LS results into LSJ resolution is given by

When L′ = L− 1:

I(γSLJ, γ′SL− 1J + 1) =
(J + S − L+ 1)(L+ S − J)(J + S − L+ 2)(L+ S − J − 1)

4(J + 1)
ILS

I(γSLJ, γ′SL− 1J) = (2J + 1)
(J + L− S)(J + S − L+ 1)(S + L+ 1 + j)(S + L− J)

4J(J + 1)
ILS

I(γSLJ, γ′SL− 1J − 1) =
(J + L− S − 1)(J + L− S)(S + L+ J + 1(S + L+ J)

4J
ILS

(3.40)

When L′ = L:

I(γSLJ, γ′SLJ + 1) =
(J − S + L+ 1)(J + S − L+ 1)(S + L+ J + 2)(S + L− J)

4(J + 1)
ILS

I(γSLJ, γ′SLJ) = (2J + 1)
[J(J + 1)− S(S + 1) + L(L+ 1)]2

4J(J + 1)
ILS

I(γSLJ, γ′SLJ − 1) =
(J − S + L)(J + S − L)(S + L+ J + 1)(S + L+ 1− J)

4J
ILS

(3.41)
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When L′ = L+ 1:

I(γSLJ, γ′SLJ + 1) =
(J + S − L+ 1)(L+ S − J)(J + S − L+ 2)(L+ S − J − 1)

4(J + 1)
ILS

I(γSLJ, γ′SLJ) = (2J + 1)
(J + L− S)(J + S − L+ 1)(S + L+ 1 + J)(S + L− J)

4J(J + 1)
ILS

I(γSLJ, γ′SLJ − 1) =
(J + L− S − 1)(J + L− S)(S + L+ J + 1)(S + L+ J)

4J
ILS

(3.42)

In practice, ColRadPy splits each term in the calculation to every possible level. The

energies of the levels are then shifted to values from the National Institutes of Standards

and Technology (NIST) atomic database62 (from here on called NIST) by matching the

configuration, term and J of a given level between NIST and ColRadPy. After all levels are

split, the rules from Equations 3.40, 3.41 and 3.42 are applied to get the relative contribution

of the levels from a given term.

3.4 The ionization balance

The time-dependent and steady state populations of ground and metastable populations

can be tracked through the GCR coefficients. A new ODE system can be then constructed

with the GCR coefficients (Section 3.3.6) to include ground and metastable populations for

every charge state of interest.
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Figure 3.5: Ionization balance for C at ne = 1× 1013 cm−3.

In this Equation 3.43, Nσi and Nρi represent the ground and metastable of the two

charge states; ne is the electron density. The GCR coefficients have been defined above in

Section 3.3.6. The system of equations in Equation 3.43 can be represented in matrix form

with Equation 3.44.

3.4.1 Time independent ionization balance

The simplest case that exhibits all of the different possibilities is a system with two

charge states each with two metastables states. In this system, all of the GCR coefficients

are present and serve as a simple example that can be extended to any number of charge

states. The system described with Equation 3.43 has the same general form as that of

Equation 3.14 and can be solved at equilibrium or time-dependently.
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3.4.2 The time-dependent solution

The collisional radiative set of equations, (Equation 3.14) described in Section 3.3,

can also be solved time-dependently. Time-dependence can be important for systems with

a significant population in many excited states or where ultra-fast timescales need to be

considered. For lighter species, this is generally when there are high electron densities driving

significant population to excited states compared to ground and metastable states. Instead

of the quasi-static approximation used in Equation 3.21 where excited states are assumed to

have no population change, the matrix is solved as a system of ordinary differential equations

N ′(t) = CN(t). The method used to solve the system of equations was adapted from R.

LeVeque.60 The solution to this is modified when a source term of particles is included.

These time-dependent effects of excited states will also be shown to be important for

high-Z atoms, namely molybdenum in Section 3.6 and tungsten in Section 5.1 at magnetic

fusion densities. These high-Z atoms behave differently from low-Z atoms at magnetic fusion

densities. As an example of this, a comparison will be done for carbon in Section 3.5 and

molybdenum in Section 3.6

3.4.3 Time-dependent ionization balance with a source term

The ionization balance problem can be expanded to include a source term of particles. A

source term can arise in fusion plasmas near plasma facing components where there is erosion

of neutral particles. Equation 3.43 can be modified to include a source term. In simplified

notation, it takes the form of Equation 3.45 where N is the time changing population, A is

matrix and B is vector.

N ′ = AN +B (3.45)
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Figure 3.6: Metastable resolved photon emissivity coefficient for C I 156.06 nm (a) and 113.98
nm (b). A calculation with only the ground state is illustrated by the dashed black line for
each transition. Solid color lines blue and green are the ground state and first metastable
level at their steady state equilibrium fraction.

3.5 Low-Z test case (Carbon)

As an example of a low-Z species, C I will be analyzed with ColRadPy to show contrasts

between low-Z and high-Z atomic systems. Low-Z systems have been studied extensively in

the past.40

3.5.1 Carbon I PECs

C I has a ground and two long lived metastable states, as can be seen in Figure 3.8. The

different PEC coefficients of C I have different dependencies on the long lived states. Figure

3.6 depicts the behavior of two different PECs. The PEC in Figure 3.6 (a) is mostly depen-

dent on the ground state while the PEC in (b) is mainly dependent on the 1D2 metastable.

3.5.2 C I Intermediate population mechanisms

ColRadPy also allows the user to determine which intermediate levels populate a level

of interest with Equation 3.35, if the summation is not carried out allowing one to determine
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states. The vertical red lines in each plot correspond to the ground state contribution. (a)
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which levels in a calculation are important to modeling the spectral lines of interest. Figure

3.7 displays the populating fractions for two different excited states. A level that is populated

from many different levels is shown in (a). The level in (b) is populated almost entirely from

the ground state in one excitation. A description of how to interpret graphs such as Figure

3.7 can be seen in the examples of Section 3.6.2.

3.5.3 C I time-dependent collisional radiative modeling

As mentioned above, the collisional radiative equation can be solved time-dependently

through the method of R. LeVeque.60 When the equations are solved with this method, the

quasi-static approximation is not assumed. Effectively every level is treated as metastable.

The non-quasi-static solution can then be compared to the more widely used method solv-

ing the excited states as functions of the ground and metastable states while using a non-

equilibrium ionization to get the time-dependent population of the ground and metastable

states.
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Figure 3.8: Comparison of the full time-dependent and conventional solution for C I at
Te = 8 eV , ne = 5 × 1011 cm−3. (a) Non-quasi-static solution is illustrated by the black
dashed line; conventional solutions with different numbers of metastable states are solid
color lines. (b) Eigenvalues from the non-quasi-static solution. The ground and metastable
states have markedly different values than the excited states and are represented by the two
highest points in the figure.

A comparison can be made between the non-quasi-static solution and the quasi-static

approximation. For systems with no metastable states or very few (such as light systems),

one would expect that the conventional method should reproduce the full solution once all

metastable states have been accounted for in the ionization balance.

3.5.4 C I Generalized collisional radiative coefficients

Figure 3.9 illustrates the GCR coefficients as functions of temperature at ne = 1013 cm−3.

The QCD coefficient in (a) shows the discrepancy of population transfer from the ground

level 3P to the metastable 1D leading to a build up of population starting from the ground

and transferring to the metastable state. Electron population can transfer effectively from

the ground to the metastable state but are not able to effectively transfer back from the

metastable to the ground state. The SCD in (b) shows the total ionization from the ground

and metastable level considered in C I to the ground and metastable levels of C II. There
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can be a significant difference in ionization rates between the various levels considered. The

SCD coefficients in general increase with electron temperature and then eventually decrease

with electron temperature. The ACD in (c) shows similar trends to the SCD with great

variation of rates between the various levels. However, the ACD rate coefficient in general

decreases as the electron temperature increases. The XCD in (d) is the smallest coefficient

by far, and in most cases, does not impact the results significantly. For C I, it is 10 orders

of magnitude smaller than any other coefficient.

3.6 High-Z test case (Molybdenum)

3.6.1 Mo I PECs

Metastables can also have a significant contribution to the PEC intensity. The black

dashed lines in both (a) and (b) of Figure 3.10 represent the sum of the contributions to the

PECs from the ground and metastable in equilibrium. The solid color lines are the individual

contributions to the PEC from both the ground and metastable. It is clear that in Figure

3.10 (a), most of the contribution to the PEC comes from the ground state while in (b) there

is a larger contribution to the PEC from the metastable level. For case (a) the results are

dominated by a single driving population.

3.6.2 Mo I Intermediate population mechanisms

The Mo case study shows two interesting types of levels: those that are populated

directly from the ground and those that are populated through intermediate steps as can be

seen in figure 3.11. In the collisional radiative equations, population starts in the ground

state and then is distributed among other levels. The populating mechanism directly to the

level of interest from the ground is seen as a spike at the number level of the level being

investigated. For example, Figure 3.11 (a) the ground is level 50 which shows a large peak

at level 50 corresponding to a large fraction of the population coming directly from the

ground state. From Equation 3.35, the term C50,50C
−1
50,0N0 will show up as a spike at level 50.
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Figure 3.10: Metastable resolved photon emissivity coefficient for Mo I at 379.8 nm (a) and
550.6 nm (b). The ground state only calculation is illustrated by the dashed black line for
each transition. Solid color lines blue and green are the ground state and first metastable
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Conversely, in Figure 3.11 (b), there is still a peak at level 71 corresponding to the ground

directly populating level 71. There is also a significant fraction of population mechanisms

coming from other excited states seen as the small peaks. When viewing this kind of plot,

it becomes obvious that some levels such as 4d55p (7P4) (level 50) producing the 379.8 nm

line can be modeled using only excitation from the ground and then a spontaneous emission

down to the ground state. Plots of population fraction identify which transitions are required

to accurately model spectral lines and make it possible to simplify complex systems such as

high-Z near neutral systems.

3.6.3 Mo I time-dependent collisional radiative modeling

In heavy species, spectral lines that are populated significantly from metastable states

(for example Mo I at 379.8 nm) have two additional complications. First, the metastable and

ground state can take a significant amount of time to reach equilibrium and therefore might

need to be modeled time-dependently. Metastables can also have a significant contribution

73



0.00

0.25

0.50

0.75

1.00

Po
pu

la
ti
ng

 fr
ac

ti
on

(a)

0 100 200 300 400 500
Level number

0.1

0.2

0.3

0.4
(b)

Figure 3.11: Intermediate populating levels responsible for populating the neutral Mo
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Figure 3.12: Comparison of time dependent and conventional solutions for Mo I at Te = 8 eV ,
ne = 5 × 1011 cm−3. (a) Full solution is illustrated by the black dashed line. Conventional
solutions with different numbers of metastable states are the solid color lines. (b) Eigenvalues
from the non-quasistatic solution show a ‘continuum’ of decreasing values with no clear
distinction between metastable and excited states.
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to the PEC intensity. The black dashed lines in both (a) and (b) of Figure 3.10 represent

the sum of the contributions to the PECs from the ground and metastable in equilibrium.

The solid color lines are the individual contributions to the PEC from both the ground

and metastable. It is clear that in Figure 3.10 (a) most of the contribution to the PEC

comes from the ground state while in (b) there is a larger contribution to the PEC from

the metastable level. The second complication is that a large number of excited states are

not well described by the quasi-static approximation requiring a significant number to be

modeled time-dependently. In the case of Figure 3.12, even 10 metastables are not sufficient

to reproduce the results from the non-quasi-static CR model, see the difference between the

red and black dashed lines. The use of bundling methods58 may allow for closer reproduction

of the full solution while maintaining a small number of metastables and is investigated in

later sections. It is assumed that all the population starts in the ground state as opposed

to some fraction of the population beginning in a metastable state and requires that any

atom eroded from a plasma facing material would come off the surface in its ground state.

Experimental verification could be accomplished by observing spectral line emission near

the plasma facing components. Experimental measurements from Marenkov et al.63 suggest

that most of the population starts in the ground state.
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Chapter 4

Experimental measurements of low charge states of tungsten and molybdenum

There is a significant body of work describing the spectrum produced by low-Z ele-

ments in the NIST atomic database62 including high precision of spectral wavelength (down

to 0.00001 nm)in addition to atomic level identification generally given in Russel-Saunders

notation. Low-Z atoms have also been extensively studied in fusion relevant plasmas.42,64,65

In comparison, high-Z materials are relatively new to fusion relevant experiments. Addi-

tionally, high-Z atoms emit most strongly at UV wavelengths making experimental measure-

ments difficult as these wavelengths are severely attenuated in fiber optics and CCD quantum

efficiencies are reduced when compared to visible emission. Many fusion relevant experiments

lack the ability to measure spectral lines in these ultraviolet wavelength ranges. Before the

installation of the UV survey spectrometers on DIII-D described in Johnson et al.25 , no

spectral coverage from 200-360 nm was available in DIII-D. Figure 4.1 highlights the lack

of emission in visible wavelength ranges and the high density emission range in the UV for

near tungsten charge states.

This chapter lays the ground work to identify near neutral tungsten and molybdenum

lines that can be used in various diagnostic applications as described in Chapter 5. This

work includes the identification of many tungsten and molybdenum lines for the first time

in a relatively hot and dense plasma (∼ 20 eV, ∼ 5 × 1012 cm−3) that is relevant to fusion

edge plasma parameters. In addition to wavelength identification, atomic level identification

for many of the excited states is provided for the first time.
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Figure 4.1: Photon emissivity coefficients (PECs) for W I (blue), W II (red), W III (green)
and W IV (cyan) calculated with ColRadPy. All charge states were modeled at Te = 20 eV
and ne = 1× 1013 cm−3. The fractional abundances of the charge states are set to 1.

4.1 Line identification of intrinsic CTH impurities

CTH, like all other plasma devices, has some fraction of impurities that are always

present during plasma operation. These include elements that leak through vacuum com-

ponents such as nitrogen and oxygen. Intrinsic impurities also come from plasma facing

components. In CTH, there are carbon, stainless steel and molybdenum limiting surfaces.

Carbon is the most prevalent impurity that comes from PFCs in CTH. Many fusion plasma

devices have a mixture of materials that are used as PFCs, often making spectral emission

from the plasma complex.

Blended impurity spectral lines can contaminate measurements and can lead to erro-

neous diagnostic results or mistaken line identification for a spectra of interest. Therefore,

77



identifying intense intrinsic impurity lines is important when choosing spectral lines for di-

agnostics so that these impurity lines can be avoided. The S/XB (see Section 3.3.5) method

for measuring erosion (discussed more in detail in Chapter 5) is dependent on the absolute

number of measured photons, making it very susceptible to contamination lines. Thus, it is

very important when choosing spectral lines to use for erosion measurements to select those

free from blended impurities of other elements, or from different charge states or lines from

the same element. This is one of the aims of the work of this dissertation: to produce a set

of recommended spectral lines for measurements of tungsten erosion.

A scheme for spectral line identification using broad survey spectrometers is given by

Johnson et al.;25 the scheme for a survey spectrometer will also be discussed in Section

4.2 and can work well to maximize the use of relatively low-resolution spectrometers. The

low-resolution spectrometers were used to identify CTH intrinsic impurity lines in combi-

nation with collisional radiative modeling as described in Section 4.1.1. A high-resolution

spectrometer was then used to confirm tungsten spectral lines originally identified with the

survey spectrometers as well as to identify many new low charge state tungsten lines. The

high-resolution spectrometer discussed in Section 2.4 can resolve spectral lines better than

the broad survey spectrometers at the sacrifice of wavelength coverage. A high-resolution

spectrometer allows for more confidence in the wavelength location of spectral lines allowing

easier line identification. Therefore, the majority of line identification in this chapter uses

this improved high-resolution spectrometer.

4.1.1 Low-Z spectral line identification with ColRadPy

The most prevalent intrinsic impurity species in CTH are low-Z elements, namely car-

bon, nitrogen and oxygen. Atomic rates for low-Z species are generally calculated using a

term averaged manner (see Section 3.3.8 for more detail). The atomic structure of low-Z

species produces levels that are very close in energy within a given term when compared to

high-Z species. The small difference in energy of the levels within a term allows ion collisions
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to effectively redistribute population within the J-resolved levels of a LS term. These terms

then get statistically populated due to ion collisions making term resolved atomic modeling

relatively accurate. Electron impact excitation is still the dominate mechanism to change

electron populations between different LS terms. Ion collisions could be included into a level

resolved calculation; however, there has not been much work or atomic data on this to date.

Instead, electron impact excitation calculations are evaluated at term resolution, which later

allows the populations to get split statistically amongst the levels of each term.

Even the survey spectrometers are able to resolve the wavelength difference due to

spectral transitions from different levels within a term. Thus, to accurately model these low-

Z spectral lines, the term averaged PECs must be split to level resolution (note that even

higher resolution spectrometers could require additional splitting such as splitting due to the

Zeeman effect). Condon and Shortley61 provide equations to split term average PECs; this

is described in Section 3.3.8. ColRadPy is capable of automatically splitting term resolved

calculations using the method developed by Condon and Shortley, a feature that is unique

to ColRadPy when compared to other CR codes (note that ADAS has a routine to allow the

user to manually split the term resolved PECs using the method of Condon and Shortley).

The newly split levels in the calculation are then shifted to NIST tabulated energies to

produce spectroscopically accurate wavelengths. Note that ColRadPy is able to shift level

resolved atomic structures to NIST automatically for the cases where NIST has the levels

fully identified. The atomic structure codes that are used to calculate atomic collision rates

(see Section 3.1 for more detail) generally do not produce level energies that are accurate

enough to calculate spectral wavelengths to the precision required for direct comparison with

spectral measurements. So, the energies in these underlying structure calculations must be

shifted to NIST energies for spectral comparisons. This is particularly beneficial for complex

species such as tungsten when there are many transitions close in wavelength.

Spectral lines in CTH were thus primarily identified with the high-resolution spectrom-

eter and ColRadPy. Also note that the R-matrix calculation for neutral tungsten had many
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of its levels shifted to NIST values so the calculation already produced spectroscopically

accurate wavelengths. In addition, ColRadPy uses collisional radiative modeling so that it

yields accurate relative intensities of spectral lines at any electron temperature and density

(when compared to coronal or LTE approximations). The NIST line tables also show rela-

tive intensities, but these are generally from experiments performed at low electron density.

Therefore, NIST can report relative intensities that are very different from what would be

observed in the high temperature and density environments of fusion relevant devices (and

hence are generally used as a rough guide on what lines should be strong, but not for detailed

intensity comparisons). Spectroscopically accurate wavelengths were calculated for synthetic

spectra C V multiplet as shown in Section 3.3.8 as an example of this process. Similar plots

are shown in Appendix B for charge states of major CTH impurities. The identification of

low-Z intrinsic impurities was necessary to distinguish between low-Z impurity spectral lines

and the high-Z spectral lines of interest for W and Mo.

4.2 Tungsten spectral line identification in CTH and DIII-D

Tungsten spectral line emission on CTH, when compared with the background spectra,

is more intense than when measured on DIII-D. Measured tungsten spectral lines in CTH

are stronger due to the greater solid angle of W emission as viewed by the CTH collection

optics. The larger W signal to noise ratio in the CTH experiment significantly improves the

confidence of W line identification in the DIII-D spectrum. The high density of W emission

lines in the UV region allows for the possibility of simultaneous S/XB measurements and

the evaluation of the effect of metastable levels on the relative intensities. Additionally,

electron temperature and density measurements at the plasma boundary interface can also

be determined by taking ratios of W I lines. These subjects are discussed in detail in Chapter

5.

The limited spectral resolution of the UV survey spectrometers (described in Section

2.3 ∼ 0.1 nm) means that spectral lines from other impurities could be blended with the W
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lines of interest. Thus, methods in addition to wavelength agreement with the NIST Atomic

Spectra Database66 were needed to positively identify lines resulting from W in contrast to

background impurity lines. One technique utilized in the CTH experiment to identify W

spectral lines involved probe depth scans of the probe discussed in Section 2.2.1. As the W

probe tip is inserted, plasma-probe interactions should increase as more W is eroded; thus,

line intensities from W should intensify more than other intrinsic impurities in CTH plasmas.

Some background impurity line intensities also increase with probe insertion depth but not

at the same rate as W lines. Additionally, stainless steel and Mo-tipped probes also yield

spectra for comparison allowing the increase in base impurity emission to be determined

as a function of probe insertion. The probe experiments in CTH allow for the W source

to be completely removed from the plasma by retracting the probe tip behind the limiters.

Lines that increase in intensity when both the stainless steel and Mo probes are inserted are

assumed to be CTH intrinsic impurities or lines coming from the boron nitride probe sleeve.

For measurements in DIII-D, ratios of lines are examined to distinguish intrinsic impurities

lines from W spectral lines. As the strike point sweeps from carbon tiles to W inserts in the

divertor, the ratio of spectral intensities from W to C should increase (see Section 2.1 for

details). The ratio of spectral lines from background impurities in DIII-D compared to C

lines does not increase when the strike point sweeps over a W insert.

As an illustration of the types of comparisons that could be done, and of the spectra

obtained, consider the wavelength range from 250 to 275 nm. Numerous W I lines are

identified between the CTH and DIII-D experiments in the range from 250 to 275 nm with

a selection highlighted in Figure 4.2 (CTH and DIII-D survey resolution) and 4.8 (CTH

high-resolution). Only three of the lines in this range (255.13 nm, 266.28 nm, and 268.14

nm) have been previously observed experimentally. Additionally, the first observation and

identification of a particularly intense W I line at 265.65 nm that does not appear to be

blended with other background emission is presented. Emission from the CTH experiment

in Figure 4.8 was acquired with the W-tipped probe inserted to 16.9 cm from the midplane
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while the DIII-D spectrum results were acquired from observation of a W coated insert

on the divertor shelf (see Sections 2.1 and 2.2 for more description of the geometry and

experimental setup). The same W I lines observed in both devices increases the confidence

that the identified lines are primarily W and not blended with other impurities. The multiple

strong W I lines existing in this region provide ample opportunity for erosion diagnosis.

However, the corresponding tungsten erosion rate could not be determined from this spectra

because an absolute intensity calibration of the spectrometer for this wavelength range was

not possible.
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Figure 4.2: Measured CTH and DIII-D spectra with the wavelengths for neutral tungsten
lines identified. (a) Average CTH spectrum of three shots (16120944, 16120947, 16120952)
from 30 ms exposures beginning 60 ms into each discharge with the W probe fully inserted
into the plasma. (b) DIII-D spectrum viewing the divertor shelf W coated inserts resulting
from a single 200 ms exposure starting at 1935 ms into shot 167350.

It should also be noted that in addition to W I emission, a limited number of W II

and W III lines have also been observed as listed in Tables 4.3 and B.12. However, the

most intense W II spectral lines identified from the list of NIST measured W II lines are
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Figure 4.3: Measured CTH and DIII-D spectra with the wavelengths for neutral tungsten
lines identified. (a) Average CTH spectrum of three shots (16120863, 16120864, 16120865)
from 100 ms exposures integrating over each entire discharge with the W probe fully inserted
into the plasma. (b) DIII-D spectrum viewing the divertor shelf W coated inserts resulting
from a single 50 ms exposure starting at 5000 ms into shot 167215.

less intense than the W I lines reported in Table 4.1. Consequently, any contribution from

W II and W III radiation blended with the measured W I intensities should be insignificant

with the measured spectra. Spectral lines from W IV could not be identified in the ∼190-

400 nm wavelength region; this is consistent with the predicted emission from collisional

radiative modeling of W IV as shown in Figure 4.1. The distribution of emission for higher

charge states of tungsten continues the trend established in Figure 4.1 emitting farther into

the vacuum ultra-violet wavelength ranges. As a result, no strong lines from charge states

higher than W III are likely to be observed in the ∼190-400 nm wavelength range.

A summary of all the W I spectral lines achieving an ‘A’, ‘B’, or ‘C’ rating between

the two experiments, with the relatively low-resolution survey spectrometers, described in

Section 2.3 is provided in Table 4.4 along with full level identifications where possible. Tables
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4.1 and 4.2 include much of the same information but were produced with data only from

CTH, but using the high spectral resolution spectrometer discussed in Section 2.4. The

high-resolution spectrometer allowed for more confident line identification due to the smaller

probability of blended impurity lines. In addition to the first observation of many of these

neutral tungsten spectral lines, the first possible level identifications based on a structure

calculation from Smyth et al.52 are provided for many of the excited states. The previous

level identification on NIST for many upper excited states of W I are limited to J values as

shown by Kramida et al.67 Level identifications have also been proposed by Smirnov et al.3

In this work, upper level identifications are obtained by combining the NIST Atomic Spectra

Database66 with a prior structure calculation by Smyth et al.,52 but in some cases, the upper

level identification cannot be uniquely determined so a partial identification is provided. For

these cases, empty square brackets are used with the J-value as a subscript ([ ]J). The two

observed emission lines at 294.69 nm are most likely multiplets which cannot be resolved

by the UV survey spectrometers. Therefore, the individual components of each multiplet

are identified separately, but the exact composition of the observed multiplet is not known.

The table also indicates which lines have been previously observed in other fusion relevant

experiments. It should be noted that the lowest six energy levels of neutral tungsten are

long-lived states (either ground or metastable states) and could have quite large populations.

These are the 5 J-values of the 5d46s2 (5D) term (J = 0, 1, 2, 3, 4) and 5d56s (7S3) level. It

is interesting that the majority of the observed lines in Table 4.1 have a lower level that is

one of these six lower states suggesting the observed lines are being mostly populated from

these levels and is later confirmed by the analysis in Chapter 5.

4.2.1 Tungsten probe scan in CTH

Tungsten and molybdenum experiments using CTH were conducted with two different

probes, the high-Z probes are described in Sections 2.2.1 and 2.5. Probe experiments in

CTH allow high-Z tipped probes to be inserted into the plasma at varying depths. These

84



experiments included both tips with and without an embedded Langmuir probes for Te and

ne measurements. CTH also employs a Radial Field Coil (RFC) which can be used to push

the plasma down and away from the fully retracted probe, essentially moving the plasma

boundary even further from the probe tip. Figure 4.4 highlights a selection of results from

W-tipped probe experiments in CTH with varying amounts of plasma-probe interaction by

adjusting the distance of the probe tip from the CTH midplane and the RFC magnitude. In

general, as the probe is inserted into the plasma towards the midplane, the W lines become

more intense and are most notable for the 255.13, 265.65, and 400.88 nm lines. The increase

in W emission is consistent with more sputtering from the W-tipped probe closer to the

plasma core. Other large impurity lines such as C IV and C III, also present in Figure 4.4,

demonstrate a similar trend with probe insertion, but the impurity intensities do not change

as rapidly as the W lines. Furthermore, when the probe is fully retracted (25.9 cm from

the CTH midplane) and the RFC maximally energized (RFC high), the W line emission

completely disappears while other impurity lines remain at a reduced intensity. The same

effect is seen when the new probe with a longer linear travel distance was retracted to 38 cm

from the midplane. The increase in intensity of lines other than W is attributed to greater

plasma-probe interaction with higher density and temperature plasma parameters toward

the core.

The tungsten probe scan experiment in CTH was utilized to confirm all W lines listed

in Table 4.1. Identical probe scans were completed in CTH using both Mo, stainless steel

and SiC probe tips. Quite notably, no lines were observed at 400.88 (Figure 4.19), 265.65

or 255.13 (Figure 4.8) nm during the Mo and stainless steel probe scans. These lines are

either the currently used diagnostic lines (400.88 nm) or are part of our proposed diagnostic

lines (265.65 and 255.13 nm). Yet, when the W probe is fully inserted, these are some

of the strongest spectral lines. The background emission dependence on probe depth was

investigated using Mo and stainless steel probe tips as there is no source of W in the CTH
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Figure 4.4: Intensities of tungsten and carbon impurity lines with varying W-tipped probe
depth and Radial Field Coil (RFC) magnitude. The combinations of probe tip distance
from the CTH midplane and RFC magnitude are listed in the legend from least plasma-probe
interaction (25.9 cm, RFC high) to most interaction (19.9 cm, RFC off). (a) Carbon impurity
line intensities increase modestly with probe insertion but are present for all configurations.
(b) and (c) Tungsten lines demonstrate a significant dependence on probe depth and RFC
magnitude. All tungsten lines are not present when the W-tipped probe is fully retracted
with maximum applied radial field (25.9 cm, RFC high).

device. Comparison of the emission from the three probe tips allowed for persistent impurity

lines to be distinguished from the W emission lines.

Electron temperatures and densities at the probe tip in CTH plasmas were measured

with the newer Langmuir probe setup described in Chapter 2. These measurements were

not available for all spectral wavelength ranges. Simultaneous measurements of spectroscopy

and Langmuir probe parameters were not necessary for the line identification presented in

this chapter, but were needed for the analysis in Chapter 5. Electron temperatures in CTH

varied from 15-30 eV with electron densities between 1 − 7 × 1012 cm−3 depending on the

probe position in the plasma.

The magnetic field at the probe tip varied from 0.54 T for a probe depth of 25.9 cm

to 0.60 T for a probe depth of 19.9 cm with incidence angle of the magnetic field onto the

probe of ∼ 12◦. Another cluster of W I lines that has not been previously reported in fusion

relevant plasmas exists in the region between 310 and 340 nm. The spectra in Figures 4.15

and 4.16 were acquired during plasma conditions similar to Figure 4.8. The six lines identified

in Figure 4.3 have not been previously observed in any fusion relevant plasma experiments.
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Only one of the lines could be clearly distinguished in DIII-D (321.6 nm) with the UV survey

spectrometer. Nevertheless, the wavelength range in Figure 4.3 could be very promising for

future high-resolution measurements. Moreover, the longer UV wavelengths have the benefit

of increased transmission in optical fibers as well as higher quantum efficiency for widely

available CCD detectors.
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Figure 4.5: CTH spectrum from 216-227 nm, the tungsten probe was located at 21 cm from
the midplane of CTH. W II lines are identified by the NIST observed wavelengths in green
text and the W III lines are in orange text. The spectrum with the tungsten tipped probe
is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.

4.2.2 DIII-D strike point location on tungsten rings

Tungsten emission lines are among the least intense impurity UV lines present in mea-

sured DIII-D spectra, consistent with the low sputtering yield of tungsten68; yet, W I

spectral line identification could still be accomplished. Other intrinsic impurities such as

carbon and boron dominate the DIII-D UV spectrum. Electron temperatures in the DIII-D

87



Table 4.1: Table of W I emission lines from 200-300 nm observed during CTH experiments
along with level identifications where possible. Previously observed lines are indicated by
superscripts on the NIST defined wavelengths: a,2 b,3 c,4 d,5 e,6 and f .7 The lines identified
in this table are shown with a comparison to a Mo spectrum in increasing wavelength in
Figures 4.5 - 4.12.

NIST wavelength (nm) Upper level Lower level
243.596 5d46s6p (5F4) 5p65d46s2 (5D3)
244.406 5d46s6p (5F1) 5p65d46s2 (5D1)
245.200 5d36s26p (3D1) 5p65d46s2 (5D0)
246.431 5d46s6p (5F1) 5p65d46s2 (5D2)
248.013 5d46s6p (5F2) 5p65d46s2 (5D1)
250.470 5d46s6p (5D2) 5p65d46s2 (5D1)
254.534 5p65d56p (5P3) 5p65d46s2 (5D2)
254.714 5d46s6p (5F1) 5p65d46s2 (5D2)
255.135a,b,d 5p65d56p (5P1) 5p65d46s2 (5D0)
255.675 5d36s26p (3D1) 5p65d46s2 (5D1)
256.197 5d46s6p (5D3) 5p65d46s2 (5D3)
258.049 5p65d56p (5P1) 5p65d46s2 (5D1)
260.354 5d46s6p (5G2) 5p65d46s2 (5D3)
261.308 5d46s6p (5D2) 5p65d46s2 (5D2)
263.313 5d46s6p (3P1) 5p65d46s2 (5D1)
265.654 5p65d56p (7P4) 5p65d56s (7S3)
266.284 5p65d56p (5P2) 5p65d46s2 (5D2)
266.978 5d36s26p (3D1) 5p65d46s2 (5D2)
268.142a,d 5p65d56p (7P4) 5p65d56s (7S3)
269.567 5p65d56p (5P1) 5p65d46s2 (5D2)
272.436 5p65d56p (7P3) 5p65d56s (7S3)
276.234b 5d36s26p (5F1) 5p65d46s2 (5D0)
277.400 5p65d56p (5P2) 5p65d46s2 (5D3)
279.993b 5d46s6p (5P2) 5p65d46s2 (5D2)
283.138b,c 5d36s26p (3H4) 5p65d56s (7S3)
283.363 5p65d56p (5P3) 5p65d46s2 (5D4)
284.157 5d46s6p (5G2) 5p65d46s2 (5D3)
287.940b,c 5d36s26p (3D1) 5p65d46s2 (5D0)
289.601b,c 5d36s26p (5F1) 5p65d46s2 (5D1)
289.644b,c 5p65d56p (7P2) 5p65d56s (7S3)
293.500b,c 5d46s6p (3F2) 5p65d46s2 (5D1)
294.440b,c 5p65d56p (7P2) 5p65d56s (7S3)
294.699b,c 5p65d56p (7P3) 5p65d56s (7S3)
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Table 4.2: Table of W I emission lines from 300-400 nm observed during CTH experiments
along with level identifications where possible. Previously observed lines are indicated by
superscripts on the NIST defined wavelengths: a,2 b,3 c,4 d,5 e,6 and f .7 The lines identified
in this table are shown with a comparison to a Mo spectrum in increasing wavelength in
Figure’s 4.12 - 4.19

.

NIST wavelength (nm) Upper level Lower level
301.744b,c 5d46s6p (5D4) 5p65d56s (7S3)
302.493b,c 5d36s26p (3D1) 5p65d46s2 (5D1)
302.526 5d46s6p (5F1) 5p65d46s2 (3P0)
304.186 5d36s26p (5F1) 5p65d46s2 (5D2)
304.644b 5d36s26p (5F2) 5p65d46s2 (5D1)
314.554 5d46s6p (3H4) 5p65d46s2 (5D4)
319.157 5d46s6p (5D1) 5p65d46s2 (5D0)
319.884 5d46s6p (5D4) 5p65d46s2 (5D3)
320.828 5d36s26p (5F2) 5p65d46s2 (5D2)
325.966 5d46s6p (5H3) 5p65d46s2 (5D3)
330.082 5d46s6p (5F4) 5p65d46s2 (5D3)
337.100 5d36s26p (5F2) 5p65d46s2 (5D3)
361.752b,e 5d46s6p (5D3) 5p65d56s (7S3)
363.194b,e 5d46s6p (5D2) 5p65d46s2 (5D1)
378.077b 5d46s6p (5P2) 5p65d56s (7S3)
383.506b 5d46s6p (5P2) 5p65d46s2 (5D2)
386.799b 5d46s6p (7D4) 5p65d56s (7S3)
400.875a,b,d,f 5d46s6p (7P4) 5p65d56s (7S3)
400.901 5p65d56p (5P1) 5p65d56s (5S2)
401.923b 5d46s6p (7D1) 5p65d46s2 (5D2)
410.294 5d46s6p (5D2) 5p65d46s2 (5D3)

Table 4.3: Table of W II emission lines observed between the DIII-D and CTH experiments
along with level identifications where possible.

NIST Wavelength (nm) Upper Level Lower Level
224.875 5d36s6p (6F1/2) 5d4(5D)6s (6D1/2)
239.293 5d3(4F)6s(5F)6p (6G9/2) 5d4(5D)6s (6D7/2)
242.749 5d4(5D)6s (6D5/2)
247.780 5d3(4F)6S(5F)6p (6G9/2) 5d4(5D)6s (6D9/2)
248.877 5d4(5D)6p (6p3/2) 5d5 (6S5/2)
248.923 5d4(5D)6p (6F7/2) 5d4(5D)6s (6D7/2)
232.831 (’5p65d36s6p(6F)’, 6, 3, 0.5, (’5p65d46s(6D)’, 6, 2, 1.5, 1518.829)
245.148 (’5p65d46p(6D)’, 6, 2, 1.5, (’5p65d46s(6D)’, 6, 2, 1.5,
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Figure 4.6: CTH spectrum from 233-242 nm, the tungsten probe was located at 21 cm from
the midplane of CTH. W II lines are identified by the NIST observed wavelengths in green
text. The spectrum with the tungsten tipped probe is in blue, and the spectrum with the
molybdenum tipped probe is in transparent red.

divertor region between Edge Localized Modes (ELMs) mainly varied from 25-50 eV, with

densities between 1 − 3 × 1013 cm−3. As mentioned, the limited resolution of the UV sur-

vey spectrometers may lead to overlap of other impurity emission lines with the W lines.

The possibility of overlapping emission necessitated the use of the metrics explained in Sec-

tion 4.2 to positively identify W spectral lines. The high-resolution UV spectrometer was

not available for DIII-D data collection.

Identification of W line emission was achieved in the DIII-D experiment by observing

transitions of the divertor strike point location from carbon to tungsten coated inserts.

Figure 4.20 depicts the time evolution of DIII-D shot 167350 with the UV spectrometers

viewing a W coated insert on the divertor shelf for exposure times of 200 ms. During this

discharge, the outer strike point moves from the outboard portion of the lower divertor
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Figure 4.7: CTH spectrum from 242-254 nm, the tungsten probe was located at 21 cm.
W I lines are identified by the NIST observed wavelengths in black text and W II lines
are identified by the NIST observed wavelengths in green text. The spectrum with the
tungsten tipped probe is in blue, and the spectrum with the molybdenum tipped probe is
in transparent red.

to the W coated inserts on the shelf where it is held fixed for approximately 3 seconds.

Electron temperature and density on the W surface are measured by a single Langmuir

probe embedded in the divertor shelf tile at the same radial location as the UV spectrometer

collection spot.69 The raw Langmuir probe data is plotted along with a trace having the

ELM periods removed and smoothed over 101 points. Intensities of the W I, C II and O V

emission lines observed by the UV survey spectrometer throughout the discharge are binned

using a 0.2 nm window encompassing the full width at half maximum of each spectral line

and are shown normalized to their maximum intensity. The intensities of all lines increase

when the strike point is swept over the W insert; yet, the W I line increases later in time

than the C II and O V impurity lines. Additionally, the ratio of the W I to C II emission also

doubles when the strike point is swept over the W insert, where a ratio of 0.1 corresponds to
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Figure 4.8: CTH spectrum from 254-267 nm, the tungsten probe was located at 21 cm. W I
lines are identified by the NIST observed wavelengths in black text, W II lines are identified
by the NIST observed wavelengths in green text and the W III lines lines are identified by
the NIST observed wavelengths in coral text. The spectrum with the tungsten tipped probe
is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.

the noise floor of the W I line at 265.65 nm while a ratio of 0.2 corresponds to measurable W

I signal. The increase in W I lines relative to C lines assisted in discriminating W I radiation

from other impurity lines in the DIII-D divertor.

While the high-resolution spectrometer is a more sensitive and precise instrument than

the survey spectrometers, tungsten spectral lines identified with the survey spectrometers

in DIII-D still give confidence to the spectral line identification. Spectral lines identified in

both CTH and DIII-D with the lower resolution survey spectrometers are listed in Table

4.4. Many of the spectral lines identified in Table 4.4 were later confirmed with the high-

resolution spectrometer on CTH (see Tables 4.1 and 4.2), including lines that were previously

blended because of the relatively resolving power of the survey spectrometer.
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Table 4.4: Table of W I emission lines observed between the DIII-D and CTH experiments
along with level identifications where possible and confidence. Previously observed lines are
indicated by superscripts on the NIST defined wavelengths: a,8 b,3 c,4 d,5 e,6 and f .7

Observed Wavelength [nm] NIST Wavelength [nm] Upper Level Lower Level Confidence

233.23

{
233.28 5d46s6p (3I5) 5d46s2 (5D4) B
233.28 5d46s6p (5P3) 5d46s2 (5D4) B

243.48 243.60 5d46s6p (5D4) 5d46s2 (5D3) B
246.24 246.28 ([ ]1) 5d46s2 (5D1) C
247.25 247.41 5d46s6p (5F4) 5d46s2 (5D4) B
250.45 250.47 5d46s6p ([ ]2) 5d46s2 (5D1) B
254.61 254.71 5d46s6p (5F1) 5d46s2 (5D2) B
255.15 255.13a,b,d 5d46s6p (3P1) 5d46s2 (5D0) A
256.18 256.20 ([ ]3) 5d46s2 (5D3) C
257.95 258.05 5d46s6p (5P1) 5d46s2 (5D1) A
261.28 261.31 5d46s6p (5F2) 5d46s2 (5D2) B
263.24 263.31 ([ ]1) 5d46s2 (5D1) C
265.69 265.65 5d56p (7P4) 5d5(6S)6s (7S3) A
266.46 266.28b ([ ]2) 5d46s2 (5D2) C
267.15 267.15 5d46s6p (3F3) 5d46s2 (5D3) B
268.18 268.14a,d 5d46s6p (5G4) 5d5(6S)6s (7S3) A
272.51 272.44 5d56p (7P3) 5d5(6S)6s (7S3) A
284.89 284.80 5d46s6p (3D3) 5d5(6S)6s (7S3) B

294.69

 294.44b,c 5d56p (7P2) 5d5(6S)6s (7S3) B
294.70b,c 5d46s6p (5F3) 5d5(6S)6s (7S3) B
294.74b,c 5d46s6p (5I4) 5d46s2 (5D3) B

301.74 301.74 5d46s6p (5D4) 5d5(6S)6s (7S3) B
314.20 314.14 5d46s6p (5F4 ) 5d46s2 (3H4) B
314.57 314.52 5d46s6p (3H5) 5d46s2 (3H5) B
320.79 320.83 5d46s6p (5F2) 5d46s2 (5D2) B
321.53 321.56 5d46s6p (5F5) 5d46s2 (5D4) A
330.03 330.08 5d46s6p (5F4) 5d46s2 (5D3) B
337.09 337.10 5d46s6p (5F2) 5d46s2 (5D3) B
361.80 361.75b,e 5d46s(6D)6p (5P3) 5d5(6S)6s (7S3) A
378.08 378.08b 5d46s(6D)6p (5P2) 5d5(6S)6s (7S3) B
383.54 383.51b 5d46s(6D)6p (5P2) 5d46s2 (5D2) B
386.81 386.80b 5d46s(6D)6p (7D4) 5d5(6S)6s (7S3) B
400.96 400.88a,d,f 5d46s6p (7P4) 5d5(6S)6s (7S3) A
1Only the upper level configuration and J-value are identified for the 250.47 nm line, while only the upper
level J-value is identified for the 246.28, 256.20, 263.31, and 266.28 nm lines.
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Figure 4.9: CTH spectrum from 254-267 nm with y axis scaling to allow for relative small
W spectral lines to be seen. The tungsten probe was located at 21 cm. W I lines are
identified by the NIST observed wavelengths in black text, W II lines are identified by the
NIST observed wavelengths in green text and the W III lines lines are identified by the NIST
observed wavelengths in coral text. The spectrum with the tungsten tipped probe is in blue,
and the spectrum with the molybdenum tipped probe is in transparent red.

A correlation analysis of W line intensities for UV wavelengths in DIII-D with various

plasma parameters including ELM intensity was attempted, as previously reported in JET

and DIII-D using the 400.88 nm line.6,68 However, the exposure time of the UV survey

spectrometers (typically ∼ 100 ms) was such that multiple ELMs occurred during a single

exposure. Therefore, signals from a Dα filterscope system70 were used as a proxy for the

ELM intensity. The correlation analysis found no conclusive trend between multiple W I

line intensities (including the 400.88 nm line) as measured by the UV survey spectrometers

and Dα emission. The correlation analysis was repeated using a high-resolution visible

spectrometer71 viewing only the 400.88 nm, and a correlation with the Dα intensity was

confirmed that is similar to the correlation found by DenHarder et al.72 The limited spectral
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Figure 4.10: CTH spectrum from 268-278 nm, the tungsten probe was located at 21 cm.
W I lines are identified by the NIST observed wavelengths in black text and W II lines
are identified by the NIST observed wavelengths in green text. The spectrum with the
tungsten tipped probe is in blue, and the spectrum with the molybdenum tipped probe is
in transparent red.

resolution and throughput of the UV survey spectrometers likely resulted in lower signal

to noise ratios that masked any correlated dynamics in the W I emission. It is anticipated

that a higher-resolution spectrometer, sensitive to UV wavelengths, would similarly detect

a correlation between the W I lines identified in Table 4.1 and ELM strength.

4.2.3 Uncertainties in spectral line identification

As with any experimental measurement, there is some uncertainty associated with the

wavelengths observed by the spectrometer. The wavelength uncertainty will depend on sev-

eral operation variables chosen for the spectrometer such as groove density of the diffraction

grating, chosen central wavelength and entrance slit width. Uncertainties shown here were

calculated for the 4320 g/mm grating with a central wavelength of 261 nm and a 25 µm slit
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Figure 4.11: CTH spectrum from 280-288 nm, the tungsten probe was located at 21 cm.
W I lines are identified by the NIST observed wavelengths in black text and W II lines
are identified by the NIST observed wavelengths in green text. The spectrum with the
tungsten tipped probe is in blue, and the spectrum with the molybdenum tipped probe is
in transparent red.

width. These are the operational parameter of greatest interest in this thesis. The calculated

dispersion of the spectrometer is shown in Figure 2.5. Due to various optical aberrations, the

measured dispersion can vary up to 0.075 nm compared to calculations for the 4320 g/mm

grating used for line identification in this section. Figure C.2 shows the correction required

for the Hg I 265 nm feature measured from a calibration source. The largest contribution

to the uncertainty in the wavelength from the spectrometer is a lack of spectral lines that

can be used to measure the dispersion across the entire CCD detector simultaneously for a

given grating position (this could be addressed by use of a tunable laser). The wavelength

accuracy of the spectrometer at a central wavelength of 261 nm has been measured to be

∼0.027 nm (about 2 pixels) though the edges of the detector can show larger deviations.

The wavelength accuracy can be clearly seen in Figures 4.8 and 4.9.
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Figure 4.12: CTH spectrum from 293-296 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.

There is also uncertainty that arises due to repeatability of the stepper motor that

rotates the diffraction grating. However, this uncertainty is relatively small on the order of

a few picometers.

4.3 Molybdenum as a PFC and line identification in CTH

Molybdenum is another high-Z element that is being considered as a first wall material

for fusion experiments. There have been multiple experiments conducted using Mo PFC in

fusion relevant machines,73 making near neutral Mo spectral lines of great interest for the

same reasons as tungsten. Near neutral Mo systems have many of the same complexities

required for accurate CR modeling that neutral tungsten does.
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Figure 4.13: CTH spectrum from 301-304 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.

Molybdenum was used as a first wall material in Alcator C-Mod described by May

et al.74 NSTX-U is planning to transition from graphite PFC to a full high-Z PFC with

Mo being the leading candidate as stated in the five year plan.75 The DIII-D metal rings

campaign utilized a titanium-zirconium-molybdenum (TMZ) substrate with a tungsten coat-

ing.15

No dedicated Mo experiments were run in DIII-D, so the only Mo data in this work

is from CTH experiments. Similar to the tungsten probe scan, a molybdenum probe scan

was preformed in CTH. The Mo scan allowed for multiple new Mo I and Mo II lines to be

identified that could possibly be used for fusion relevant machines with Mo PFCs.
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Figure 4.14: CTH spectrum from 304-314 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.

4.3.1 Neutral molybdenum atomic data and theoretical methods

Neutral molybdenum has had little atomic modeling to date with previous modeling

done by Badnell et al.76 in 1996 which used a relatively small calculation due to the rela-

tively limited computing power when compared to modern supercomputers. In this work,

excitation rates come from a new non-preturbative Dirac R-matrix electron impact calcu-

lation preformed by Smyth et al.77 Electron-impact ionization rates used for the analysis

were calculated using the ECIP method with ColRadPy using the energy levels from Smyth

et al.. The accuracy of the diagnostic is directly related to the accuracy of the atomic data.

Recombination of Mo II has not been included in the model as it is expected to be insignifi-

cant compared to electron-impact excitation/de-excitation and ionization at fusion relevant
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Figure 4.15: CTH spectrum from 314-323 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.

plasma conditions. Collisional radiative modeling using this dataset was carried out as an

example in Section 3.6.2 to show the behavior of high-Z materials.

4.3.2 Singly ionized molybdenum atomic data and theoretical methods
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Table 4.5: Table of Mo I emission lines from 200-400 nm observed during CTH experiments
along with level identifications where possible. The lines identified in this table are shown
with a comparison to a Mo spectrum in increasing wavelength in Figures 4.21 - 4.27

NIST wavelength (nm) Upper level Lower level
264.098 4d45s5p (5P2) 4d45s2 (5D3)
315.817 4p64d45s5p (7D3) 4p64d55s1 (7S3)
317.034 4p64d45s5p (7P3) 4p64d55s1 (7S3)
319.400 4p64d45s5p (7P2) 4p64d55s1 (7S3)
320.884 4p64d45s5p (7D2) 4p64d55s1 (7S3)
328.900 4p64d45p2 (7D4) 4p64d45s5p (7P4)
329.082 4p64d45s5p (1D2) 4p64d45s2 (3D1)
334.473 4p64d55p1 (3S1) 4p64d55s1 (5F2)

Table 4.6: Table of Mo II emission lines from 200-400 nm observed during CTH experiments
along with level identifications where possible. The lines identified in this table are shown
with a comparison to a Mo spectrum in increasing wavelength in Figures 4.21 - 4.27

NIST wavelength (nm) Upper level Lower level
263.667 4d45p (6D0) 4d45s (6D1)
263.876 4d45p (6D3) 4d45s (6D2)
264.435 4d45p (6D4) 4d45s (6D3)
266.058 4d45p (6D2) 4d45s (6D1)
267.284 4d45p (6D3) 4d45s (6D3)
267.327 4d45p (4F4) 4d5 (4G5)
277.540 4d45p (6P3) 4d45s (6D4)
278.004 4d45p (6P2) 4d45s (6D3)
278.499 4d45p (4F4) 4d5 (4D3)
280.776 4d45p (4P1) 4d45s (6D2)
281.615 4d45p (6F5) 4d45s (6D4)
284.823 4d45p (6F4) 4d45s (6D3)
285.323 4d45p (4I7) 4d45s (4H6)
286.669 4d45p (4F3) 4d5 (4D2)
287.151 4d45p (6F3) 4d45s (6D2)
287.288 4d45p (4P2) 4d45s (4P1)
292.339 4d45p (6F2) 4d45s (6D2)
292.432 4d45p (4I4) 4d45s (4H3)
293.006 4d45p (4D1) 4d45s (4F1)
293.050 4d45p (6F1) 4d45s (6D1)
293.430 4d45p (6F0) 4d45s (6D0)
307.766 4d45p (2J6) 4d45s (2I5)
308.762 4d45p (4H6) 4d45s (4H6)
315.282 4d45p (4H4) 4d45s (4H4)
317.203 4d45p (2F2) 4d5 (2D2)
317.274 4d45p (4P0) 4d5 (4P1)
329.231 4d45p (4D3) 4d45s (4D3)
332.090 4d45p (4G2) 4d5 (2S0)
332.937 4d45p (4D1) 4d45s (4D1)
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Figure 4.16: CTH spectrum from 326-334 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.
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Figure 4.17: CTH spectrum from 361-365 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.
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Figure 4.18: CTH spectrum from 377-387 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.
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Figure 4.19: CTH spectrum from 400-411 nm, the tungsten probe located at 21 cm. W I lines
are identified by the NIST observed wavelengths in black text and W II lines are identified
by the NIST observed wavelengths in green text. The spectrum with the tungsten tipped
probe is in blue, and the spectrum with the molybdenum tipped probe is in transparent red.
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Figure 4.20: Time evolution of DIII-D shot 167350: (a) Radial position of the outer strike
point (ROSP) with the locations of the floor and shelf W inserts shown in green and red
respectively, (b) and (c) raw (green) and ELM-free smoothed (blue) electron temperature
and density on the W surface measured by a Langmuir probe, (d) W I, C II, and O V line
intensities normalized to their maximum intensity during the discharge, (e) ratio of W I to
C II line intensities.
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Figure 4.21: CTH spectrum from 263-268 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo I lines are identified by the
NIST observed wavelengths in olive text and Mo II are in blue text. Spectrum with the
molybdenum tipped probe is in transparent red and spectrum from tungsten tipped probe
is in light blue.
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Figure 4.22: CTH spectrum from 277-288 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo II lines are identified by the
NIST observed wavelengths in blue text. Spectrum with the molybdenum tipped probe is
in transparent red and spectrum from tungsten tipped probe is in light blue.
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Figure 4.23: CTH spectrum from 292-294 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo II lines are identified by the
NIST observed wavelengths in blue text. Spectrum with the molybdenum tipped probe is
in transparent red and spectrum from tungsten tipped probe is in light blue.
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Figure 4.24: CTH spectrum from 307-310 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo II lines are identified by the
NIST observed wavelengths in blue text. Spectrum with the molybdenum tipped probe is
in transparent red and spectrum from tungsten tipped probe is in light blue.
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Figure 4.25: CTH spectrum from 314-323 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo I lines are identified by the
NIST observed wavelengths in olive text and Mo II are in blue text. Spectrum with the
molybdenum tipped probe is in transparent red and spectrum from tungsten tipped probe
is in light blue.
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Figure 4.26: CTH spectrum from 329-335 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo I lines are identified by the
NIST observed wavelengths in olive text and Mo II are in blue text. Spectrum with the
molybdenum tipped probe is in transparent red and spectrum from tungsten tipped probe
is in light blue.
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Figure 4.27: CTH spectrum from 361-365 nm, the molybdenum probe was located at 21
cm from the CTH midplane from the midplane of CTH. Mo I lines are identified by the
NIST observed wavelengths in olive text and Mo II are in blue text. Spectrum with the
molybdenum tipped probe is in transparent red and spectrum from tungsten tipped probe
is in light blue.
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Chapter 5

Collisional radiative modeling and comparison to experimental W I observations

Three main topics will be discussed in this chapter. First, an in-depth look at collisional

radiative modeling for neutral tungsten will be presented. Next, the collisional radiative

modeling will be extended to include a plasma sheath model. Finally, the collisional radiative

sheath model will be compared to experimental data from CTH.

Accurate atomic data, combined with Collisional Radiative (CR) modeling, is necessary

to produce S/XB values for use in erosion measurements. Low-Z materials were previously

favored in fusion relevant experiments, and thus, there is a mature body of work describing

erosion and impurity transport.78,2, 79 In atomic systems, metastable levels are important

for spectral modeling and impurity transport. Metastable levels are long-lived states that

can hold a significant population of electrons when compared to the total population of a

charge state. In low-Z systems, metastable states must often be tracked time dependently

to obtain accurate emission and transport results.40,80,81 The atomic structure of high-Z

materials leads to many more potential metastable states than are possible in low-Z atomic

systems as more atomic energy levels are possible from the ground configuration in high-

Z elements. As a result, there are a significant number of levels that cannot decay via

an electric dipole radiative transition to the lower levels.82,52,67 In addition, modeling of

molybdenum has shown a significant dependence of the excited populations on metastable

states.46,63 There are indications that metastable levels also could play an important role in

tungsten CR modeling.25,5

Experimental measurements of neutral tungsten S/XBs have been completed in both low

temperature and density linear machines83 and fusion relevant toroidal devices.68,84 Com-

parisons of these measurements with theoretical S/XBs have assumed that the atomic levels
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of neutral tungsten metastable levels have reached their equilibrium (steady-state) values.

However, this thesis will present evidence that neutral tungsten populations for these sys-

tems are likely not in steady-state and require a line-integrated S/XB that accounts for

the metastable dependence, as opposed to the steady-state S/XB values that have been

previously used for erosion measurements.

The first detailed modeling of metastable states in neutral tungsten will be presented

in Section 5.2 in order to address two open questions: First, how many metastable levels in

neutral tungsten are required to model W I spectral line intensities, S/XB coefficients and

tungsten erosion? Second, what are the time scales for the metastable states to reach equi-

librium conditions in their plasma environment and what are the implications to transport

studies (Section 5.2.6)?

5.1 Tungsten atomic data and theoretical methods

The various sources of atomic data for the neutral tungsten collisional radiative modeling

in this thesis are discussed in Section 5.1.1. A brief summary of the actual collisional radiative

model is presented in Section 5.1.2.

5.1.1 Discussion of neutral tungsten atomic data

Erosion measurements performed with the S/XB method require atomic transition rates

such as electron-impact excitation/de-excitation and ionization to be calculated. The accu-

racy of the diagnostic is directly related to the accuracy of the atomic data. Until recently

there have been two main datasets widely used for CR modeling of neutral tungsten. Both

data sets employed perturbative atomic calculations, which are not always appropriate for

near neutral systems, but provided an initial attempt at S/XB coefficients, which in turn

enabled erosion diagnostic studies to be performed. In the first data set, created by Beigman

et al.,5 excitation was calculated from the semi-empirical van Regemorter formulas and ion-

ization was calculated using the Born-Ochkur ionization cross-section calculated with the
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ATOM85 code. The second data set used by Brezinsek et al.86 was generated by Martin

O’Mullane as part of the ADAS project from plane-wave Born electron-impact excitation

data calculated with wave functions from the large atomic structure calculation of Quinet

et al.82 In this second data set, ionization was calculated using the Exchange Classical Im-

pact Parameter (ECIP)40 method using ADAS43 from the level energies from Quinet et al.82

In this work, excitation rates come from a new, non-perturbative DiracR-matrix electron-

impact calculation performed by Smyth et al.,52 representing the only non-perturbative

excitation/de-excitation calculation for W I. Key to this study are the new spin-changing

collisional rate coefficients between potential metastable levels, including the 5d46s2 (5D0)

ground term and 5d56s (7S3) metastable level, which allow the dynamics of metastable levels

to be explored. Ionization used for the analysis was calculated using the ECIP method with

ColRadPy46 from the level energies of Smyth et al.52 Recombination of W II87 has not been

included in the model as it is insignificant when compared to electron-impact excitation/de-

excitation and ionization for net erosion regimes in the divertor.

5.1.2 Collisional radiative modeling of W I

Collisional radiative modeling for this study was performed with the open source Python

CR solver ColRadPy,46 which has been benchmarked against the widely used ADAS codes40

and found to be in close agreement. ColRadPy provides additional functionality46 including

the determination of the relative populating mechanisms (see Section 5.2.2) and a fully

time-dependent solution of the CR equations (see Section 5.3). A complete description

of the collisional radiative theory can be found in Summers et al.40 The two quantities

utilized most frequently in this work include the emission line intensities and S/XB ratios.

Equation (3.26) relates the spectral line intensity for transition j → i, to the summation of

the individual Photon Emissivity Coefficient (PEC) multiplied by the metastable population

and integrated over the line of sight. Note that the definition of the PEC is given in Summers

et al.40 and Johnson et al.25
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The generalized CR approach allows for calculation of the fractional population of Nσ

compared to the total neutral tungsten population. Thus, it is convenient to consider the

relative contribution to intensity from a particular driving metastable state (see Equation

3.27). Two cases are considered, when contributions to the line intensity Nσ/Ntot is in

steady-state and when it is not.

The metastable resolved S/XB coefficient is given in Equation 3.32 and represents the

ratio of the metastable resolved effective ionization coefficient (SCD) to the metastable re-

solved PEC. While it is not very common to use non-equilibrium metastables in S/XB

diagnostics, they have been considered before (for example, Behringer et al.81 used them for

oxygen).

As discussed in the upcoming sections, metastable state populations become important

in modeling when steady-state atomic population conditions for given plasma parameters

have not been reached. The relative intensity of spectral lines can vary in time as Nσ in Equa-

tion 3.27 can change drastically because of non-steady-state values. When the metastable

levels are in steady-state, all populations are determined solely by the local electron tem-

perature and density. While metastable levels may not be in steady-state, it is normal to

assume that excited state populations are in equilibrium with the time changing ground and

metastable levels; this is known as the quasistatic approximation.40

Figure 5.1 presents a W I spectrum of PEC values for typical divertor plasma conditions

produced from the new W I dataset described in Section 5.1.1.52 The W I spectrum is

generated for steady-state metastable conditions and highlights wavelength regions of high

spectral emission density. The high density of W I lines in the ultraviolet (UV), relative to

other wavelength regions, makes the UV a region of interest for both erosion and metastable

diagnostics. The insert in Figure 5.1 highlights a wavelength region encompassing a selection

of intense W I spectral lines that will be considered in Section 5.2.1. Many lines in the UV

region have been experimentally observed by Johnson et al.25
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Erosion diagnostic lines are generally chosen from the most intense spectral lines to min-

imize experimental error. Erosion measurements to date have primarily used the 400.88 nm

line, 5d46s6p (7P4) → 5d5(6S)6s (7S3). Visible spectral lines are generally preferred experi-

mentally as UV transmission in fiber optic cables and quantum efficiencies of UV detectors

are lower than those at visible wavelengths. As will be shown, the 400.88 nm spectral line is

highly dependent on the 5d5(6S)6s (7S3) metastable state; however, the implications of this

have not been previously explored. Erosion measurements based solely on the 400.88 nm

line could thus be susceptible to error if the metastable states are not in equilibrium.
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Figure 5.1: PEC theoretical spectrum of W I generated by collisional radiative modeling
with Te = 30 eV, ne = 5× 1013 cm−3.

5.2 Results from neutral tungsten collisional radiative modeling

Section 5.2 will outline the impact of metastable levels on W I spectral modeling as well

as presenting a broader discussion of metastable levels for neutral tungsten.
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5.2.1 PEC and SCD metastable dependence

Both the metastable and temperature dependence of intense spectral lines in the UV re-

gion are highlighted in Figure 5.2. Most experimentally observed lines in the W I spectrum25

decay to and have populations that are driven by one of the six lowest levels. The choice of

six metastable states in this section was guided by experimental measurements. However,

as will be discussed in Section 5.2.5, many more levels have metastable characteristics. The

spectral lines in Figure 5.2 were selected as they are close in wavelength, which allows simul-

taneous observation with a high-resolution spectrometer. Additionally, the 400.88 nm line is

investigated because of its importance for previous experimental measurements as discussed

in Section 5.3.2. The 400.88 nm line is mainly dependent on the 6S3 metastable level seen

in Figure 5.3 (c). The 498.25 nm W I line is also investigated because the line is dependent

on the 5D0 ground similar to the W I 255.14 nm line (though not as strong) which can be

seen in Figure 5.3 (d). The importance of observing multiple spectral lines simultaneously

to diagnosing metastable fractions will be discussed in Section 5.2.4. The most intense W I

lines follow the same trend as the spectral lines shown in Figures 5.2 and 5.3.

The steady-state temperature dependent PEC summed over the individual metastable

contributions is indicated by the black dashed line (i.e. the integrand in Equation 3.27 over

all metastable states). The PEC dependence on individual metastable levels is represented

by the different solid color lines, which are weighted by the steady-state metastable fraction.

The total of the individual contributions from the six lowest metastable levels sum to the

total steady-state PEC, giving an indication of which metastable levels are important for

a spectral line. Spectral lines such as those in Figures 5.2 and 5.3 mainly depend on a

single metastable level with a close to linear dependence on one single metastable state.

The relative intensities of spectral lines driven from different metastable levels are then

sensitive to the relative metastable fraction, which presents a significant challenge to erosion

measurements if the relative metastable fraction is not known (as would be the case when

the metastable populations are not at their steady-state values). Metastable states may not
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be in equilibrium when sputtered from a wall or when there is a sudden change in plasma

conditions.

The dependence of the S/XB on the metastable fraction has also been investigated

indirectly in the data set used by Beigman et al.5 The Tw parameter is an effective proxy

for changing the metastable fraction as it changes the population of the low energy levels.

The S/XB varies greatly with the Tw parameter; the results presented here are in agreement

with this trend. From Equation 3.32, both the numerator (SCD) and denominator (PEC)

of the S/XB coefficient depend on the metastable fraction. The PEC values have already

been shown in Figure 5.2 to depend on the metastable fraction. The numerator of the S/XB

coefficient, the SCD, also has a dependence on the metastable fraction (see Equation 3.32).

However, for neutral tungsten, the SCD does not have one dominant metastable contribution.

Instead, each metastable component contributes almost equally to the total ionization as

indicated in Figure 5.4. The total ionization as a function of electron temperature is plotted

as a black dashed line. The solid color lines represent the metastable components weighted by

the equilibrium metastable fractions. All metastable components contribute roughly equally

to the SCD. Thus, the total value of the SCD coefficient is relatively insensitive to changes in

the metastable fraction. As a result, the S/XB largely depends on the same single metastable

as the PEC.

Previous erosion measurements used S/XB coefficients that assumed steady-state metastable

fractions which could potentially lead to a source of error in the measurements. Section 5.2.6

will explore whether previous experiments were conducted in equilibrium conditions.

5.2.2 Intermediate populating mechanism

Two separate questions are investigated related to the mechanisms for populating levels.

First, what transitions are the main populating mechanisms for neutral tungsten excited

states? Second, what drives the population of metastable states? From CR theory, it is

possible to determine which levels contribute to the population of a given excited state. The
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Figure 5.2: PEC values for four intense W I emission lines, for ne = 1× 1013cm−3. The total
equilibrium temperature dependence for each PEC is illustrated by the dashed black line.
The PECs weighted by their steady-state metastable populations are indicated by the solid
colored lines. Results are shown for the (a) 255.14, (b) 253.36, (c) 265.65 and (d) 261.31 nm
lines.
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Figure 5.3: PEC values for four intense W I emission lines, for ne = 1× 1013cm−3. The total
equilibrium temperature dependence for each PEC is illustrated by the dashed black line.
The PECs weighted by their steady-state metastable populations are indicated by the solid
colored lines. Results are shown for the (a) 261.31, (b) 254.72, (c) 400.88 and (d) 498.26 nm
lines.
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Figure 5.4: SCD values for W I as a function Te, determined by collisional radiative modeling
at ne = 5× 1013 cm−3. The metastable components are plotted with solid colored lines. The
dashed line is the summation of the metastable components weighted by their steady-state
metastable fractions.
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technique, as described in Johnson et al.46 allows for the intermediate levels that populate

an excited state of interest to be determined. Figure 5.5 shows the contributing percentages

of three different excited states. The energy levels in the plot are ordered in ascending energy

along the x-axis. The contribution from the ground state is highlighted by the vertical red

line.

Excited states in neutral tungsten can be grouped into two categories: excited states

that produce intense spectral lines populated directly from a low energy metastable state and

excited states that produce weak spectral lines populated from a variety of different levels.

The large W I emission line at 255.14 nm emitted from level 5p65d6p (5P1) exemplifies the

first category. It is clear from Figure 5.5 (a) that almost all of the population comes directly

from the ground state (i.e. there is a single peak at the same position as the red line). In

contrast, levels that emit weak spectral lines are populated via many different levels. Level

5p65d6s (3D1) is one such level; it is close in energy to level 5p65d6p (5P1), has the same

spin and yet is populated from many intermediate states (i.e. there are many peaks).

Metastable levels have population on the order of the ground state population. In

general, the quasistatic approximation does not hold for these levels; the population changes

on a timescale similar to other plasma dynamics such as ELMs and plasma fluctuations.

Figure 5.5 (c) shows the population analysis for level 5p65d6s (7S3), populated mainly via

excited states and not directly from the ground. Electrons begin in the ground level and

then redistribute through excited states before building up in the metastable level.

5.2.3 Loss rate analysis

Metastable states generally have small loss rates (unless there is significant collisional

de-excitation), causing an increase in population relative to other excited states. Metastable

levels rarely have an electric dipole radiative transition to a lower level. Low-Z atoms usually

have a small number or no metastable levels. In contrast, high-Z atoms with complex

electron configurations can have multiple metastable levels.46 There is generally a clear
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Figure 5.5: Intermediate levels responsible for populating a selection of neutral W energy
levels. The red vertical lines in each plot correspond to the ground state contribution. Popu-
lating levels for 5p65d6p(5P1) show most of the population is being excited directly from the
ground (a). Populating levels for 5p65d6s(3D1) display a majority of the population is com-
ing from other excited states and metastable states (b). Populating levels for 5p65d6s(7S3)
indicate a majority of the population is coming from excited states (c).
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distinction between metastable and excited levels for low-Z atoms as quantified by loss rates

and equilibration times (discussed in Sections 5.2.5 and 5.2.6).

Figure 5.6: Population loss rates from neutral tungsten levels for Te = 30 eV, ne = 5 ×
1013 cm−3. Levels are arranged in ascending energy. Horizontal red lines correspond to
ground level loss rates with the horizontal green line representing a typical value for a strong
electron dipole transition. The total loss rate out of an energy level (a). The loss rate only
from spontaneous emission (b). The loss rate due to ionization (c). The loss rate due to
excitation/de-excitation (d).

There are many levels above the ground state of neutral tungsten for which the qua-

sistatic approximation is not valid (this is also true for neutral molybdenum46,63). Figure

5.6 highlights the various loss rates (spontaneous emission, ionization and electron-impact

excitation/de-excitation) of the 250 levels of neutral tungsten included in an R-matrix cal-

culation at fusion relevant divertor conditions. Of the 250 levels that are considered, 135
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have a total loss rate smaller than the ground level, and so might evolve on similar time-

scales as the ground. The large number of states with small loss rates leads to a buildup

of population in these excited states. The smooth trend in Figure 5.6 (c) is an effect of

the ionization rate coefficients being proportional to the ionization potential for that level.

Spontaneous emission increases with level energy, as seen in Figure 5.6 (b) and is related

to the possible number of levels to which spontaneous emission can occur. For light neutral

systems, the increase in spontaneous emission is often dramatic because the electric dipole

transitions rates are very fast (approximately 1× 108 s−1 for neutral systems). Many levels

in neutral tungsten do not have dipole transitions (only 0.7% of possible transitions have a

single Einstein A value greater than 1× 107 s−1), which leads in part to the large number of

levels that could be considered metastable. The lack of dipole transitions for many of the

excited states is reflected in the slow increase in the emission loss rate in Figure 5.6 (b).

Electron-impact excitation/de-excitation dominates the total loss rate for the majority

of levels as excitation sets the ‘lifetime’ of the level. From Figure 5.6 (d), it is clear that many

levels have smaller excitation/de-excitation rates than the ground state (shown as data points

below the solid red line). The small excitation/de-excitation rates in conjunction with small

spontaneous emission values leads to many levels having ‘lifetimes’ of comparable size to that

of the ground state. In fact, 230 out of the 250 levels have excitation/de-excitation rates that

are smaller than the ground state. Thus, there are a significant number of levels that could

be considered metastable. Transport codes cannot model large numbers of metastable states

due to the significant computation resources needed for each metastable state as each state

must be tracked independently.88 The number of metastable levels required to accurately

predict spectral line intensities will be investigated in the following sections.

5.2.4 Diagnosing metastable populations

As stated in previous sections, the metastable fraction might be important for erosion

measurements as the erosion rate is directly proportional to the S/XB. The dominance of one
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primary metastable state driving individual spectral lines of neutral tungsten allows for the

possibility of measuring the neutral W metastable fraction in a plasma. Once the electron

temperature and density are determined, the line intensities for the most intense lines are

nearly linearly dependent on a single metastable, allowing for the metastable fraction to be

measured from line ratios. For example, the ratio of the ground 5d46s2 (5D0) to metastable

5d5(6S)6s (7S3) can be determined from

Ii→(7S3)/Ij→(5D0) ≈
(
PECi→(7S3)

PECj→(5D0)

)(
N(7S3)

N(5D0)

)
(5.1)

where I represents the intensities of spectral lines decaying to the 7S3 metastable and 5D0

ground. N is the relative population of the 7S3 metastable and 5D0 ground. By measuring

the line ratio, the relative metastable fraction could be determined. The spectral lines in

the 252-269 nm region (Figure 5.2) could diagnose the relative metastable fraction as they

are each dominantly driven by a single metastable level. The inferred relative metastable

population is then a combination of measured spectral intensities and calculated PECs.

5.2.5 Non-quasistatic solutions for neutral tungsten

It has been previously shown that molybdenum atoms are sputtered from a surface

as ground state atoms,63 and it is reasonable to assume that neutral tungsten will behave

similarly. In fusion relevant machines, it is possible that neutral tungsten populations are

not in steady-state for a significant amount of their lifetime until ionized. It is then necessary

to solve the CR system of equations in a time-dependent manner to investigate these effects.

There exist two main methods for solving the time-dependent evolution of the collisional

radiative set of equations. First, a quasistatic solution to the CR system is calculated with

a specified number of metastable states chosen. A quasistatic solution is used to calculate

the metastable cross coupling coefficients (QCD) defined originally by Summers.40 These

QCD values can be thought of as all the possible channels to transfer population from one

metastable state to another, both directly and indirectly, through intermediate excited states.
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The populations of metastable levels are time-dependently propagated using the QCDs in a

set of rate coefficient equations. Excited states always remain in their steady-state population

relative to the metastable states at all times. Second, a fully time-dependent solution to the

CR system can be achieved; the details of this are described in Johnson et al.46 The fully

time-dependent method is the exact solution to the system of equations, as no assumption

of time scales are made.
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Figure 5.7: A comparison of the non-quasistatic (dashed line) and quasistatic approximations
(colored solid lines) with varying numbers of metastable states included (a) for the widely
used W I emission line at 400.88 nm. The eigenvalues from the non-quasistatic approximation
with less negative numbers corresponding to longer lived states (b). There are a significant
number of long-lived states that correspond to the large number of metastable states in
neutral tungsten.
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Many transport codes use the generalized collisional radiative coefficients as inputs for

time-dependent solutions. A system such as neutral tungsten presents a challenge as many

levels have significant population, as seen in Figure 5.7, which requires multiple metastable

levels to reproduce the time-dependent solution. These large populations lead to the qua-

sistatic solution not being valid for a majority of levels in the calculation. A decision needs

to be made regarding which levels to include as metastable for transport calculations. The

impact of metastable levels on the time dependence of a spectral line, such as the commonly

used W I 400.88 nm line, is shown in Figure 5.7 (a). The fully time-dependent solution

is shown as the black dashed line and can be considered the exact solution to the time-

dependent system. The quasistatic solutions with varying numbers of metastable states are

then shown as the solid-colored lines. As time increases, this calculation converges on the

steady-state solution. Interestingly, when no metastable states are included in the calcula-

tion (i.e. only the population of the ground state may change time-dependently), the general

time evolution of the exact intensity of the 400.88 nm cannot be reproduced.

For the calculation with no metastable levels, the population of the 400.88 nm upper

level is driven entirely from the ground state. Thus, the correct time evolution (initial

increase, then decrease) of the time-dependent line emission is not produced until the 7S3

level is included as a metastable level. In this model, all population starts in the ground state,

and because the 400.88 nm upper level is not populated significantly from the ground state,

it takes some time to build up population in the 400.88 nm upper level. Electrons from the

ground state must transfer to the 7S3 metastable state, (predominately through the excited

states, see Figure 5.5), before the 400.88 nm upper level builds up significant population.

The time required for population to transfer from the ground state (proportional to ne)

leads to the delay in peak intensity observed in Figure 5.7 (a). A delay in peak intensity

of spectral lines populated from metastable states has been both observed and predicted in

neutral molybdenum.63,46
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The large number of metastable states can be clearly demonstrated when the system of

equations is solved time-dependently via the matrix exponentiation method. The eigenvalues

of the solution are plotted in Figure 5.7 (b). Large negative eigenvalues represent short-lived

states in the system, which are caused by excited states that come into equilibrium relatively

quickly. Metastable states are characterized as small negative values, corresponding to the

relatively slow time scale in which they come into equilibrium. Not shown in the plot is the

eigenvalue of zero that corresponds to the steady-state equilibrium. In light systems, there is

a distinction between metastable and excited states; the eigenvalues of excited states are often

orders of magnitude larger than metastable states.46 However, in neutral tungsten, there

exists almost a continuum of eigenvalues making it difficult to distinguish between metastable

and excited states. The time-dependent intensity of the 400.88 line (Figure 5.7) clearly tracks

with the population of the 7S3 level. The impact of the number of metastable states in

approximating the non-quasistatic solution is highlighted in Figure 5.7. The accuracy of the

approximation is significantly increased going from three to six metastable states; however,

there are diminishing returns increasing beyond six metastable states. Once every level is

considered metastable, the time-dependent, non-quasistatic solution is recovered. Modeling

neutral W excited populations and spectral emission using six metastable states would be a

reasonable trade off between accuracy and computational resources. If there was a level of

interest which was populated dominantly from a level not included as metastable, this model

would be incapable of accurate modeling unless this level was also considered metastable.

5.2.6 Neutral tungsten equilibrium time scales

In equilibrium conditions, metastable fractions are only determined by the electron

temperature and density and do not introduce additional free parameters in the modeling.

Metastable states become important when the system is driven out of equilibrium by some

plasma phenomena (such as ELMs) or the system is slow to reach equilibrium. Many of the

previous W I spectral measurements have been preformed at relatively low electron densities
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(1012 cm−3). Equilibrium times for neutral W metastable states scale almost linearly with

electron density, as shown in Figure 5.8. While electron density is the dominant factor in

determining equilibrium time-scales, it can also be seen from Figure 7 that the equilibrium

time-scale reduces as the electron temperature increases. Note that Figure 5.8 could be

used to estimate if a particular experiment has a significant non-steady-state metastable

population that needs to be accounted for. Figure 5.8 is for bulk plasma densities; there will

be a significant density gradient due to sheath effects. Depending on the experimental setup,

it is possible that previous W I spectral measurements included non-steady-state metastable

fractions.

Non-steady-state metastable fractions at lower electron densities would artificially in-

crease the S/XB ratio for spectral lines that are populated from the 7S3 metastable, such

as the widely used 400.88 nm line, and decrease S/XB ratios for lines populated from the

ground. These effects would scale almost linearly with the metastable fraction in Equation

3.27 and lead to over predictions for erosion inferred from spectral lines populated from the

7S3 metastable and would under predict erosion inferred from spectral lines populated from

the ground.

In tokamaks, there are multiple different processes and plasma phenomena that could

lead to non-equilibrium metastable populations. These include sheath effects (electron den-

sity gradient), proton collisions, edge localized modes and non-Maxwellian electron temper-

ature distributions. Sheath effects are of interest because they slow down the time scales

required to reach equilibrium; sheaths also exist at all material boundaries. At typical diver-

tor densities (∼ 1 × 1013 cm−3), neutral tungsten comes into equilibrium much faster than

plasma phenomena, on the order of a microsecond. Sheath effects in the divertor can pro-

duce plasma conditions that significantly increase equilibration times. Transport modeling

has demonstrated that tungsten exists almost entirely within the plasma sheath.1 It is then

possible that low electron densities in the sheath cause a significant amount of the spectral

line intensity to be produced from non-equilibrium populations.
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of electron density. The time to reach equilibrium decreases almost linearly with electron
density.

133



5.3 Modeling effective S/XB coefficients in the plasma sheath

Near any surface such as a divertor, a layer of charge separation is spontaneously gener-

ated. This layer between the quasineutral bulk plasma and material has a net charge. The

layer is referred to as a Debye plasma sheath and is generated by differences in the thermal

speed of ions and electrons (a consequence of mass difference between ions and electrons).

The Debye sheath is discussed in Section 2.5.2. In most fusion relevant devices, there is a

small angle between the magnetic field and surfaces giving rise to an additional sheath called

the Chodura sheath or magnetic presheath described in Section 2.5.3.

While the Chodura sheath region is relatively small (1 mm), most of the emission

of neutral tungsten comes from within the sheath region (see Guterel et al.1). Plasma

conditions can change drastically (order of magnitude) within the sheath, therefore collisional

radiative modeling must account for local plasma conditions in the sheath. The electron

density changes quite drastically as seen in Figure 2.19, and because the neutral tungsten

CR equilibrium time is determined by electron density (as seen in Figure 5.8), the sheath

could significantly increase the time required to reach equilibrium for neutral species.

There has been previous work done to model the impact of the sheath density gradient

on the steady-state S/XB for the 400.88 nm W I line by Guterel et al.89 This work used

modifications to the electron distribution function in the sheath and the SCD coefficient to

calculate ionization scale lengths. An analytical solution was then obtained for the effective

S/XB coefficient accounting for the sheath density gradient. However, it will be shown in

the upcoming sections that time-dependent effects can also significantly change the S/XB

coefficient and represents a major result of this thesis.

5.3.1 Modeling effective S/XB coefficients in the sheath with ColRadPy

The sheath model in this work is a combination of the Debye sheath (when present)

and Chodura sheath. The Debye sheath is modeled in the standard form (see Stangeby90)

outlined in Section 2.5.2. The Chodura sheath used is that of Stangeby.37 The highlights
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of this model are discussed in Section 2.5.3. The model takes the form of a Python code

using the equation of the Debye sheath and Chodura sheath. The following parameters are

used as inputs to the code: Te is the electron temperature, Ti is the ion temperature , nbulk

is the bulk electron density, mi is the mass of the main ion species, Bmod is the magnetic

field strength and α is the angle the magnetic field makes with a surface. For incident angles

α that are greater than the critical angle α∗, the Debye sheath is also present. From these

input parameters, the code produces an electron density profile through the sheaths that

can be used for CR modeling. The electron temperature is assumed to be constant in the

sheath region for this model; however, particle simulations would suggest there is a moderate

temperature change but that is not considered here.

The model also requires the velocity of the sputtered tungsten in order to determine the

time that the tungsten spends in the sheath. The tungsten impurity atoms are assumed to

sputter off the surface with ballistic velocity (neutral particles are not affected by magnetic

fields). The velocity is taken to be half the binding energy of tungsten (8.63 eV). While in

reality, there is a distribution in sputtering angle; the model here assumes that all tungsten

is sputtered normal to the tungsten surface. In this model, tungsten spends the minimum

amount of time in the sheath region and thus should be taken as the lower limit of changes to

Collisional radiative coefficients due to the sheath. Variation of the neutral tungsten velocity

(i.e. sputtered angle) is investigated in Figure 5.18. There is no recombination included in

the simulation as recombination rates are small compared to excitation and ionization at

divertor plasma conditions.

ColRadPy allows for the CR equations to be solved time-dependently (Section 3.4.2)

within the grid points of the sheath. The time-dependent solution is then solved for 10 time

points at each density grid. The population of electrons in the neutral tungsten system

is evolved at each density grid point, starting with the ending population of the previous

grid point. Tungsten that is sputtered from the surface is assumed to start in the ground

state; there is experimental evidence of this for neutral molybdenum.63 The impact of
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some population not sputtering into the ground state but into the 7S3 metastable state is

investigated in Section 5.3.2. Tracking the time-dependent change in population in the sheath

differentiates this model from the previous work of Guterl et al.,89 where the population was

assumed to be in steady-state at each grid point. The ending population from the previous

grid point is the starting population in the next grid point.

Figure 5.9: The density profile in the Debye and Chodura sheaths (a), time changing popula-
tion of W 0+ and W 1+ (b). The normalized population of levels that produce intense spectral
lines (c).

An example of the Chodura sheath model is shown in Figure 5.9 for CTH relevant

conditions (Te = 20 eV, ne = 5× 1012 cm−3, Bmod = 0.6 T, α = 12◦). The density profile in

the sheath region is plotted in Figure 5.9 (a) (note that time can be converted to distance

with vw = 2128 m/s). The Debye sheath (blue dashed line) has five grid points while the

Chodura sheath has 15 grid points on a log scale to allow for the steep density gradient to
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be resolved. The last point in the sheath is the entrance to the Chodura sheath from the

bulk plasma. In simulations where not all of the W 0+ has ionized within the sheath, the

simulation is continued using bulk plasma density until at least 99% of the W 0+ has been

ionized.

The ionization of W 0+ is seen in Figure 5.9 (b). At time t = 0, all of the population

starts in the ground state of W 0+ (blue line). As neutral tungsten atoms are ionized, the

W 1+ (orange line) increases in population. Interestingly, population is drained from the

ground state of W 0+ through ionization, but there is also significant population that is

redistributed to other states within W 0+ . This is seen as the difference in the blue and green

lines in Figure 5.9 (b). The large number of metastable states in neutral tungsten causes a

significant percentage of the population to be stored in states other than the ground. This

trend can be seen from the relatively low loss rates in excited levels in Figure 5.6 and the

large number of metastables required to reproduce the full time dependent solution in Figure

5.7.

The different time dynamics of excited states that are populated from the 5D0 ground

state and the 7S3 metastable state can be seen in Figure 5.9 (c). Level 5p65d56p (5P1)

which produces the 255.14 nm spectral line is mainly populated from the ground state (see

Figure 5.2 and Figure 5.5). As a result, the population in this level peaks early in the

simulation. Because all of the population in this model starts in the ground state, time is

needed for population to transfer to the 7S3 metastable state which populates the excited

states indicated by the cyan and olive traces peaking later in time compared to the red

trace. Note that excited states populated from the metastables will emit in a higher electron

density region compared with lines populated mainly from the ground state.

The model was validated against the work of Guterl et al.,89 which did not consider

time-dependent atomic population effects while considering the density gradient. This could

be checked against our model by assuming steady-state conditions for the CR model. This

simulated model uses an entirely different framework than the analytical formula of Guterl,

137



even ignoring sputtering angle. However, Figure 5.10 (b) shows strong agreement of the

effective S/XB produced by the two methods when compared to original bulk S/XB values

in (a). This Increases confidence in the simulated method of propagating populations through

the sheath region.

5.3.2 Comparison of selected W I S/XB and effective S/XB coefficients

The S/XB method described in detail in Section 3.3.5 is presently the best method for

diagnosing tungsten erosion in real time for both current plasma experiments and future

fusion devices. The W I 400.88 nm line previously discussed in Chapter 5 is currently

the most studied neutral tungsten line for erosion measurements due to large intensity and

its emission at visible wavelengths. However, there are very few measurements of erosion

spanning the plasma Te and ne parameter space of interest to benchmark erosion with the

400.88 nm line. Even more urgent is the need for neutral tungsten CR modeling since there

has been a lack until the work presented here. In this work, the time-dependent effective

S/XB for many of the most intense W I spectral lines will be compared with both the

steady-state bulk S/XB and the steady-state sheath averaged effective S/XB. The UV lines

from Figure 5.2 will be investigated because these lines all have a strong dependence on a

single metastable level. The sheath model used in this section is the same model as that

described in Section 5.3.1 but applied to ITER conditions, (Te = 20 eV, ne = 5× 1015 cm−3,

Bmod = 5.3 T, α = 3.2◦).

Figure 5.11 shows the effective SCD and PEC coefficients versus time using the sheath

model. These two coefficients are integrated over the sheath to get the total number of

ionizations and photons emitted in the sheath. The result of this integration is then used to

produce the time-dependent effective S/XB coefficients seen in Figures 5.13 and 5.14. Note

that these time-dependent effective coefficients are now dependent on the sheath model

used, namely the bulk Te and ne. The impact on the effective time-dependent S/XB due to

variations in the parameters of the Chodura sheath are investigated in Sections 5.3.2.
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The S/XB coefficient is the ratio of the SCD and PEC coefficients. Each of these

coefficients is investigated separately first, in order to eliminate any cancellation due to the

ratio. It should also be noted that the SCD is of interest on its own as it is used in plasma

transport codes such as ERO, so changes in the SCD would have an impact on edge transport

code modeling. The SCD coefficient for W I at 20 eV is plotted as a function of density

in Figure 5.12. The addition of the sheath model decreases the effective density as seen in

Figure 5.9. The SCD coefficient is proportional to electron density so the addition of the

sheath causes a decrease in the SCD coefficient. This is consistent with Figure 5.8 showing

that low densities take a longer time to come to equilibrium.

Effective PECs are shown in Figures 5.13 and 5.14 for the intense UV lines from Figure

5.2 that are dominated by a single metastable level. Additionally, the widely used 400.88 nm

emission line along with the 498.25 nm W I emission line previously observed by Brezinsek

et al.86 are also included. These plots show the difference between bulk CR modeling (blue)

and Chodura sheath modeling both in steady-state (red) and allowing for the time evolution

of W 0+ states (green). Note that the time-dependent effective PEC coefficient has been

integrated through the sheath leaving the coefficient in units of (ph).

The effect of W sputtered velocity on the sheath model

One important input parameter in the Chodura sheath model for sputtering neutral

tungsten is the velocity with which the tungsten atoms leave the surface. For a Thompson

velocity distribution, the most probable velocity for sputtered particles is half the binding

energy (see Behrisch et al.91). In reality, there could be significant variation to the sputtering

velocity dependent on many parameters. As a result, two cases are investigated (v = vw×10,

v = vw × 0.1) here in order to establish a bounds on the S/XB coefficient due to sputtering

velocity.
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The variation of the W I 255.14 nm S/XB due to changes in the sputtering velocity is

shown in Figure 5.17. The steady-state S/XB (non-sheath model) in blue and the steady-

state effective S/XB (Chodura sheath model) in red are plotted alongside the time-dependent

effective S/XB (Chodura sheath model) in green for comparison. While there is an interplay

of CR effects that impact the exact shape of the line, the dashed line corresponding to a

velocity 10 times greater shows a larger S/XB coefficient because at larger velocities the

tungsten atoms spend less time in the low density region of the sheath. The simple picture

of the 255.14 nm S/XB is that at higher electron density (faster velocity spending less time

in the low density sheath) ionization increases giving rise to a larger S/XB. At low electron

densities the SCD decreases, so when the tungsten atoms spend more time in the low density

region (lower velocity) the S/XB decreases. Though the S/XB is also dependent on the PEC,

the PEC will emit in different parts of the sheath depending on sheath parameters, Te and

ne, this causes the non-monotonic behavior of the S/XB (i.e. the oscillations).

The variation to the W I 400.88 nm S/XB due to changing the sputtering velocity is

broadly similar to that of the 255.14 nm and is shown in Figure 5.18; the S/XB is roughly

proportional to the velocity. Here the interpretation is a bit clearer than Figure 5.17. At high

velocities, more time is spent at higher densities leading to more ionization. The increase

in velocity leads to the time-dependent effective S/XB (dashed green line) reproducing the

bulk S/XB (blue) for higher electron densities. The behavior of the of 400.88 nm S/XB is

consistent with the limiting case of large velocity where the tungsten spends no time within

the sheath region and all of the lifetime of the charge state in the bulk plasma. At lower

velocities, the tungsten atoms spend more time in the low density region of the sheath,

leading to less ionization and a decrease in the S/XB coefficient. Again, the 400.88 nm

S/XB is consistent with a slow velocity limiting case where the tungsten spends all its time

in the low density region, emitting many photons before being ionized.
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Figure 5.18: Comparison of W I 400.88 nm S/XB versus ne, at Te = 20 (eV) for various
sputtering velocities (plotted as the dashed lines). The steady-state S/XB is shown in
blue, the steady-state Chodura sheath model S/XB is shown in red and the time-dependent
Chodura sheath model is shown in green. Variations of the sputtering velocity are indicated
as the dash-dot and the dashed lines.
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Effect of initial metastable fraction on the sheath model

When a CR system has reached steady-state for a set of specified plasma parameters

(Te, ne), the populations of all levels including metastable levels are in equilibrium. The

steady-state population of a given level can change substantially with both temperature

and density. Figure 5.19 shows the fractional population in the 7S3 metastable state versus

electron density at multiple temperatures. The decrease in the population of the 7S3 with

electron density can be interpreted in a similar fashion to light systems where population

in metastable levels decreases with increasing electron density. The 7S3 also decreases in

population with temperature; this is because transferring population from the 5D0 ground

state requires a spin changing transition. Rate coefficients for spin changing decrease rapidly

with increasing electron temperature, making them most effective when the temperature is

low and not effective at higher temperatures.

The model described in Section 5.3.1 assumes that neutral tungsten is sputtered from

a surface in the ground state. While there is experimental evidence this happens in neutral

molybdenum from Marenkov et al.,63 it is quite possible that some fraction of sputtered

tungsten starts in a different state. Figures 5.20 and 5.21 investigate the impact of various

fractions of sputtered tungsten in the 7S3 metastable state on the effective S/XB for the

W I 400.88 and W I 255.14 nm lines. In this figure, blue is the bulk S/XB, red is the

steady-state sheath model S/XB and green is the time-dependent sheath model. Note that

the steady-state S/XB sheath model does not depend on initial population as the same

steady-state is reached no matter where the electron population starts. The 400.88 nm line

is mainly dependent on the 7S3 metastable, and the 255.14 nm line is mainly dependent on

the 5D0 ground state. As a result, these two S/XB coefficients should be sensitive to the

relative population in each driving state. The impact of initial metastable fractional on the

S/XB is clear for the 400.88 nm spectral line. The S/XB decreases with increased initial

7S3 population meaning the 400.88 nm line can be populated much earlier in the sheath

because the population does not need to first transfer from 5D0 to the 7S3 to then populate
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Figure 5.19: Steady-state population fraction of the 7S3 level versus electron density at
multiple Te values.
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Figure 5.20: Comparison of the W I 400.88 nm S/XB (blue), steady-state effective S/XB
(red) and time-dependent S/XB (green) at Te = 20 (eV) versus ne while varying the 7S3

metastable fraction. The solid time-dependent line assumes 100% of the neutral tungsten
atoms start in the ground state, the dashed line assumes 0.5% starts in the 7S3, the dashed-
dot line assumes 2% starts in the 7S3 and the dotted line assumes 10% starts in the 7S3.
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the level that produces the 400.88 nm line. This effect is seen clearly in Figure 5.9 where the

population in the level that produces the 255.14 nm emission line (5p65d56p (5P1)) peaks

earlier than the population in the level that produces the 400.88 nm line.
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Figure 5.21: Comparison of the W I 255.14 nm S/XB (blue), steady-state effective S/XB
(red) and time-dependent S/XB (green) at Te = 20 (eV) versus ne while varying the 7S3

metastable fraction. The solid time-dependent line assumes 100% of the neutral tungsten
atoms start in the ground state, the dashed line assumes 0.5% starts in the 7S3, the dashed-
dot line assumes 2% starts in the 7S3 and the dotted line assumes 10% starts in the 7S3.

The impact of initial population is not as great on the 255.14 S/XB (Figure 5.21). While

there is a slight increase in the effective S/XB due to the decrease in initial population of

the 5D0, it is not as dramatic as in Figure 5.20 (400.88 nm). The decrease of the initial

5D0 population does not significantly impact the S/XB. This is because even when all of the

sputtered tungsten starts in the 5D0 level, population is redistributed quickly from the ground

state. When all of the population is in the 5D0 level, the system is far from equilibrium.

Figure 5.9 (b) shows that population is quickly removed from the 5D0 and redistributed to

other neutral tungsten levels. The fast decrease in the ground state populations means that
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even when the state starts with 10% less population, the sheath averaged S/XB does not

change significantly. This strongly suggests that the most reliable W I spectral lines for use

in S/XB diagnostics would be those that are populated from the ground, such as the 255.14

nm line. The line identification work of Chapter 4 would suggest there are no strong lines

from this state at visible wavelengths, further motivating the need for UV measurements.

5.4 Comparison of collisional radiative modeling with experimental spectra

from CTH

The Langmuir probe describe in Section 2.5 was designed to obtain simultaneous mea-

surements of low charge state tungsten emission along with local Te and ne. In the non-sheath

collisional radiative model, electron temperature and density are the only two free param-

eters. When a sheath model is considered, other parameters are introduced; however, Te

and ne are still the two most sensitive parameters in the model. Constraining Te and ne

is required to validate the model against CTH plasmas. The spectrometer used for this

analysis is described in detail in Section 2.4. For all of the data taken, the spectrometer

was run at 500 Hz frame rate, and the power supply for the Langmuir probe was swept at

443 Hz. In order to sample different plasma conditions, the tungsten slug with embedded

Langmuir probe was inserted into the plasma between 28-22 cm from the mid-plane for these

experiments (note the plasma is limited at 26 cm).
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Figure 5.22: Spectroscopy data with the tungsten tipped Langmuir probe inserted to 24 cm into CTH is in blue. The skewed
Lorentzian fit to the experimental data is shown in orange.
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Data from the spectrometer is fit using least-squares with a function consisting of an

arbitrary number of skewed Lorentzian functions with a constant offset. The number of

Lorentzians were chosen to be the same as the number of peaks in the spectrum identified

by a peak detecting algorithm. Generally, the data from the spectrometer is fit quite well with

this function. An example fit to the tungsten spectrum is shown in Figure 5.22. The data in

blue corresponds to when the probe is inserted to 24 cm from the CTH mid-plane with the

central wavelength chosen to be 261 nm. The fitted function comprised of skewed Lorentzian

functions with a constant offset is plotted in orange. Generally, there is good agreement

between the data and fitted spectrum. Once the spectrum is fitted, the uncalibrated counts

(proxy for emissivity) for a line can be calculated by integrating over the width of the spectral

line.

Figure 5.23: PEC ratio of W I 255.14 nm and 265.65 nm emission lines plotted as a function
of electron temperature for various electron densities.
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5.4.1 Quantification of uncertainties in coronal line ratios

Uncertainties in the line ratio analysis are simplified because the excited states behave

in a roughly coronal fashion, as can be seen in Figure 5.5 and is further simplified by the fact

that these excited states are dominated by a single metastable level as shown in Figures 5.2

and 5.3. Thus, the uncertainty in the line ratio would have uncertainties in the population

modeling and in the A-values. The upper level in each line radiates overwhelmingly to the

lower level and doesn’t have other strong branches to radiate to. The upper level of the

255.13 nm line radiates 91% to the 5D0 ground state, and the 265.65 nm line radiates 97%

to the 7S3 metastable level. Because each of these lines radiates dominantly to the ground

state or metastable state, the A-value will cancel in coronal line ratio, Equation 3.31. The

line ratio then only dependence on the excitation rates from the ground and metastable.

Ij→i/Il→k ≈
qσ1→j
qσ2→l

(5.2)

The uncertainty in the line ratio then becomes the uncertainty in the two collisional

excitation rate coefficients. The fractional uncertainty in the ratio would then be described

by the equation below.

δI255/I265
I255/I265

≈

√(
δq255
q255

)2

+

(
δq265
q265

)2

(5.3)

If the error on a dipole excitation is assumed to be 10%, the excitation rates for the

two transitions of q5D0→255 and q7S3→265 would lead to an uncertainty on the line ratio of

14%. If an uncertainty of 20% is assumed for each rate, the line ratio ratio would have an

uncertainty of 28%. For the error analysis done in Figure 5.26 an error of 10% on the rates

were assumed because both transitions are dipole transitions.
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5.4.2 Qualification of uncertainty in derived CR coefficients

The unique properties of the neutral tungsten system producing almost coronal PECs

allows for the uncertainty to be easily quantified above. However, assigning uncertainties to

other CR derived coefficients requires the correlation of the uncertainty of all basic rates.

For example, the SCD coefficient depends on the population of each level, and the ionization

rate from each level not just a select few pushing this uncertainty quantification beyond the

scope of this thesis but the process to assess these uncertainties is described.

To quantify the uncertainty of GCR coefficients, an estimate of the uncertainty of each

fundamental atomic rate must be calculated. The uncertainty of fundamental atomic rates

can be estimated by making slight changes to the atomic structure of R-matrix or other

quantum calculation. Once uncertainties are calculated for each rate, CR modeling can

be completed with ColRadPy using Monte Carlo sampling based on the uncertainties of

fundamental rates producing uncertainties for the derived coefficients.

5.4.3 Validating the R-matrix neutral tungsten calculation using comparisons

to CTH experimental data

Validating the electron impact excitation/de-excitation and spontaneous emission rates

from the neutral tungsten R-matrix calculation is challenging. Unlike higher charged sys-

tems, no cross-section measurements are available to compare with the quantum calculations.

While measurements could be made for ionization from the ground state of neutral tung-

sten, many of the experimental facilities that could make these measurements are no longer

funded. In addition, the NIST database has few measurements of neutral tungsten spon-

taneous emission coefficients to compare with. Therefore, the best validation comparisons

must be done in a plasma environment which includes many additional effects that can im-

pact modeling, the largest likely being the sheath model (including the parameter scans done

in previous sections), non-Maxwellian electron distributions and proton collisions. The new
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tungsten dataset is also not complete since non-perturbative rates are still needed for ion-

ization. Ionization in the model uses ECIP (see Section 3.1.2), which also has the potential

to cloud conclusions as these ionization rates are only approximate rates.

The challenges of validating the R-matrix dataset means the best method of bench-

marking the predictions is to compare them with multiple spectral lines. The population of

different levels (therefore spectral lines) will be impacted differently by the underlying plasma

effects (such as sheath conditions). Therefore, by utilizing multiple emission lines (populated

from different metastable states), various effects can be distinguished. The first steps to this

validation are presented here for two different wavelength regions; future experiments can

also expand measurements to the DIII-D tokamak to validate the R-matrix calculation for

different plasma conditions.

An extensive survey could be carried out comparing all of the spectral lines from Table

4.1 to fully benchmark the tungsten collisional radiative model. However, this is not done in

this thesis as there are a significant amount of free parameters in the model that would need

a more detailed treatment than what is provided here. Additionally, a relative calibration

was not available for the UV spectrometer which would eliminate a significant amount of

experimental uncertainty. There is significant attenuation of UV wavelengths in fibers (see

Section 2.2.1). Additionally, the quantum efficiency of the Andor detector is highly peaked

in the UV (see Figure 2.6). The spectrometer grating also has a transmission, however, this

is even more complicated as it depends on grating angle. These effects could significantly

change the relative intensities of lines in the UV wavelength region. As a result of both

the experimental uncertainty and need for significant additional modeling needed, a proof

of principle here is shown for a few relatively strong UV spectral lines close in wavelength.

The wavelength region of Figure 5.22 has a high density of neutral tungsten lines pre-

viously discussed in Section 4.2.1. The ratio of W I 255.14 nm and W I 265.65 nm (see

Figure 4.8 for identifications) will be investigated here as it is temperature sensitive. A line

ratio that is sensitive to temperature allows the model to be validated more thoroughly than
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Figure 5.24: Calculated line ratio of emissivities for W I 255.14 nm and 265.65 nm. The line
in orange is a bulk model and the line in blue uses a sheath model.
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a line ratio that is not sensitive to temperature since line ratios that are not sensitive to

temperature would only validate the spontaneous emission coefficients.

Figure 5.25: Comparison of measured electron temperature from the embedded tungsten
Langmuir probe and from line ratio measurements of the W I 255.14 and 265.65 nm lines
for four different probe depths.

The comparison of W I spectral lines for CTH plasmas did not incorporate a sheath

model. The sheath model can significantly modify calculated CR coefficients at high electron

densities as seen in Figures 5.15 and 5.16 for the S/XB. However, the sheath model only

slightly modifies these coefficients at low electron density. The ratio of calculated emissivities

for the 255/265 nm W I lines behaves similarly as the electron density changes, the ratio is

modified only significantly at high electron density. Figure 5.24 shows the emissivity ratio

for both a bulk model (orange) and a sheath model (blue) versus density. The sheath model
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Figure 5.26: Comparison of measured electron temperature from the embedded tungsten
Langmuir probe and from line ratio measurements of the W I 255.14 and 265.65 nm lines
with error bars from four different probe depths.
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does not modify the line ratio significantly at densities relevant for CTH (∼ 30 eV), therefore

it has not been included in the modeling of CTH plasmas.

The tungsten atomic data used for comparison to CTH is the same as discussed in

Section 5.1.2. The ratio of the 255.14 to 265.65 nm lines has a much stronger dependence

on electron temperature with less dependence on electron density. As a result, this ratio

provides a good comparison with the temperature measurement of the Langmuir probe.

The predicted ratio of the PEC coefficients of the 255.14 to 265.65 nm emission lines is seen

in Figure 5.23. This line ratio, while temperature dependent, is also dependent on metastable

fraction (see Figure 5.2), and the temperature dependence of the line ratio is most likely due

to the metastable fraction also being temperature dependent (see Figure 5.19).
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A sample analysis to obtain temperature and density from the Langmuir probe is shown

in Section 2.5. Figure 5.25 shows a comparison of temperature measurements from the

Langmuir probe and temperature inferred from the 255.14 to 265.65 nm line ratio as the

scattered points. Collisional radiative modeling for the line ratio was completed for the

density measured by the Langmuir probe for each spectrometer exposure. A 1:1 line is

included in the figure.

Uncertainties from both the Langmuir probe measurement and CR modeling are prop-

agated producing Figure 5.26. The uncertainty of the Langmuir probe was estimated using

the standard error method described in Section 2.5.1. As stated before, this method should

be treated as a lower bound on the uncertainty from the Langmuir probe. The uncertainty

in the Langmuir probe is ∼1 eV for most of the sweeps shown here. Uncertainty from the

CR modeling was propagated using method describe in Section 5.4.1. The uncertainty of

from the CR inferred line ratio varies between 4-8 eV increasing with the measured electron

temperature. This is a result of the constant 14.8% uncertainty of the line ratio and the

slope of line ratio with electron temperature seen in Figure 5.27.

Most of the temperature pairs agree within a few eV of each other; representing strong

agreement between the inferred temperature from the line ratio and measurements from the

Langmuir probe, especially considering the limitations of probe measurements as well as

uncertainties in the line ratio diagnostics. The data from the plot is an ensemble of four

different shots at each of the four different probe locations. The scatter about the 1:1 line

has slightly more points below the line suggesting that the inferred temperature from the

line ratio method is systematically lower than the temperature from the Langmuir probe.

Figure 5.28 shows a comparison of temperature from the Langmuir probe and temper-

ature inferred from the 265.65 to 269.57 nm line ratio as the scatter points. While there

is significantly more scatter in Figure 5.28 than Figure 5.25, there is still relatively good

agreement between the temperature measured from the Langmuir probe and temperature

inferred from the line ratio of the W I 265.65 nm and 269.57 nm lines. Some of the scatter
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can likely be attributed to the less intense 266.57 nm line. Collisional radiative modeling for

the line ratio was done at the density measured by the Langmuir probe for each spectrometer

exposure. A 1:1 line is shown as the black line in the figure. The data from the plot is an

ensemble of three different shots for each of the four different probe locations. The density

dependence of the W I 265.65 nm to 269.57 line ratio (seen in Figure 5.28) could also be

playing a part in the scatter of the experimental data.

In summary, this chapter has shown that careful consideration of the populating mech-

anisms for excited states in tungsten, along with time-dependent considerations for the

metastable states in the plasma sheath, is important for building an accurate model to

diagnose tungsten erosion. The atomic data in the model has been benchmarked against

spectroscopic measurements on CTH, and there are a number of parameters that should be

further constrained for accurate sheath modeling (i.e., the percentage of sputtered tungsten

atoms initially in the ground state and the sputtered velocity). High resolution ultravio-

let measurements would allow these parameters to be better determined, as well as giving

information on metastable populations.
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Chapter 6

Conclusion and future work

6.1 Experimental accomplishments

Experimentally, survey spectrometers were installed on both the DIII-D (for the tung-

sten ring experiment) and CTH devices. Custom LabVIEW software was written to control

the spectrometers and store data. The measurements from survey spectrometers were es-

sential in initial neutral tungsten spectral line identification. The survey spectrometers were

also instrumental in identifying wavelength regions of interest for a high-resolution spec-

trometer as well as resolution requirements. The relatively low spectral resolution as well as

throughput of the survey spectrometers made it clear that a high-resolution spectrometer

capable of more throughput was required. To address these experimental requirements, a

new UV optimized high-resolution spectrometer was procured, tested and installed on CTH

and will be installed on DIII-D for a campaign with tungsten tiles in a closed divertor. Cus-

tom software was written in Python to control both the Andor camera and the Princeton

Instruments IsoPlane spectrometer. From collisional radiative modeling, it became clear

that electron temperature and density measurements were needed to constrain the models.

To make local temperature and density measurements, a single tipped Langmuir probe em-

bedded into a tungsten slug was designed and installed on CTH for electron temperature

and density measurements. The new probe provided simultaneous temperature, density and

spectroscopy measurements to constrain the CR modeling as expected. Additionally, this

was the first direct electron temperature measurement in CTH with current drive.

A spectral survey of W and Mo was carried out in CTH measurements from both

the survey and high-resolution spectrometers. The more useful data came from the high-

resolution spectrometer∼200-400 nm, where emission lines from W 0+, W 1+ and W 2+ were
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identified. No spectral lines from W 3+ could be identified within this wavelength range; this

is consistent with a theoretical model which predicts most strong emission lines at vacuum

ultra violet wavelengths (< 180 nm) for that ion. Over 50 W I emission lines were identified

in CTH where theoretical predictions are also available (over 30 of these identified for the

first time in a fusion relevant plasma). In addition to tungsten, many molybdenum spectral

lines were also observed and identified in the UV. As well as providing spectra that can

be used to categorize which Mo spectral lines could be used for future diagnostics, the Mo

spectra also proved to be useful in analysis of the tungsten probe spectra, as the behavior

of background impurity emission lines could be easily observed.

6.2 Theoretical accomplishments

A detailed theoretical investigation of collisional radiative modeling for neutral tungsten

has been carried out. To facilitate the theoretical models required to model neutral tungsten

emission and Generalized Collisional Radiative (GCR) coefficients, a new collisional radiative

code ColRadPy was developed from scratch using Python. ColRadPy was later released to

the plasma community as it filled a need in various research applications. ColRadPy is now

being used in many different areas of plasma research from basic low temperature to high-

temperature fusion relevant plasmas. The ability to solve the collisional radiative system of

equations time dependently makes ColRadPy unique among collisional radiative codes (codes

like ADAS use the quasistatic approximation to solve this system of equations). The time-

dependent feature is potentially required to accurately model the effective S/XB coefficient

as the high electron densities likely would be present in experiments such as ITER.

6.3 Results from neutral tungsten measurements and modeling

There have been multiple advances in understanding the neutral tungsten CR system

by combining new ColRadPy collisional radiative modeling and the new high quality atomic

data that has been generated. The importance of metastable levels in modeling neutral
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tungsten PECs and GCR coefficients was studied in detail for the first time. Most of the

strong tungsten emission lines were shown to be populated by a single metastable level. The

intermediate populating mechanisms for CR systems was described for the first time for

C, Mo and W. This showed that intense W I emission lines are mostly populated by one

excitation from the metastable that dominates the emission rather than being populated from

a variety of excited states. CR modeling has established that the large number of metastables

in neutral tungsten can be attributed to the large number of levels with smaller loss rates

than the ground level. The significant number of metastable levels in conjunction with

intense spectral lines being dominated by a single metastable level makes time-dependent

modeling of metastable levels potentially necessary for neutral tungsten.

While the time required for neutral tungsten to reach equilibrium is directly proportional

to the electron density, fusion plasmas could still have a significant portion of neutral tungsten

emission coming from regions that are not in steady-state due to sheath effects. A simple

model was developed where density gradients near the wall due to the Chodura/Debye

sheath was considered and neutral tungsten sputtered from a surface started in the ground

state. Neutral tungsten was assumed to sputter off the surface with a velocity half the

binding energy for tungsten and coming off perpendicular to the surface. Modeling shows

that for high density plasmas, the sheath averaged effects must be accounted for. Sheath

effects can lead to a modification of the S/XB coefficients that are significantly different

from bulk plasma parameters. The sheath averaged model can produce differences in the

S/XB coefficient of up to an order magnitude. These changes in the S/XB could lead to

erosion measurements that are an order of magnitude different from what would be expected

from calculations that do not account for the plasma sheath. A basic parameter scan of the

sheath model inputs shows that there can be significant modification to the S/XB coefficients

with changes in these parameters (initial velocity and starting metastable state). More

experimental measurements at different bulk plasma conditions are needed to constrain the

169



uncertainty in these free parameters (i.e. what is initial velocity and starting metastable

state).

An experimental measurements of W I emission lines and Langmuir probe data were

then compared to theoretical models. For the density region of CTH, a sheath model was

shown to not be necessary as the addition of a sheath model only lead to ∼5% difference

in calculated values. The line ratio of W I 255.14 nm to 265.65 nm was shown to be in

good agreement between the inferred temperature from experimentally measured line ratio

and collisional radiative theory when compared with the electron temperature measurements

from the Langmuir probe.

6.4 Future work

Future extensions of this work will include the installation of the high-resolution spec-

trometer on the DIII-D tokamak. The new high-resolution spectrometer will be used for

dedicated experiments to test the models developed on CTH; these models will be expanded

to different plasma conditions present in DIII-D. The calculated S/XB can also be compared

with a measured S/XB in DIII-D. The high-resolution spectrometer will also be useful for

erosion and redeposition diagnosis in the SAS-1W campaign which will support other ex-

periments. The next step for the theoretical work is the expansion to W 1+ modeling. The

addition of W 1+ will allow for net erosion and redeposition to be measured spectroscopically

by simultaneously measuring W 0+ and W 1+. Additionally, tungsten could in the future be

tracked through the various charge states to better understand divertor leakage and long

scale transport of tungsten in the divertor region ( tungsten transporting beyond the last

closed flux surface). Error propagation from the basic atomic cross-section through the col-

lisional radiative equations through a Monte Carlo method to the derived coefficients should

also be investigated. This will give more confidence to the uncertainty propagated through

the atomic data. Work on this propagation method is ongoing with He-like systems and

could be applied to the more complicated near neutral tungsten systems.
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Appendix A

ColRadPy Documentation

ColRadPy solves the collisional radiative and ionization balance equations for applica-

tion to fusion, laboratory, and astrophysical plasmas. It produces generalized coefficients

that can be easily imported into existing plasma modeling codes and spectral diagnostics.

The ColRadPy tutorial is presented here from the documentation. The The ColRadPy

repositiory is available at https://github.com/johnson-c/ColRadPy including more detailed

documentation of the code.
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Tutorial
This tutorial will take the user through the basics of atomic data needed for Collisional Radiative (CR)
modeling. The python scripts for these examples can be found in the 'examples' folder.

For a detailed introduction to CR theory see the ColRadPy paper included in the 'user_doc' folder.
Summers 2006 also provides a more detailed overview of CR theory.

Neither the local thermodynamic equilibrium (LTE) or conornal approximations are valid for fusion
plasmas. These plasmas must be modeled with a collisional radiative (CR) model which includes effects
of electron density. Collisional Radiative theory has been updated to included general collisional radiative
(GCR) theory, this is outlined in (Summers 2006).

The tutrial will go over the following major topics

Installing ColRadPy Installing ColRadPy

The atomic data input for colradpy is overviewed in Atomic Data and the ADF04 File

Running ColRadPy will be outlined in Running ColRadPy

Built in post processes in ColRadPy is described in Post processing analysis built in functions

Posted processing for advanced users will be outlined in Post processing analysis advanced

The generalized collisional radiative coefficients will be discussed in Generalized radiative coefficients
(GCRs)

Functionality for advanced users is outlined in Advanced functionality

Ionization balance is outlined in Ionization Balance

Installing ColRadPy
ColRadPy should work with any python 3.6 distribution. However, ColRadPy is only tested with the
anaconda distribution of python 3.6. ColRadPy requires numpy, matplotlib, re, scipy, sys, collections
packages. For local installation of ColRadPy In the 'colradpy' directory.

1 python setup.py build
2 python setup.py install

Colradpy can now be called like anyother package.

1 from colradpy import colradpy #import the colradpy class
2 from colradpy import ionization_balance #import the ionization_balance class

Atomic Data and the ADF04 File
Atomic data is generally made by calculating cross-sections (probablity) of transitions. From these
cross-sections rates are then made by convolving with a maxwellian temperature distriubtion (or some of
distribution) of electron energies with the cross section. The rates produced by this method are what is
used in the CR model.

The ADF04 file format from ADAS that is used to hold atomic rate data for input into the CR model.

Electron Impact De/Excitation
Electron impact excitation and deexcitation is what causes transitions be the ground and excited states
and within excited states. There rates are stored as "effective collisional strengths" in the adf04 file. These
can then be converted to the excitiation and deexcitation rates that are needed for CR modeling.
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Electron Impact Ionization
Electrons can also ionize atoms to the next charge state. Ionization can be stored in the adf04 file as
reduced ionization rates. ColRadPy is also capable of making ECIP ionization rates. ECIP ionization is a
very approximate way of making ionization and should be avoid if possible. Ground and metastable states
generally have calculated ionization rates while excited states generally have rates that are supplimented
with ECIP.

Radative Recombination

Dielectronic Recombination
Dielectronic recombination is the dominant recombination process in many plasmas. Dielectronic
recombination is a two step process. First, there is a resonance capture of a free electron. In this
processes a bound electron gains some energy and the free electron loses some energy. Second, the
atom radiates a phonton.

Three-Body Recombination
Three-body recombination is calculated from using detailed balance from the ionization. In this process,
free electrons and a ion recombine to produce a new ion and one free electron.

Solutions
Once rates from the basic atomic data have been input. ColRadPy can then solve the set of rate
equations known as the collisional radiative equations. There are two ways that ColRadPy can solve the
CR set of equations. The general user will probably be interested in the first way of solving the CR
equations, this is same way ADAS solves the equations. The Quasistatic approximation solves the
equations assuming that excited states do not have time changing populations. It assumes that these
populations and in their equilbrium values with the ground and any metastable levels. This is the way that
ADAS solves the CR set of equations.

ColRadPy is also capable of solving the system of equations time dependently using the matrix
exponentialation method. This solution makes no assumptions of equilbrium time scales for excited states.
This is an excact solution. In equilbrium, the non-quasistatic and quastistic solutions will be the same.

Running ColRadPy
:ref:`ColRadPy <colradpy>` requires multiple inputs from the user to run. The basic quasistatic run will be
discussed first. This should be sufficient for most users. Once the code runs data is store in a dictionary
accessed through the '.data' method. The entries of this dictionary and descriptions are documented
:ref:`here.<colradpy_dict>`

• Atomic data input file - currently this is limitted to an ADF04 file but there is nothing special about it.

• array of metastable levels - This is an array of levels that includes the ground and any levels that
could be considered metastable.

• temperature grid - This is an array of electron temperatures for the calculation in eV.

• Density grid - This is an array of electron densities for the calculation in cm-3.

In this example Be II (Be+) is used because it is a simple system that has a parent ion (the next charge
state) that has a metastable. This allows all of the different functionality to be shown and tested.

1. The module must be executed

2. Input file, temperature, density and metastable inputs defined.

3. Ionization, recombination options chosen default values are true
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There are are highlevel class definitions that a general user can use. These high level definitions will be
shown as well as the more basic definitions that these high level definitions call. A basic user needs to
only care about the high level definitions

Below is an example of running ColRadPy. The user chooses an input adf04 file, temperature and density
grids as well as the number of metastables. If you don't know how many metastables exist only choose
level '0' (the ground) as being metastable. Choices were also made to include ionization and
recombination. Note that metastable levels are only important if the plasma is not in equilbrium. In
equilbrium metastable fraction is set and will not vary for a given temperature and density.

The 'use_recombination' flag when true will use any recombination rates that are included in the adf04 file.

The 'use_recombination_three_body' flag when true will have ColRadPy make and include three body
recombination rates.

Note inorder to have three body recombination there must be some ionization included in the calculation.

The 'use_ionization' flag when true will use any ionization rates that are included in the adf04 file.

The 'suppliment_with_ecip' when true will have ColRadPy make ECIP ionization rates and include these
rates anywhere that there are no ionization rates included in the adf04 file.

Note that ionization should always be included in the calculation even if it is just ECIP. Ionization can
significantly change both absolute values of PECs as well as relative values of PECs.

 1  import sys
 2  sys.path.append('../') #starting in 'examples' so need to go up one
 3  from colradpy_class import colradpy
 4  import numpy as np
 5 
 6  fil = 'cpb03_ls#be0.dat' #adf04 file
 7  temperature_arr = np.linspace(1,100,100) #eV
 8  metastable_levels = np.array([0])   #metastable level, just ground chosen here
 9  density_arr =     np.array([1.e13,4.e14]) # cm-3
10 
11  #calling the colradpy class with the various inputs
12  be = colradpy(fil,metastable_levels,temperature_arr,density_arr,use_recombination=True,
13                use_recombination_three_body = True,use_ionization=True,suppliment_with_ecip=True)
14 
15  be.solve_cr() #solve the CR equations with the quasistatic method

'be' is now a colradpy class that has been solved. There are various methods for getting the data out. Data
that required ColRadPy to solve the CR set of equations is now stored in the 'processed' sub dictionary.
There are many different calls that could be made from the class :ref:`documented here <colradpy>`.

Data from the calculation is now avaible in the '.data' dictionary. Various postpocessing can be done to
now analysis the calcuation.

Post processing analysis built in functions
There are some built in functions avaible for post processing analysis these will of use for the general
user. The basic functions require minimal knowelge of the underlying datastructure. These basic functions
will be overviewed first then a more complex analysis will be presented after.

The theorical spectrum can be plotted describe in Plotting Theorical Spectrum (PEC sticks)

The line ratios versus temperature and density is describe in Plotting PEC ratios
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Plotting Theorical Spectrum (PEC sticks)
The theorical spectral spectrum from the adf04 file can be plotted with the below command. The
parameters are the lists or arrays of the index of the metastable, temperature and density grids.
WARNING Note that wavelengths will not match NIST wavelengths unless the adf04 energy levels have
been shifted to the NIST values. This generally hasn't been done in the past so there are many adf04 files
that don't use NIST energy values.

1    be.plot_pec_sticks([0],[0],[0])

Plotting PEC ratios
Spectral line intenties are functions of both electron temperature and density as well as ion density.
Different spectral lines will have different functional forms on temperature and density. It is therefore
possible to find ratios of spectral lines that are depenended on either temperature or density as the ion
density cancels out. It is then possible to dianose electron temperature and density from line ratios where
the charge state exists in the plasma.

Temperature ratios can be plotted with the below function. The temperature ratio of the two pecs will be
plotted with new figures made for each density and metastable requested. The inputs are the indexes of
pec1, pec2, array of densities and array of metastables

1    be.plot_pec_ratio_temp(0,1,[0],[0])

1    be.plot_pec_ratio_dens([0],[0],[0])

Post processing analysis advanced

Photon emissivity coefficients (PECs)
A theortical spectrum can be made from the PEC coefficients. PEC coefficient are stored in array that has
shape (#pecs,metastable,temperature,density). The code below produces a PEC spectrum for on
temperature and density. The wavelength and pec arrays share the same length.

 1 import matplotlib.pyplot as plt
 2 plt.ion()
 3 met = 0 #metastable 0, this corresponds to the ground state
 4 te = 0 #first temperature in the grid
 5 ne = 0 #frist density in the grid
 6 
 7 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
 8 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.105,right=0.965)
 9 ax1.vlines(be.data['processed']['wave_air'],
10            np.zeros_like(be.data['processed']['wave_air']),
11            be.data['processed']['pecs'][:,met,te,ne])
12 ax1.set_xlim(0,1000)
13 ax1.set_title('PEC spectrum  T$_e$=' +str(be.data['user']['temp_grid'][te])+\
14               ' eV  ne=' + "%0.*e"%(2,be.data['user']['dens_grid'][ne]) + ' cm$^{-3}$',size=10)
15 ax1.set_xlabel('Wavelength (nm)')
16 ax1.set_ylabel('PEC (ph cm$^{-3}$ s$^{-1}$)')
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Often the index of a specific pec is wanted to find its temperature or density dependence. This can be
accomplished in two basic ways.

1. Upper and lower levels of the transitions are known

2. The wavelength of the transition is known

There is a map from transition numbers to pec index levels. .data['processed']['pec_levels'] has the same
order as .data['processed']['wave_air'] and .data['processed']['pecs'].

 1 print(np.shape(be.data['processed']['wave_air']),
 2       np.shape(be.data['processed']['pecs']),
 3       np.shape(be.data['processed']['pec_levels']))
 4 #(320,) (320, 3, 1, 1) (320, 2)
 5 
 6 upper_ind = 7 #ninth excited state
 7 lower_ind = 0  #ground state
 8 
 9 pec_ind = np.where( (be.data['processed']['pec_levels'][:,0] == upper_ind) &\
10                     (be.data['processed']['pec_levels'][:,1] == lower_ind))[0]
11 
12 #plot the temeprature dependence of the chosen pec at first density in the grid
13 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
14 fig.subplots_adjust(bottom=0.15,top=0.93,left=0.105,right=0.965)
15 ax1.set_title('Temperature dependence of line ' +\
16               str(be.data['processed']['wave_air'][pec_ind]) +' nm',size=10)
17 ax1.plot(be.data['user']['temp_grid'],be.data['processed']['pecs'][pec_ind[0],met,:,ne])
18 ax1.set_xlabel('Temperature (eV)')
19 ax1.set_ylabel('PEC (ph cm$^{-3}$ s$^{-1}$)')
20 
21 #plot the density dependence of the chosen pec at first density in the grid
22 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
23 fig.subplots_adjust(bottom=0.15,top=0.93,left=0.125,right=0.965)
24 ax1.set_title('Density dependence of line ' +\
25               str(be.data['processed']['wave_air'][pec_ind]) +' nm',size=10)
26 ax1.plot(be.data['user']['dens_grid'],be.data['processed']['pecs'][pec_ind[0],met,te,:])
27 ax1.set_xlabel('Density (cm$^{-3}$)')
28 ax1.set_ylabel('PEC (ph cm$^{-3}$ s$^{-1}$)')

If the wavelength of a line of interest is known, the index can be found by looking at the wavelength array.
The indices of all pecs that fall within the upper and lower bound of the 'where' statement are returned.
PECs can generally be distinguished by the actual value, large lines that are of interest have much large
PEC values, this can allow

189



1 #want to find the index of Be I line at 351.55
2 pec_ind = np.where( (be.data['processed']['wave_air'] <352) &\
3                     (be.data['processed']['wave_air'] >351))
4 print('Wavelength from file ' + str(be.data['processed']['wave_air'][pec_ind[0]]))
5 #Wavelength from file [351.55028742]
6 print('PEC upper and lower levels '+ str(be.data['processed']['pec_levels'][pec_ind[0]]))
7 #PEC upper and lower levels [[25  2]]

Generalized radiative coefficients (GCRs)
The generalized collsional radiative coefficients are calculated by ColRadPy as well. A description of
these can be found in (Summers 2006), (Johnson 2019). GCR coefficients are often used as inputs to
plasma transport codes. GCR coefficients are also used as inputs to ionization balance calculations which
will be discussed later. This allows for different ionization stages to be linked.

For example, the total ionization from one charge state to the other is defined as the SCD. The total
recombination from a charge state to the charge state of interest is defined as the ACD. This gives the
rate of population transfer from one ionization state to a lower ionization state. The situation for systems
with metastable states requires that the effective ionization and recombination rates be metastable
resolved. In addition, it requires metastable cross coupling coefficients known as QCD and XCD
coefficients.

Generally it is of interest to look at how the GCR coefficients change with some parameter such as
temperature. Plots are shown below of the different GCRs.

A physical description of the GCRs can be helpful in interpreting the meaning behind them.

Metastable Cross Coupling Coefficient (QCD)
The QCD coefficient represents the transfer of population from one metastable state to another within the
ionization state of interest and includes both direct population transfer between metastable states as well
as the transfer via an intermediate excited state.

GCR Ionization Coefficient (SCD)
The total ionization from one charge state to the other is defined as the SCD.
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GCR Recombination Coefficient (ACD)
The total recombination from a charge state to the charge state of interest is defined as the ACD.

Metastable Parent Cross Coupling Coefficient (XCD)
The XCD coefficient represents the transfer of population between metastable states from the ionization
stage just above the stage of interest. Populations in the upper ionization stage can recombine into the
ionization state of interest from one metastable, redistribute through all the states and then ionize back
into a different metastable state of the upper ionization state.

GCR Examples
For this example we will look at Be II this is soley because Be III has two metastable states. This means
that the XCD will have non-zero values. Remeber the call from before for Be I.

 1 import sys
 2 sys.path.append('../')
 3 from colradpy_class import colradpy
 4 import numpy as np
 5 
 6 fil = 'cpb03_ls#be1.dat' #adf04 file
 7 temperature_arr = np.linspace(1,100,20) #eV
 8 metastable_levels = np.array([0,1])   #ground and level 1 chosen to be metastable
 9 density_arr =     np.array([1.e13,8.e13,4.e14]) # cm-3
10 beii = colradpy(fil,metastable_levels,temperature_arr,density_arr,use_recombination=True,
11               use_recombination_three_body = True,use_ionization=True,suppliment_with_ecip=True)
12 beii.solve_cr()

 1 #plotting the QCD
 2 import matplotlib.pyplot as plt
 3 plt.ion
 4 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
 5 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.125,right=0.965)
 6 ax1.plot(beii.data['user']['temp_grid'],
 7          beii.data['processed']['qcd'][0,1,:,0]*1e5,
 8          label = 'metastable cross coupling coefficient 1->2')
 9 
10 ax1.plot(beii.data['user']['temp_grid'],
11          beii.data['processed']['qcd'][1,0,:,0]*1e5,
12          label = 'metastable cross coupling coefficient 2->1')
13 ax1.legend()
14 ax1.set_title('QCD plot')
15 ax1.set_xlabel('Temperature (eV)')
16 ax1.set_ylabel('QCD * 10$^5$ (cm$^{-3}$ s$^{-1}$)')
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 1 #plotting the SCD
 2 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
 3 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.125,right=0.965)
 4 ax1.plot(beii.data['user']['temp_grid'],
 5          beii.data['processed']['scd'][0,0,:,0],
 6          label = 'metastable cross coupling coefficient 1->1+')
 7 
 8 ax1.plot(beii.data['user']['temp_grid'],
 9          beii.data['processed']['scd'][0,1,:,0],
10          label = 'metastable cross coupling coefficient 1->2+')
11 
12 ax1.plot(beii.data['user']['temp_grid'],
13          beii.data['processed']['scd'][1,0,:,0],
14          label = 'metastable cross coupling coefficient 2->1+')
15 
16 ax1.plot(beii.data['user']['temp_grid'],
17          beii.data['processed']['scd'][1,1,:,0],
18          label = 'metastable cross coupling coefficient 2->2+')
19 
20 ax1.legend(fontsize='x-small',loc='best')
21 ax1.set_title('SCD plot')
22 ax1.set_xlabel('Temperature (eV)')
23 ax1.set_ylabel('SCD (ion cm$^{-3}$ s$^{-1}$)')

 1 #plotting the ACD
 2 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
 3 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.075,right=0.965)
 4 ax1.plot(beii.data['user']['temp_grid'],
 5          beii.data['processed']['acd'][0,0,:,0],
 6          label = 'metastable cross coupling coefficient 1+->1')
 7 
 8 ax1.plot(beii.data['user']['temp_grid'],
 9          beii.data['processed']['acd'][0,1,:,0],
10          label = 'metastable cross coupling coefficient 2+->1')
11 
12 ax1.plot(beii.data['user']['temp_grid'],
13          beii.data['processed']['acd'][1,0,:,0],
14          label = 'metastable cross coupling coefficient 1+->2')
15 
16 ax1.plot(beii.data['user']['temp_grid'],
17          beii.data['processed']['acd'][1,1,:,0],
18          label = 'metastable cross coupling coefficient 2+->2')
19 
20 ax1.legend(fontsize='x-small',loc='best')

192



21 ax1.set_title('ACD plot')
22 ax1.set_xlabel('Temperature (eV)')
23 ax1.set_ylabel('ACD (rec cm$^{-3}$ s$^{-1}$)')

 1 #plotting the XCD
 2 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
 3 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.12,right=0.965)
 4 ax1.plot(beii.data['user']['temp_grid'],
 5          beii.data['processed']['xcd'][0,1,:,0],
 6          label = 'metastable cross coupling coefficient 1+->2+')
 7 
 8 ax1.plot(beii.data['user']['temp_grid'],
 9          beii.data['processed']['scd'][1,0,:,0],
10          label = 'metastable cross coupling coefficient 2+->1+')
11 ax1.legend(fontsize='x-small',loc='best')
12 ax1.set_title('XCD plot')
13 ax1.set_xlabel('Temperature (eV)')
14 ax1.set_ylabel('XCD (cm$^{-3}$ s$^{-1}$)')

Determining Populating Mechanisms
One feature unique to ColRadPy is the ability to determine the populating mechanism of levels. This
allows one to see which levels in a calculation are important to modeling the spectral lines of interest. This
allows those that generate the atomic data to know which transitions are required to accurately model
spectral lines. With this new analysis technique, it is possible to identify transitions that are the most
important and allow for complex systems such as high-Z near neutral systems to be simplified.

ColRadPy also allows the user to determine which intermediate levels populate a level of interest withThis
is don if the summation is not carried out from the calculation of the QCD. This allows one to see which
levels in a calculation are important to modeling the spectral lines of interest.

 1 #plotting the populating levels
 2 plt.figure()
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 3 plt.figure();plt.plot(be.data['processed']['pop_lvl'][0,:,0,0,0]/\
 4                       np.sum(be.data['processed']['pop_lvl'][0,:,0,0,0]))
 5 
 6 plt.figure();plt.plot(be.data['processed']['pop_lvl'][0,:,0,10,0]/\
 7                       np.sum(be.data['processed']['pop_lvl'][0,:,0,10,0]))
 8 
 9 plt.figure();plt.plot(be.data['processed']['pop_lvl'][0,:,0,-1,0]/\
10                       np.sum(be.data['processed']['pop_lvl'][0,:,0,-1,0]))
11 
12 plt.legend()
13 plt.xlabel('Level number (#)')
14 plt.ylabel('Populating fraction (-)')
15 
16 #plotting the populating fraction from the ground versus temperature
17 plt.figure()
18 plt.plot(be.data['user']['temp_grid'],
19           be.data['processed']['pop_lvl'][10,0,0,:,0]/\
20           np.sum(be.data['processed']['pop_lvl'][10,:,0,:,0],axis=0))
21 
22 plt.xlabel('Temperature (eV)')
23 plt.ylabel('Populating fraction from ground (-)')

This shows that as temperature increase other excited levels contributed more and more to the first
excited state

This shows that as the temperature increases the ground tributes less to the total population of level 1.
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Advanced functionality

Time dependent CR modeling
ColRadPy is also capable of solving the full collisional radiative matrix time-dependently. This can be
important for systems where there is significant population in many excited states or where ultra fast
timescales need to be considered. Instead of the quasi-static approximation used in Equation 4 where
excited states are assumed to have no population change, the matrix is solved as a system of ordinary
differential equations n (t) = An(t). This method used to solve the system of equations was adapted from
R. LeVeque.

Case in which with and without a source term can be considered in ColRadPy. The case without a source
term can used in a system like a linear machine with views that are transverse to the direction of motion of
the particles.

A source term can be used when the line of sight includes a source of particles. The source term could
also be used to model the pumping of specific levels with LIF.

 1 import sys
 2 sys.path.append('../')
 3 from colradpy_class import colradpy
 4 import numpy as np
 5 import matplotlib.pyplot as plt
 6 
 7 #Time dependent CR modeling
 8 td_t = np.geomspace(1.e-5,.1,1000)
 9 td_n0 = np.zeros(30)
10 td_n0[0] = 1.
11 
12 fil = 'cpb03_ls#be0.dat' #adf04 file
13 temperature_arr = np.array([10]) #eV
14 metastable_levels = np.array([0])   #metastable level, just ground chosen here
15 density_arr =     np.array([1.e9]) # cm-3
16 be = colradpy(fil,metastable_levels,temperature_arr,density_arr,use_recombination=True,
17               use_recombination_three_body = True,use_ionization=True,suppliment_with_ecip=True,
18               td_t=td_t,td_n0=td_n0,td_source=td_s)
19 be.solve_cr()
20 be.solve_time_dependent()
21 
22 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
23 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.1,right=0.965)
24 plt.plot(be.data['user']['td_t'],
25          be.data['processed']['td']['td_pop'][0,:,0,0],
26          label='Ground')
27 plt.plot(be.data['user']['td_t'],
28          be.data['processed']['td']['td_pop'][1,:,0,0],
29          label='level 1')
30 plt.plot(be.data['user']['td_t'],
31          be.data['processed']['td']['td_pop'][-1,:,0,0],
32          label='ion')
33 ax1.legend(fontsize='x-small',loc='best')
34 ax1.set_title('Time dependent solution of CR Be I no source term')
35 ax1.set_xlabel('Time (s)')
36 ax1.set_ylabel('Population (-)')
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This time dependent collisional radiative model shows the time history for all Be I levels and the ground
sate of Be II. This is the non-quasistatic solution, for a light system like Be the which only has one

metastable the quasistatic approximation and non-quastatic solutions will give similiar results it is only
for heavy species such as Mo and W where the quasistatic approximation starts to break down that this

non-quasistatic solution is required.

 1 td_t = np.geomspace(1.e-5,1,1000)
 2 td_n0 = np.zeros(30)
 3 td_n0[0] = 1.
 4 td_s = np.zeros(30)
 5 td_s[0] = 1.
 6 fil = 'cpb03_ls#be0.dat' #adf04 file
 7 temperature_arr = np.array([10]) #eV
 8 metastable_levels = np.array([0])   #metastable level, just ground chosen here
 9 density_arr =     np.array([1.e8]) # cm-3
10 be = colradpy(fil,metastable_levels,temperature_arr,density_arr,use_recombination=True,
11               use_recombination_three_body = True,use_ionization=True,suppliment_with_ecip=True,
12               td_t=td_t,td_n0=td_n0,td_source=td_s)
13 
14 be.solve_cr()
15 be.solve_time_dependent()
16 
17 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
18 fig.subplots_adjust(bottom=0.15,top=0.92,left=0.115,right=0.965)
19 plt.plot(be.data['user']['td_t'],
20          be.data['processed']['td']['td_pop'][0,:,0,0],
21          label='Ground')
22 plt.plot(be.data['user']['td_t'],
23          be.data['processed']['td']['td_pop'][1,:,0,0],
24          label='level 1')
25 plt.plot(be.data['user']['td_t'],
26          be.data['processed']['td']['td_pop'][-1,:,0,0],
27          label='ion')
28 ax1.legend(fontsize='x-small',loc='best')
29 ax1.set_title('Time dependent solution of CR Be I with source term')
30 ax1.set_xlabel('Time (s)')
31 ax1.set_ylabel('Population (-)')
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Time dependent solution with a constant source term of particles in the ground state. This could be
used to model spectra where there is a constant erosion term from the wall. This could also be use to

model level pumping in LIF systems.

Split LS resolved data to LSJ
ColRadPy is able to split PECs from term resolved (LS) into level resolved (LSJ) values. This currently
does put PECs at the NIST wavelengths, a user must do this manually for now. In the future this will be
done automatically using the NIST database.

 1 import sys
 2 sys.path.append('../')
 3 from colradpy_class import *
 4 import numpy as np
 5 
 6 he = colradpy('./mom97_ls#he1.dat',[0],np.array([20]),np.array([1.e13]),use_recombination=False,
 7                use_recombination_three_body = False,use_ionization=True)
 8 
 9 he.solve_cr()
10 he.split_pec_multiplet()
11 
12 wave_8_3 = np.array([468.5376849,468.5757974,468.5704380])
13 ind_8_3 = np.where( (he.data['processed']['pec_levels'][:,0] == 8) & \
14                     (he.data['processed']['pec_levels'][:,1] == 3))[0]
15 
16 wave_6_5 = np.array([468.5407225,468.5568006])
17 ind_6_5 = np.where( (he.data['processed']['pec_levels'][:,0] == 6) & \
18                    (he.data['processed']['pec_levels'][:,1] == 5))[0]
19 
20 wave_7_3 = np.array([468.5524404,468.5905553])
21 ind_7_3 = np.where( (he.data['processed']['pec_levels'][:,0] == 7) & \
22                     (he.data['processed']['pec_levels'][:,1] == 3))[0]
23 
24 wave_9_4 = np.array([468.5703849, 468.5830890, 468.5804092])
25 ind_9_4 = np.where( (he.data['processed']['pec_levels'][:,0] == 9) & \
26                     (he.data['processed']['pec_levels'][:,1] == 4))[0]
27 
28 wave_6_4 = np.array([ 468.5917884, 468.5757080, 468.5884123])
29 ind_6_4 = np.where( (he.data['processed']['pec_levels'][:,0] == 6) & \
30                     (he.data['processed']['pec_levels'][:,1] == 4))[0]
31 
32 
33 wave_468 = np.hstack((wave_8_3,wave_6_5,wave_7_3,wave_9_4,wave_6_4))
34 pecs_468 = np.vstack((he.data['processed']['split']['pecs'][ind_8_3[0]],
35                       he.data['processed']['split']['pecs'][ind_6_5[0]],
36                       he.data['processed']['split']['pecs'][ind_7_3[0]],
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37                       he.data['processed']['split']['pecs'][ind_9_4[0]],
38                       he.data['processed']['split']['pecs'][ind_6_4[0]]))[np.argsort(wave_468)]
39 wave_468 = wave_468[np.argsort(wave_468)]
40 
41 
42 
43 plt.figure()
44 plt.vlines(wave_468,np.zeros_like(wave_468),pecs_468[:,0,0,0])

Ionization Balance
An ionization balance can be used to get the relative abundances of charge states in a given species. The
relative populations of charge states are solved using the GCR coefficient that are calculated from the CR
set of equations. A matrix similiar to the CR matrix is assembled using the GCR rate coefficients. The
QCD rates transfer population between metastable states in one ionization stage. SCD is the ionization
from one charge stage to the next. ACD is the recombination from one charge stage to the previous stage
and the XCD is population transfer between metastable states through the next charge state.

ColRadPy is capable of preforming time dependent as well as time independent ionization balance
calculations. The values for time independent ionization balance are solved by looking at the sencond
longested lived eigenvalue of the system. The equations are then solved at eight times this value ensure
that equilbrium of the system has been reached.

An example of the ionization balance code is run for Be from the example 'example/ion_bal.py'. First for a
time dependent case and then for a time independent case. In the plot of the time dependent abundances
are shown as the solid lines and the time independent limits are shown as the dashed lines.

 1 import sys
 2 sys.path.append('../')
 3 from colradpy_class import colradpy
 4 import numpy as np
 5 import matplotlib.pyplot as plt
 6 from ionization_balance_class import ionization_balance
 7 
 8 #the adf04 files
 9 fils = np.array(['cpb03_ls#be0.dat','cpb03_ls#be1.dat','be2_adf04','be3_adf04'])
10 temp = np.linspace(5,100,5) #temp grid
11 dens = np.array([1.e11,1.e14]) #density grid
12 metas = [np.array([0,1]),np.array([0]),np.array([0,1]),np.array([0])]#number of metastable
13                            #this should match the metastables at the top of the adf04 file
14                            #this information is used to calculate the QCD values
15                            #without it only the SCD, ACD and XCD for a species will be calculated
16 
17 time = np.linspace(0,.01,1.e4)
18 
19 ion = ionization_balance(fils, metas, temp, dens, keep_species_data = True)
20 ion.populate_ion_matrix()
21 
22 ion.solve_no_source(np.array([1,0,0,0,0,0,0]),time)
23 
24 ion.solve_time_independent()
25 
26 plt.ion
27 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
28 fig.subplots_adjust(bottom=0.15,top=0.99,left=0.11,right=0.99)
29 ax1.plot(time*1e3,ion.data['pops'][0,:,1,1],label='be0, met0',color='b')
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30 ax1.hlines(ion.data['pops_ss'][0,0,1,1],0,10,color='b',linestyle=':')
31 
32 ax1.plot(time*1e3,ion.data['pops'][1,:,1,1],label='be0, met1',color='g')
33 ax1.hlines(ion.data['pops_ss'][1,0,1,1],0,10,color='g',linestyle=':')
34 
35 ax1.plot(time*1e3,ion.data['pops'][2,:,1,1],label='be1, met0',color='r')
36 ax1.hlines(ion.data['pops_ss'][2,0,1,1],0,10,color='r',linestyle=':')
37 
38 ax1.plot(time*1e3,ion.data['pops'][3,:,1,1],label='be2, met0',color='c')
39 ax1.hlines(ion.data['pops_ss'][3,0,1,1],0,10,color='c',linestyle=':')
40 
41 ax1.plot(time*1e3,ion.data['pops'][4,:,1,1],label='be2, met1',color='m')
42 ax1.hlines(ion.data['pops_ss'][4,0,1,1],0,10,color='m',linestyle=':')
43 
44 ax1.plot(time*1e3,ion.data['pops'][5,:,1,1],label='be3, met0',color='y')
45 ax1.hlines(ion.data['pops_ss'][5,0,1,1],0,10,color='y',linestyle=':')
46 
47 ax1.plot(time*1e3,ion.data['pops'][6,:,1,1],label='be4',color='k')
48 ax1.hlines(ion.data['pops_ss'][6,0,1,1],0,10,color='k',linestyle=':')
49 
50 ax1.legend(fontsize='x-small')
51 
52 ax1.set_xlabel('Time (ms)')
53 ax1.set_ylabel('Fractional Abundance (-)')

The time independent solution as a function of electron temperature is shown below.

 1 temp = np.linspace(2,100,200) #temp grid
 2 ion = ionization_balance(fils, metas, temp, dens, keep_species_data = False)
 3 ion.populate_ion_matrix()
 4 ion.solve_time_independent()
 5 
 6 
 7 fig, ax1 = plt.subplots(1,1,figsize=(16/3.,9/3.),dpi=300)
 8 fig.subplots_adjust(bottom=0.15,top=0.99,left=0.11,right=0.99)
 9 
10 ax1.plot(temp,ion.data['pops_ss'][0,0,:,1],label='be0, met0',color='b')
11 
12 ax1.plot(temp,ion.data['pops_ss'][1,0,:,1],label='be0, met1',color='g')
13 
14 ax1.plot(temp,ion.data['pops_ss'][2,0,:,1],label='be1, met0',color='r')
15 
16 ax1.plot(temp,ion.data['pops_ss'][3,0,:,1],label='be2, met0',color='c')
17 
18 ax1.plot(temp,ion.data['pops_ss'][4,0,:,1],label='be2, met1',color='m')
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19 
20 ax1.plot(temp,ion.data['pops_ss'][5,0,:,1],label='be3, met0',color='y')
21 
22 ax1.plot(temp,ion.data['pops_ss'][6,0,:,1],label='be4',color='k')
23 
24 ax1.legend(fontsize='x-small')
25 
26 ax1.set_xlabel('Temperature (eV)')
27 ax1.set_ylabel('Fractional Abundance (-)')

Thermal charge exchange
Thermal charge exchange here reffers to the process of charge exchange exchange with neutrals
(generally H) that in a maxwellian distribution. Note that this is for charge exchange at the edge of the
plasma and not beam which would have a almost a delta function for the temperature. The rate of thermal
change exchange then depends on the temperature and the density of the neutral specie.

In order to reduce array sizes for code speed, the neutral temperature and density arrays are required to
be the same size as the electron temperature and density. This allow the CX portion to just be added on
as another column (almost like another recombination) instead of needing to make the populations
f(met,Te,ne,Th,nh). When electron temperature and density are run as pairs the neutral tmperature and
density will be urn as a pair.

Error bar analysis from atomic data
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Appendix B

Impurity spectral line identification in CTH

This appendix is broad strokes attempt to identify most of the large impurity lines

observed in CTH. A theoretical spectrum calculated with ColRadPy is over-plot with CTH

data from many known low-Z species in CTH such as B, C, N and O. The level splitting of

low-Z species allows for relatively easy identification as the features often including multiple

lines close in wavelength. The tables were generated from the output of ColRadPy which used

the ADAS recommended data for B, C, N, and O in their respective “ADASX” directories.

These files were split from term resolution (LS) to level resolution (LSJ) after which the

energies were shifted to NIST. Note that this approach will only identify electron dipole

transitions and only those whose levels are identified in NIST.

A number of W I, W II and W III are listed at the end this appendix. These are

possible tungsten lines that either require more work to positively identify (ruling out other

possibilities) or for the case of W I lines that had no corresponding transition in the R-matrix

calculation due to missing configurations.
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Table B.1: C II spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
250.913 2p3(2D3/2) 2s2p2(2P1/2)
251.174 2p3(2D3/2) 2s2p2(2P3/2)
251.206 2p3(2D5/2) 2s2p2(2P3/2)
513.295 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P1/2)
513.328 2s2p(3P)3p (4P5/2) 2s2p(3P)3s (4P3/2)
513.726 2s2p(3P)3p (4P1/2) 2s2p(3P)3s (4P1/2)
513.917 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P3/2)
514.35 2s2p(3P)3p (4P1/2) 2s2p(3P)3s (4P3/2)
514.516 2s2p(3P)3p (4P5/2) 2s2p(3P)3s (4P5/2)
515.109 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P5/2)
657.805 2s23p(2P3/2) 2s23s(2S1/2)
658.288 2s23p(2P1/2) 2s23s(2S1/2)

250 251 252 253 254
Wavelength (nm)

0

5

10

15

20

25

30

35

40

In
te
ns

it
y 
(A
U
)

Figure B.1: CTH comparison to CR C II modeling
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Figure B.2: CTH comparison to CR C II modeling
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Figure B.3: CTH comparison to CR C II modeling
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Table B.2: C III spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
229.687 1s22p2(1D2) 1s22s2p(1P1)
464.742 1s22s3p(3P2) 1s22s3s(3S1)
465.025 1s22s3p(3P1) 1s22s3s(3S1)
465.147 1s22s3p(3P0) 1s22s3s(3S1)
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Figure B.4: CTH comparison to CR C III modeling
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Figure B.5: CTH comparison to CR C III modeling

Table B.3: N II spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
343.714 2s22p3p(1S0) 2s22p3s(1P1)
399.5 2s22p3p(1D2) 2s22p3s(1P1)
460.148 2s22p3p(3P2) 2s22p3s(3P1)
460.715 2s22p3p(3P1) 2s22p3s(3P0)
461.387 2s22p3p(3P1) 2s22p3s(3P1)
462.139 2s22p3p(3P0) 2s22p3s(3P1)
463.054 2s22p3p(3P2) 2s22p3s(3P2)
464.309 2s22p3p(3P1) 2s22p3s(3P2)
489.512 2s22p3p(1P1) 2s2p3(1D2)
566.663 2s22p3p(3D2) 2s22p3s(3P1)
567.602 2s22p3p(3D1) 2s22p3s(3P0)
567.956 2s22p3p(3D3) 2s22p3s(3P2)
568.621 2s22p3p(3D1) 2s22p3s(3P1)
571.077 2s22p3p(3D2) 2s22p3s(3P2)
648.205 2s22p3p(1P1) 2s22p3s(1P1)
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Figure B.6: CTH comparison to CR N II modeling
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Figure B.7: CTH comparison to CR N II modeling
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Table B.4: N III spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
335.398 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P1/2)
335.432 2s2p(3P)3p (4P5/2) 2s2p(3P)3s (4P3/2)
336.58 2s2p(3P)3p (4P1/2) 2s2p(3P)3s (4P3/2)
336.736 2s2p(3P)3p (4P5/2) 2s2p(3P)3s (4P5/2)
337.407 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P5/2)
374.595 2s2p(3P)3p (4S3/2) 2s2p(3P)3s (4P1/2)
375.469 2s2p(3P)3p (4S3/2) 2s2p(3P)3s (4P3/2)
377.103 2s2p(3P)3p (4S3/2) 2s2p(3P)3s (4P5/2)
409.736 2s23p(2P3/2) 2s23s(2S1/2)
410.339 2s23p(2P1/2) 2s23s(2S1/2)
451.088 2s2p(3P)3p (4D3/2) 2s2p(3P)3s (4P1/2)
451.485 2s2p(3P)3p (4D7/2) 2s2p(3P)3s (4P5/2)
451.814 2s2p(3P)3p (4D1/2) 2s2p(3P)3s (4P1/2)
452.356 2s2p(3P)3p (4D3/2) 2s2p(3P)3s (4P3/2)
485.87 2s2p(3P)3d (4F3/2) 2s2p(3P)3p (4D1/2)
485.898 2s2p(3P)3d (4F5/2) 2s2p(3P)3p (4D3/2)
486.717 2s2p(3P)3d (4F9/2) 2s2p(3P)3p (4D7/2)
486.717 2s2p(3P)3d (4F9/2) 2s2p(3P)3p (4D7/2)
487.36 2s2p(3P)3d (4F5/2) 2s2p(3P)3p (4D5/2)
488.414 2s2p(3P)3d (4F7/2) 2s2p(3P)3p (4D7/2)

Table B.5: N IV spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
347.872 1s22s3p(3P2) 1s22s3s(3S1)
348.3 1s22s3p(3P1) 1s22s3s(3S1)
348.493 1s22s3p(3P0) 1s22s3s(3S1)
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Figure B.8: CTH comparison to CR N III modeling
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Figure B.9: CTH comparison to CR N III modeling
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Figure B.10: CTH comparison to CR N III modeling
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Figure B.11: CTH comparison to CR N III modeling
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Figure B.12: CTH comparison to CR N III modeling
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Figure B.13: CTH comparison to CR N IV modeling
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Table B.6: O II spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
371.274 2s22p2(3P )3p(4S3/2) 2s22p2(3P )3s(4P1/2)
372.732 2s22p2(3P )3p(4S3/2) 2s22p2(3P )3s(4P3/2)
374.948 2s22p2(3P )3p(4S3/2) 2s22p2(3P )3s(4P5/2)
394.504 2s22p2(3P )3p(2P3/2) 2s22p2(3P )3s(2P1/2)
397.326 2s22p2(3P )3p(2P3/2) 2s22p2(3P )3s(2P3/2)
398.271 2s22p2(3P )3p(2P1/2) 2s22p2(3P )3s(2P3/2)
406.962 2s22p2(3P )3d(4F3/2) 2s22p2(3P )3p(4D1/2)
406.988 2s22p2(3P )3d(4F5/2) 2s22p2(3P )3p(4D3/2)
407.215 2s22p2(3P )3d(4F7/2) 2s22p2(3P )3p(4D5/2)
407.586 2s22p2(3P )3d(4F9/2) 2s22p2(3P )3p(4D7/2)
441.49 2s22p2(3P )3p(2D5/2) 2s22p2(3P )3s(2P3/2)
441.698 2s22p2(3P )3p(2D3/2) 2s22p2(3P )3s(2P1/2)
463.886 2s22p2(3P )3p(4D3/2) 2s22p2(3P )3s(4P1/2)
464.181 2s22p2(3P )3p(4D5/2) 2s22p2(3P )3s(4P3/2)
464.913 2s22p2(3P )3p(4D7/2) 2s22p2(3P )3s(4P5/2)
465.084 2s22p2(3P )3p(4D1/2) 2s22p2(3P )3s(4P1/2)
466.163 2s22p2(3P )3p(4D3/2) 2s22p2(3P )3s(4P3/2)
467.623 2s22p2(3P )3p(4D5/2) 2s22p2(3P )3s(4P5/2)
672.139 2s22p2(3P )3p(2S1/2) 2s22p2(3P )3s(2P3/2)
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Figure B.14: CTH comparison to CR O II modeling

211



405.0 405.5 406.0 406.5 407.0 407.5 408.0 408.5 409.0
Wavelength (nm)

0

5

10

15

20

25

30

35

40
In
te
ns

it
y 
(A
U
)

Figure B.15: CTH comparison to CR O II modeling
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Figure B.16: CTH comparison to CR O II modeling
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Figure B.17: CTH comparison to CR O II modeling
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Figure B.18: CTH comparison to CR O II modeling
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Table B.7: O III spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
245.497 2s22p(2P )3p(1S0) 2s22p(2P )3s(1P1)
298.378 2s22p(2P )3p(1D2) 2s22p(2P )3s(1P1)
304.299 2s22p(2P )3p(3P0) 2s22p(2P )3s(3P1)
304.71 2s22p(2P )3p(3P2) 2s22p(2P )3s(3P2)
305.928 2s22p(2P )3p(3P1) 2s22p(2P )3s(3P2)
375.47 2s22p(2P )3p(3D2) 2s22p(2P )3s(3P1)
375.723 2s22p(2P )3p(3D1) 2s22p(2P )3s(3P0)
375.988 2s22p(2P )3p(3D3) 2s22p(2P )3s(3P2)
377.403 2s22p(2P )3p(3D1) 2s22p(2P )3s(3P1)
379.127 2s22p(2P )3p(3D2) 2s22p(2P )3s(3P2)
559.225 2s22p(2P )3p(1P1) 2s22p(2P )3s(1P1)
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Figure B.19: CTH comparison to CR O III modeling

214



375 376 377 378 379
Wavelength (nm)

0

10

20

30

40

50

60

In
te
ns

it
y 
(A
U
)

Figure B.20: CTH comparison to CR O III modeling

Figure B.21: CTH comparison to CR O IV modeling
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Table B.8: O IV spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
228.558 2p2(3P )3d(4P3/2) 2s2p(3P)4d (4P1/2)
249.347 2s2p(1P)3p (2S1/2) 2s2p(3P)3d (2P1/2)
249.375 2s2p(3P)3p (4P5/2) 2s2p(3P)3s (4P3/2)
249.927 2s2p(3P)3p (4P1/2) 2s2p(3P)3s (4P1/2)
250.181 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P3/2)
250.773 2s2p(3P)3p (4P1/2) 2s2p(3P)3s (4P3/2)
250.922 2s2p(3P)3p (4P5/2) 2s2p(3P)3s (4P5/2)
251.737 2s2p(3P)3p (4P3/2) 2s2p(3P)3s (4P5/2)
306.343 2s23p(2P3/2) 2s23s(2S1/2)
307.16 2s23p(2P1/2) 2s23s(2S1/2)
338.121 2s2p(3P)3p (4D5/2) 2s2p(3P)3s (4P3/2)
338.121 2s2p(3P)3p (4D5/2) 2s2p(3P)3s (4P3/2)
339.019 2s2p(3P)3p (4D1/2) 2s2p(3P)3s (4P1/2)
339.68 2s2p(3P)3p (4D3/2) 2s2p(3P)3s (4P3/2)
340.97 2s2p(3P)3p (4D5/2) 2s2p(3P)3s (4P5/2)
372.594 2s2p(3P)3d (4F5/2) 2s2p(3P)3p (4D3/2)
372.594 2s2p(3P)3d (4F5/2) 2s2p(3P)3p (4D3/2)
372.903 2s2p(3P)3d (4F7/2) 2s2p(3P)3p (4D5/2)
373.668 2s2p(3P)3d (4F3/2) 2s2p(3P)3p (4D3/2)
373.685 2s2p(3P)3d (4F9/2) 2s2p(3P)3p (4D7/2)

Table B.9: O V spectral lines identified in CTH

NIST Wavelength (nm) Upper Level Lower Level
278.101 1s22s3p(3P2) 1s22s3s(3S1)
278.699 1s22s3p(3P1) 1s22s3s(3S1)
278.985 1s22s3p(3P0) 1s22s3s(3S1)
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Figure B.22: CTH comparison to CR O IV modeling
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Figure B.23: CTH comparison to CR O IV modeling
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Table B.10: Table of W I emission lines observed in CTH along with level identifications
where possible. Spectral lines that were either not in the R-matrix calculation or spectral
lines that came from levels that could not be confidently shifted to NIST energies have “No
ID” for the level identification. The comment column states why the spectral line is included
in the appendix instead of Chapter 4.

NIST Wavelength (nm) Upper Level Lower Level Comment
246.279 5p65d56s (1D2) 5p65d46s2 (5D1) Blend
248.013 5d46s6p (5F2) 5p65d46s2 (5D1) Blend
294.739 No ID No ID Not in WDX
304.969 5d46s6p (3F2) 5p65d56s (7S3) Blend (N V)
306.493 5d36s26p (3G3) 5p65d46s2 (5D2) Blend
308.483 No ID No ID Not in WDX
308.491 5d46s6p (5F2) 5p65d46s2 (5D1) Blend
314.140 No ID No ID Not in WDX
321.556 5d36s26p (5F5) 5p65d46s2 (5D4) Blend
325.966 5d46s6p (5H3) 5p65d46s2 (5D3) Blend
328.220 5d46s6p (1H5) 5p65d46s2 (5D4) Blend (O III)
331.139 No ID No ID Not in WDX
332.620 No ID No ID Not in WDX
333.169 5d46s6p (3F4) 5p65d46s2 (3D3) Blend
404.559 5d46s6p (5F2) 5p65d56s (7S3) Blend (Ar II)
407.061 5d46s6p (7P2) 5p65d46s2 (5D1) Blend (O II)
407.436 5d46s6p (7D3) 5p65d56s (7S3) Blend (C II)
410.270 5d46s6p (5D3) 5p65d46s2 (5D4) Blend (N III)

Table B.11: Table of W II emission lines observed in CTH experiments along with level iden-
tifications where possible. Note that the final WD1 calculation has not yet been completed,
this might more confidence in these W II emission lines.

NIST Wavelength (nm) Upper Level Lower Level Comment
257.144 5d4(5D)6p (6F5/2) 5d4(5D)6s (6D5/2) WD1 not strong
265.803 5d4(5D)6p (6F3/2) 5d4(5D)6s (6D3/2) WD1 not strong
266.433 5d4(5D)6s (6H1/2) WD1 not strong
269.771 5d4(5D)6s (6D3/2) WD1 not strong
276.426 5d4(5D)6s (6D1/2) WD1 not strong
277.650 WD1 not strong
364.141 WD1 not strong
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Figure B.24: CTH comparison to CR O V modeling

Table B.12: Table of W III emission lines observed in CTH experiments along with level
identifications where possible and confidence.

NIST Wavelength (nm) Upper Level Lower Level Comment
203.761 No Calculation
207.835 No Calculation
209.465 No Calculation
215.216 No Calculation
216.090 No Calculation
216.379 No Calculation
219.305 No Calculation
223.125 No Calculation
225.601 No Calculation
227.045 5d3(4F)6p (5F2) 5d3(4P)6s (5P1) No Calculation
257.957 5d3(4F)6p (5F5) 5d3(2H)6s (3H4) No Calculation
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Appendix C

Hardware drawing and descriptions

C.1 Spectrometer control software and calibration

The spectrometer is controlled with the Python code spec save.py.

This in addition to making calls the individual classes to control the Isoplane 320 spec-

trometer (spec mono.py) and the Andor Newton 920 camera (spec cam.py), the class stores

all relevant data for the spectrometer, camera and spectral data. The script can be run in

two different operational modes. First, the spectrometer can be controlled from a interactive

Python prompt. This operational mode would generally be used for alignment or operation

where user input needed but a trigger is not needed. The second mode runs the spectrometer

in a producer-consumer manner where one thread controls the spectrometer and the other

allows the user to access data as well as change spectrometer parameters. The user is still

able to interact with a Python prompt and all of the data produced from the spectrometer

in the first process. A second process is run in a while loop that loads spectrometer settings

from the specdata dictionary that were modified in the first process and then waits for a

trigger.

C.1.1 Isoplane 320 spectrometer control software

The Acton IsoPlane spectrometer detailed in Section 2.4 can be controlled using Prince-

ton Instruments’ LightField, WinSpec or SpectraSense software. While these programs pro-

vide a prebuilt interface for controlling the spectrometer, they can not be easily integrated

into a custom control program to control both the spectrometer and the Andor camera. The

spectrometer can also be controlled from a computer using serial commands over a USB

interface. A custom python interface has been written to send serial commands over the
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USB interface, this allows the user choose the which of the three gratings to be used, the

central grating position and width of the motorized slit.

The spectrometer wavelength window is changed with the GOTO command.27 This

command specifies the central wavelength at the output of the spectrometer. The command

allows the user to choose the wavelength for a wavelength window. The GOTO command

accepts destination wavelength in nm as a floating number with precision up to three digits

after the decimal.

C.1.2 Andor Newton 920 control software

The Andor Newton 920 camera detailed in Section 2.4.2 is controlled via a USB inter-

face through the Andor Software Development Kit (SDK). The SDK gives access to camera

control through the dynamic link library which can be accessed through a variety of pro-

gramming languages including C++. The SDK does not support Python, however, the C++

libraries can be accessed through Python with the use of Cython. Cython allows Python

like coding practices but is compiled to C++ then automatically wraps the interface code

producing modules that can be called directly from python. Cython facilitates wrapping the

independent C++ interface to the SDK with python modules.

All of the user definable camera settings can be modified though the python interface.

An extensive list of the camera settings is given in the Andor SDK User’s guide92 as well as

detailed functionality of each SDK module. In most operational cases the user will change

the sensor size of the camera, integration time, number of exposures to take within a shot

and trigger operation.

C.1.3 Spectrometer dispersion calibration

The dispersion across the CCD at the exit plan of the spectrometer given a central

wavelength setting (discussed in Section C.1.1) can be calculated with the dimensional pa-

rameters of the spectrometer, dimensional parameters of the CCD, grating grooves/mm,
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slit size and order of diffraction through the spectrometer (for this thesis always first order).

This is calculated with the python script.py. While the calculated dispersion across the CCD

is surprisingly accurate, an experimentally measured correction to the dispersion must be

applied to the spectrometer to obtain wavelength accuracies that are acceptable for spectral

line identification. The a new correction was obtained experimentally for the calculated

dispersion every time the focus of the spectrometer was changed or the spectrometer was

moved.

The experimental correction works by changing the central wavelength of a spectrometer

so that a known spectral line is moved from being centered on pixel 0 to being centered on

pixel 1023. This allow for the difference between the calculated position of the spectral line

in pixels and experimental measured position of the spectral in pixels to be measured. The

process for a few steps is shown in Figure C.1.

After this process has been run, a quadratic function is fit to the difference between the

calculated and measured wavelength positions versus pixel number of the CCD. A quadratic

function was chosen because it is the simplest function that looks like experimental data.

A fit to the difference is shown in Figure C.2. This process can be done with any spectral

known spectral line. The correction at all wavelengths has the same general concave up shape

however, there is a slight wavelength dependence. Depending on the accuracy required for

an experiment, it would best to choose calibration lines that are close to the wavelength

range to be calibrated.
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Figure C.1: Hg spectral feature at 265 nm moved across the CCD by moving the central
wavelength of the spectrometer.
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Figure C.2: Difference between the fitted centroid of the line versus the NIST observed
wavelength value in nm for each central wavelength setting is shown as the blue scatter
points. The quadratic fit to the scatter points is the red line. The correction to the calculated
dispersion is then a function of CCD pixel number
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