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Abstract 

 

Fundamental understanding of the heat generation process of lithium-ion batteries during 

operations is crucial for securing lifespan and safety by the cost-effective and efficient design of 

thermal management systems. Heat generation rate (HGR) of lithium-ion batteries varies at 

different operation conditions, such as charge and discharge rates, state of charge (SOC), 

temperatures and degradation conditions. In the first part of this work, a low-cost and high-

performance multifunctional calorimeter is firstly developed. The calorimeter uses the 

thermoelectric assemblies (TEAs) as hardware and accompanied with a feedback loop, which 

enables the dynamic measurement of HGR and the active temperature control. The HGR 

performance of a large format lithium-ion cells is measured and compared as a function of charge 

and discharge rates, SOC, temperatures and degradation conditions, and the associated energy 

efficiency is analyzed. These works are presented as the first and second part of the dissertation. 

The sources of HGR within lithium-ion cells are predominantly classified as reversible heat 

and irreversible heat. The reversible heat is generated by a change in entropy during the 

electrochemical reactions and can be estimated using the entropy coefficient. The irreversible heat 

is caused by the resistances that represent concentration, activation, and Ohmic polarizations. In 

the third part, we developed several novel experimental techniques that facilitate the fast and 

accurate characterization of the two heat source terms, which include (1) accelerated equilibration 

method, (2) hybridized time-frequency domain analysis (HTFDA) method, and (3) improved 

frequency-domain calorimetric method, and (4) wavelet-transform based simultaneous and 

continuous characterization method. The results are compared with those measured by the 
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conventional experimental methods, and show advantages with respect to measurement time and 

accuracy. 

In order to further explore the heat generation mechanism within lithium-ion cells, an 

electrochemical-thermal life model is developed and validated. The electrochemical model 

describes the cell’s internal reaction mechanisms such as the mass transport, charge conservation, 

and electrochemical kinetics; the degradation model describes the aging mechanisms including the 

solid electrolyte interphase (SEI) layer formation and lithium plating; while the associated HGRs 

are modeled by the coupled thermal model. Based on the developed model, the heat generation 

and the associated mechanism can be analyzed for both fresh and aged cells. This work is presented 

in the fourth part of the dissertation. 

As a closing work to the dissertation, we further proposed an improved battery 

electrochemical model by considering a SOC-dependent diffusion coefficient lithium ions in 

cathode. The model has been validated to show a drastic increase of the accuracy in predicting the 

terminal voltage, while maintaining low computational time. The work may provide guidelines for 

further improvement and optimization of the battery model. 
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Chapter 1. Introduction 

1.1 Background 

Rechargeable lithium-ion batteries are widely used as an alternative energy storage system 

for pure electric, hybrid, and plug-in electric vehicles (EV, HEV and PEV) because of its high 

energy and power density and long cycling life. When energy is stored and retrieved, heat is 

generated due to charge transport, chemical reactions, and intercalation and deintercalation process 

within the cell. Some of the generated heat is transferred to the ambient environment or a cooling 

system, but the remaining heat generated raises the temperature within the cell, which affects 

overall performance of the battery [1]. Low temperatures decrease speed of electrochemical 

reactions, and increase lithium deposition reaction and consequently increase formation of 

dendrites [2], while high temperatures increase side reaction and accelerate degradation [3] [4]. In 

order to ensure optimal performance and prolong the lifespan of the cells, it is highly recommended 

maintaining the operating temperature between 15 °C and 35 °C [1], which is accomplished by 

thermal management system (TMS). 

Cost-effective and efficient design of the TMS requires prediction or characterization of the 

heat generated at given operating ranges at first, which can be conveyed using thermal models 

or/and measurements, where the experimental time and accuracy of the measurements play the 

pivot role in the design process. The thermal characterization of cells includes measurement of the 

HGR as well as the associate heat source terms [5] [6]. The heat source terms can be divided into 

reversible heat and irreversible heat. The reversible heat is generated from the entropy change that 

takes place during electrochemical reactions, which amount can be estimated by the entropy 

coefficient at a given current and temperature, while the irreversible heat is caused by the internal 
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resistances of the cell owing to the concentration, activation, and Ohmic polarizations [7]. On the 

other hand, the heat generation mechanisms can be analyzed by a physics-based electrochemical-

thermal life model. The electrochemical model describes the cell’s internal reaction mechanisms 

such as the mass transport, charge conservation, and electrochemical kinetics; the degradation 

model describes the aging mechanisms including the solid electrolyte interphase (SEI) layer 

formation and lithium plating; while the associated HGRs are modeled by the coupled thermal 

model. 

1.2 Motivation and objectives 

Currently, the HGR of the lithium-ion batteries is mainly measured by accelerated rate 

calorimetry (ARC) and isothermal heat conduction calorimetry (IHC). Both methods provide 

sufficiently accurate and dynamic measurement results, but the cost of equipment is relatively 

high. In addition, the calorimeters are only for batteries that have a capacity on the order of 1Ah 

to 10Ah, and are limited to measurement at constant ambient temperatures. Conventionally, the 

measurement of entropy coefficient is conducted by the potentiometric or the calorimetric method, 

while the internal resistance of the battery can be measured from V-I characteristics, and EIS 

technique [8]. The measurement of both terms has to be carried out by two different methods, 

which is time-consuming and complicated. 

Therefore, the objective of this dissertation is to develop an experimental method that can 

efficiently characterize the HGR and heat source terms of the lithium-ion battery. In addition, an 

electrochemical-thermal life model for the estimation of the electrochemical and thermal states of 

a battery with high fidelity is required, in order to have a comprehensive understanding of the 
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thermal behavior of large format pouch type lithium-ion battery at various temperature, C-rate and 

degradation conditions.  

1.3 Scholarly contributions and dissertation structure 

In this work, the development of a low-cost multifunctional calorimeter as hardware and the 

associated experimental methods for the characterization of HGR and heat source terms, and the 

establishment of the battery thermal model to explain the measured results could make certain 

scholarly contributions since it provides comprehensive and systematical guidelines for the 

research on the thermal behavior of the lithium-ion cells. In particular, the contributions are: 

 Design of a low-cost and high-performance multifunctional calorimeter that enables 

the accurate and dynamic measurement of HGR. 

 Propose several novel experimental techniques that facilitate the fast and accurate 

characterization of the two heat source terms, which include (1) accelerated 

equilibration method, (2) hybridized time-frequency domain analysis (HTFDA) 

method, and (3) improved frequency-domain calorimetric method, and (4) wavelet-

transform based simultaneous and continuous characterization method. 

 Develop a physics-based electrochemical-thermal life model for the analysis of the 

heat generation mechanism within lithium-ion cells. 

This dissertation is organized as follows.  

 Chapter 1 introduces the research background, motivation and objectives, and 

scholarly contributions.  
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 Chapter 2 includes a brief introduction to the design of a multifunctional calorimeter, 

calibration, and performance analysis, and presents measured HGR result of pouch-

type lithium-ion cells using the developed calorimeter at different charging and 

discharging current, SOC, and temperatures. The associated energy efficiency is 

analyzed. 

 Chapter 3 presents several novel experimental methods for the fast and accurate 

characterization of the reversible and irreversible heat sources. 

 Chapter 4 describes an electrochemical-thermal life model and its validation against 

the experimental data. The HGR mechanisms of the lithium-ion cells are further 

analyzed. 

 Chapter 5 proposed an improved battery electrochemical model by considering a 

SOC-dependent diffusion coefficient lithium ions in cathode, which is validated to 

have increased accuracy while maintaining low computational time. 

 Chapter 6 concludes the dissertation. 

  



 

5 

 

Chapter 2. Design of a multifunctional calorimeter and measurement of heat generation rate 

2.1 Literature review 

A Cost-effective and efficient design of the TMS requires knowledge of the thermal 

properties, temperature, and heat generation behaviors of the cells subject to various operating 

conditions such as charge or discharge rate, SOC, and temperatures [9]. Recently, several studies 

have been conducted to characterize the cell’s heat generation and the associated mechanisms, 

which can be categorized as indirect and direct methods. The indirect methods determine the cell’s 

heat generation from the temperature response by various types of thermal sensors such as 

thermocouples, thermistors, resistance temperature detectors, infrared thermal cameras, et al.[10]. 

Then, the heat generation rate (HGR) and the associated heat source terms are calculated according 

to battery thermal models [11], [12]. The methods do not require extra experimental equipment, 

but the accuracy is heavily dependent upon the accuracy of the thermal model and the associated 

parameters.  

Conversely, the direct methods measure the HGR of a cell using calorimeters, such as 

accelerated rate calorimetry (ARC) and isothermal heat conduction calorimetry (IHC) [13], [14]. 

ARC is used to determine the HGR of 18650 cylindrical can-type lithium-ion cells in an adiabatic 

environment [15], [16], while IHC determines the HGR of cylindrical, coin or pouch type batteries 

at constant temperatures [17], [18]. Both methods provide sufficiently accurate and dynamic 

measurement capabilities, but the cost of equipment is relatively high.  

Recently, several types of low-cost calorimeters have been proposed specifically for the 

measurement of the HGR of large-format pouch type lithium-ion batteries. One of the approaches 

involves wrapping a cell with thermally stable materials and placing it into a constant temperature 
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environment, and the HGR is calculated from the temperature change of the wrapped material 

[19], [20]. Since the temperature of the cell is not actively controlled, the cell’s temperature can 

vary during the tests, which causes errors and in turn decreases the accuracy of the measurements. 

The second one uses heat flux sensors as the core components of the calorimeter to measure the 

cell’s HGR, where the generated heat is pumped out by the water-cooling based cold plate to 

maintain the energy balance [21] [22]. However, the optimization of the mini-channel structure 

within the cold plate becomes an additional challenging issue for the calorimeter setup. The third 

calorimeter uses two thermoelectric modules (TEMs) as a heat pump, accompanied with a closed 

loop controller to regulate the surface temperature of the cell to a set reference, where the HGR is 

directly estimated by a Kalman filter with a simplified heat transfer model of the TEM [23] [24]. 

Since the tuning parameters for the model are calibrated at a constant temperature, it produces 

errors when ambient temperature fluctuates. Therefore, a new calorimeter should be designed for 

pouch type cells that minimizes the effects of heat generations in battery on the measurements, 

and calibrated to decouple the effect of ambient temperature variation. 

2.2 Design of calorimeter for heat generation measurement 

Since the heat generation in a battery dynamically changes during operation, and the 

temperature inside the cell tends to follow the heat generation, the accurate measurement of heat 

generation is very challenging because the individual heat source terms are a function of the 

temperature changes. In addition, the calorimeter needs to accommodate various packaging and 

format sizes typical of large capacity cells. Under those considerations, two Direct-to-Air 

thermoelectric assemblies (TEAs) are selected for a large format pouch cell type battery that 

function as a heat pump in the calorimeter, where the amount of heat flux is controlled by a bipolar 

power supply [25]. The surface temperature of the cell is measured using thermocouples and fed 
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back to the controller to compare with a reference temperature. The error is compensated by this 

controller, which controls a bipolar power supply. Ideally, the output of the controller should match 

any disturbances at a constant reference. In this calorimeter, the HGR is regarded as the disturbance 

and is equal to the output of the controller, allowing for the TEAs to remove the heat generated by 

the battery cell under operation.  

2.2.1 Modeling 

Figure 1(a) shows the schematic diagram of a single TEA that consists of metal plates, foam, 

heat sink, fan and thermoelectric modules (TEMs). The TEMs work based on the Peltier effect. 

When a current flows through the TEM, there is a temperature gradient formed between two sides 

that drives the heat from one side to the other, which is denoted as the heat pump rate (
pumpQ ), 

whose polarity and magnitude is dependent upon the polarity and magnitude of the current. 

However, the exact relationship of both quantities should consider several other thermal effects 

such as Thomson effect, Joule effect, and heat conduction [26], which is modeled to estimate the 

accurate HGR as an output variable of the controller. Under the assumption that the heat generated 

by Thomson effect is negligible [24], the actual heat pump rate of the TEM is expressed as: 

 2

2 3 20.5pump TEM TEM TEMQ I T I R K T T     (1) 

, where α is the Seebeck coefficient, ITEM is the input current, RTEM is the Ohmic resistance, 

K is the thermal conductance, and T2 and T3 denote the temperatures at the cold and hot side of the 

TEM, respectively. 

In addition, there is a metal plate between the battery and the TEM that acts like a heat bridge 

and serves to efficiently conduct the generated heat from one side to the other. In this design, the 
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heat conduction process within the metal plate is simplified as one-dimensional heat conduction 

along the thickness direction, which is described by: 

2

2

1 T T

t x

 


 
; 

Boundary condition: 
0

in

x

QT
k

x A


 


, 

pump

x d

QT
k

x A


 


; 

Initial condition:   00T t T   

(2) 

, where α is the thermal diffusivity, k is the thermal conductivity, A is the contact area, x is 

the Cartesian coordinate across the cell, and t is the time. 

2.2.2 Temperature control and HGR estimation using Kalman filter 

Figure 1(b) shows the block diagram of the calorimeter that includes a temperature control 

loop and a HGR estimator loop.  

In the temperature control loop, the averaged surface temperature of the cell (T1) is measured 

and compared with the input reference value (Tref), and the difference is amplified by linear 

controllers to adjust the input current of TEM, such that the tracking error between T1 and Tref is 

reduced. The term ITEM=f(VTEM) describes the voltage controlled current source of the bipolar 

power supply.  

In the HGR estimator loop, a Kalman filter is employed to estimate 
inQ  as a state and 

suppress the white noise present in the temperature measurement. A discrete-time state-space form 

of the model is obtained from the thermal model in Eq. (2) using the Crank-Nicolson method, and 

then along with Eq. (1) are rewritten in the form of: 
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1k k k k

k k k

X AX BU w

Y CX v

  

 
 

(3) 

Here, Xk is the state vector of the system at time index k, and is expressed as

1 2

T

k inX T T Q   
, Uk is the input of the system 

k pumpU Q , Yk is the output of the system

1kY T , wk and vk represent the process and sensor noises. 

A two-step recursive estimation procedure is utilized, as shown in Figure 1(b). The time 

update is performed to compute the present states from the prior information in conjunction with 

the system model. Then, a measurement update takes place using present measurements to further 

compensate errors in the predicted state caused by the noise in the system. The detailed procedure 

is illustrated in Figure 1(b), where K, Q and R represent Kalman gain, noise covariance of process 

and observation respectively. After each iteration, the estimation of the state 
inQ  is obtained, 

denote as 
ˆ

inQ , which represents the HGR of the cell. 

2.2.3 Calibration 

Calibration of the calorimeter is carried out to determine the parameters of the Eq. (1) and 

(2). In addition, covariance of the Kalman filter should be tuned to optimize the dynamic response 

of the calorimeter. Thus, static and dynamic steps are performed. 

(1) Static calibration 

The term 
pumpQ  in Eq. (1), is a function of T2, T3 and ITEM. T2 is the temperatures at the cold 

of the TEM that can be regarded as a constant at steady state. T3 is the temperature at the hot side 

of the TEM, which cannot be directly measured. However, since the hot side of TEM is next to 
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the heat sink exposed to the ambient, T3 can be expressed as a function of ambient temperature, 

Tamb. Thus, Eq. (1) is modified as follows: 

 ,pump amb TEMQ F T V  (4) 

When the calorimeter is at steady state, 
pump inQ Q , and 

inQ  is the heat generated by a 

programmable heat source, such as a printed circuit board (PCB) with a known resistance. On the 

other hand, Eq.(4) is a nonlinear function that is hard to fit using an input and output data set. 

Therefore, a data-driven approach, artificial neural network (ANN) is employed. 

ANN is a mathematical model composed of several interconnected processing neurons as 

units. The neurons and their connections can be trained with a data set to represent the relations 

between inputs and outputs without the knowledge of the exact information of the system model. 

Figure 1(c) shows a schematic architecture of ANN used for the static calibration, which is a 

multilayer perceptron (MLP) structure. The input vector includes the Tamb and VTEM and the output 

is the
pumpQ . The neurons in both hidden layer and output layer have a sigmoid activation function. 

The training data for the ANN comes from the experimental measurement, which includes 

hundreds of data sets indicating the relationship between Tamb, VTEM and 
pumpQ  that cover all the 

possible testing conditions for the battery, such as the boundaries for HGR and ambient 

temperature fluctuations. The training procedure of the ANN is carried out using a highly efficient 

Neuron by Neuron (NBN) algorithm [27]. As a result, the relationship shown in Eq.(4) is 

excellently fit by the well-trained ANN. The details of the training data collection, training 

procedure, and the performance analysis of ANN can be found in the next section. 

(2) Dynamic calibration 
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Dynamic calibration is used to identify the parameters of Eq. (2) and optimize the covariance 

values of Kalman filter. Different profiles of HGR are produced using a programmable heat source. 

The values of the parameters and the covariance are tuned such that the estimated HGR has a good 

match with that of the programmable heat source in both accuracy and time response.  
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Figure 1. (a) Schematic diagram of thermoelectric assemblies (TEA); (b) block diagram of the 

temperature control and HGR estimation; (c) schematic architecture of an artificial neural 

network for the static calibration. 
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2.3 Experiments 

2.3.1 Cell and test setup 

The cells used for the experiment are commercial LMO-NMC/graphite cells with following 

key specifications: 

 Active materials: LMO (30%) – NMC (70%) for cathode, and graphite for anode, 

 Electrolyte: Solution of LiPF6, 

 Nominal capacity: 25.9Ah, 

 Nominal voltage: 3.65V, 

 End-of-charge voltage, current: 4.15V, 1.25A, 

 End-of-discharge voltage: 2.5V, 

 Dimension: 203mm×154mm×7.2mm. 

A test station is designed to charge and discharge the cell using a DC power supply and an 

electronic load, which are controlled via National Instruments data acquisition (DAQ) system 

along with the LabVIEW software.  

The calorimeter is constructed with two 160W Direct-to-Air thermoelectric assemblies 

(TEAs) as the main bodies that are connected in series. The detailed drawing of the calorimeter is 

depicted in Figure 2(a), where a cell is place between an upper (TEA #1) and a lower TEAs (TEA 

#2), and graphite thermal sheets are used to reduce the thermal resistance between the cell and the 
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TEAs. The TEA is a compact device that has a chilled planar surface that allows for a directly 

thermal coupling to objects to be cooled down. The aluminum metal plate acts like a heat bridge 

and serves to efficiently conduct the heat between the measuring object and the TEM. The heat 

sink with the fan serves to transfer the heat to the environment. Three K-type thermocouples are 

attached to the surface of the cell for measurement of temperature, where two are located near the 

terminal tabs on one side and the third one is at the center of the back side. The TEAs are powered 

by a bipolar power supply controlled by the temperature controller. The controller is implemented 

using LabVIEW, while the thermal model and Kalman filter are coded using MATLAB. The 

maximum range of measurable HGR is 100W with the measurement temperature range from -30 

°C to 35 °C.  

Figure 2(b) shows a photo for the calorimeter. In experiments, the calorimeter is placed in a 

thermal chamber, in which a K-type thermocouple is used to measure the ambient temperature, 

Tamb. The tested cell is powered using two custom designed clamps as shown in Figure 2(c). 
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Figure 2. Calorimeter setup: (a) side view of the calorimeter structure, (b) photo of the 

calorimeter, (c) connection to the clamps and locations of thermocouples. 

 

2.3.2 Experimental procedure 

2.3.2.1 Calibration 

For static and dynamic calibration, a printed circuit board (PCB) is designed that has the 

same dimension as the cell, has a known resistance, and is connected to a voltage controlled current 

source. The total heat generated in the PCB can be programmed using the current source. 

(1) Static calibration 
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The static calibration starts with adjusting the ambient temperature Tamb to the required value, 

T0, and resting for 30 min to get a steady state. Then, a series of pulse currents are applied to the 

PCB to generate the desired heat generation as an input to the calorimeter, as 
inQ , which ranged 

from 0W to 100W. Each current pulse lasts for 10 min to allow the calorimeter to reach an 

equilibrium state where 
pump inQ Q , and then was followed by a 10 min rest period. The 

measurement data 
pumpQ , VTEM, and Tamb within the last 1 min of each pulse tests are collected, 

averaged, and stored.  

The calibration should take all the possible conditions at testing into account, such as the 

boundaries for HGR and ambient temperature fluctuations. Usually, the temperate inside a thermal 

chamber fluctuates around a set reference. Thus, the calibration is repeated at different set 

temperatures with a tolerance of ± 2 °C, where the T0 = -30, -15, 0, 15, 25 and 35 °C. Afterwards, 

ANN is trained. For an example, at T0 =25 °C, the dataset given by the static calibration has 212 

patterns, and each pattern includes values of Tamb and VTEM as an input, and 
pumpQ  as an output. 

The dataset is randomly divided into two separate parts; a training set with 155 patterns and testing 

set with 57 patterns. The training set is applied to train the ANN using the NBN algorithm. The 

maximum number of iterations is set to 5000, and the Sum of Square Error (SSE) is calculated as 

a method to evaluate the training process. The training process is repeated 20 times, and the result 

with minimum SSE (=0.0051) is selected. Figure 3(a) shows the training result of ANN, where the 

x and y axis represents the two input values and the color map represents the value of the output. 

The training result reveals that the cooling power of TEM exhibits a highly nonlinear relationship 

with respect to the control voltage and ambient temperature. 
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To evaluate the performance of the trained ANN, the testing set was applied to the ANN 

model. The heat pump rates predicted by the ANN model are compared with the actual values, 

which is shown in Figure 3(b). The x and y coordinate of the circles denotes the value of Tamb and 

VTEM, the color represents the predicted heat pump rates by ANN, and the numbers beside the 

circles indicate the prediction error. The averaged prediction error for the ANN model is 0.408W.  

 

Figure 3. Static calibration results at 25 °C: (a) training result of ANN and (b) performance 

evaluation. Dynamic calibration results at 25 °C: (c) pulse heat generation profile and (d) 

discharge heat generation profile. 

 

(2) Dynamic calibration 
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Dynamic calibration is carried out using two types of profiles of HGR artificially created by 

a PCB which include three standard pulse profiles and a discharge profile, as shown in Figure 3(c) 

and (d) with the solid blue lines. The first one produces 2W, 4.4W and 9W heat generation pulses 

that last for 3 min. The second one is the similar form of the heat generation profile of a real battery 

during 2C discharge. These two types of profiles are used to find a set of the parameters of the 

calorimeter model and Kalman filter with respect to measurement error of the HGR and the time 

response. The values of the model parameters are set with α = 3.2856×10-6, k = 20 Wm-1K-1and 

the covariance of Kalman filter are Q = 1500, and R = 10-5. The measured HGRs of the calorimeter 

in Figure 3(c) and (d) with the red dash lines show that the averaged absolute measurement errors 

of the two cases are 0.46W and 0.67W, respectively, and the time delay is less than 10s. 

2.3.2.2 Measurement of HGR 

After a cell is placed in the calorimeter and in a thermal chamber, the temperature inside the 

thermal chamber is set to a value, T0, and is held for 30 min before proceeding to allow the system 

to reach equilibrium. Then, the cell is charged or discharge with a given C-rate (A C-rate is the 

amplitude of current needed to fully charge or discharge the theoretical maximum capacity in one 

hour) from an initial state to the end state, and the current, along with the measured voltage, surface 

temperature, and the HGR are recorded. In addition, the C-rate and the temperature are changed 

to quantify effects on the HGRs. Tests to determine effects of the C-rates on heat generation are 

performed at T0=25 °C, where cells were charged or discharged with different C-rates in the 

constant current (CC) mode. The range of SOC considered was varied from 4% to 98% (measured 

by Coulomb counting method), or until the terminal voltage reached the cutoff voltage of 4.15V 

and 2.5V, respectively. The C-rates considered for charging and discharging were 1C, 1.5C and 

2C and C/3, 0.5C, 1C, 2C, 3C and 4C.  
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In order to investigate the effects of temperature on the HGR, cells were charged or 

discharged at 1C within the same operation range, and the temperatures considered were T0=0, 15, 

25 and 35 °C for charging and T0=-30, -15, 0, 15, 25 and 35 °C for discharging. Temperatures 

during charge were kept above 0 °C to avoid the occurrence of the lithium plating side reaction, 

which may have introduced error into the heat generation measurements. 

In addition, the HGR of a cell was measured under dynamic driving test cycles at 25 °C, 

where a power profile for 600s provided by the cell manufacturer was used as an example. In the 

measurement, the cell was fully charged up to 100% SOC at 25 °C, and then overall discharged 

using the ten driving cycles until 15% SOC. 

2.4 Result and discussion 

2.4.1 HGR at different C-rates and temperatures 

The HGR of the cells were measured under different charge and discharge C-rates and 

temperatures. For all cases, the maximum averaged surface temperature fluctuation of the cell was 

less than 0.3 °C. Figure 4(a), (b) and (c) show the measurement results as a function of C-rates 

during charging and discharging at 25 °C. The HGR tends to increase as the current increases. In 

addition, the heat generated during discharging is larger than that seen during the charging, which 

is caused by the endothermal or exothermal process of the reversible heat. On the other hand, the 

irreversible heat source is exothermic regardless of operating conditions. As the current increases, 

the irreversible heat becomes a dominant part of the total heat generated.  

Figure 4(d) and (e) show the HGR at various temperatures during 1C charging and 

discharging. The magnitude of the HGRs is drastically increased when temperature decreases, 
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which is caused by increased Ohmic and SEI resistances, and the charge transfer resistance due to 

the decreased mass transport. Thus, when temperatures decrease, the irreversible heat generation 

increases rapidly.  

However, the magnitudes of the HGR at 25 °C and 35 °C are very similar during charging 

and discharging process, despite the decreased irreversible heat generation. This is due to an 

increased reversible HGR at high temperature conditions. In addition, the shapes of the HGR 

responses are also affected by the temperatures. At low temperatures, the HGR increases 

monotonously. When the cell was charging at 0 °C, the HGR was seen to always be positive, 

indicating an exothermic process, as shown in Figure 4(d) during charging at 0 °C. However, as 

temperature increases, the endothermic process is seen to appear at the beginning of the charge, 

and becoming most prominent at 35 °C. Also in Figure 4(e), as the temperature increases to 35 °C, 

the shape of the heat generation profile becomes a distinct S type. These phenomena indicates an 

increased proportion of reversible heat generation as temperature increases, which can be 

mathematically explained by Eq. (5): 

2OC
total rev irr

dU
Q Q Q I T I R

dT
         

(5) 

,where I, T, OCdU

dT
, and R represent the current, temperature, entropy coefficient and internal 

resistance of the cell. 
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Figure 4. Measurement results of HGRs at different C-rate during (a) charging and (b) (c) 

discharging at 25 °C, and at different temperatures under 1C (d) charging and (e) discharging. 

 

The measurement results under driving cycles at 25 °C are plotted in Figure 5, where Figure 

5(a), (b) and (c) show the applied electric power profile that consists of ten driving cycles, the 

corresponding SOC depletion and HGR, respectively. The HGR of the cell under driving cycles is 

relatively low, where the magnitude is generally smaller than 8W in the 100% -15% SOC range. 

In addition, the overall tendency of the HGR profile shows a V shape at the power profile, where 

HGR between 70% - 50% SOC is less than those at high or low SOC ranges.  
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Figure 5. Measurement results under driving cycles at 25 °C: (a) electric power, (b) SOC and (c) 

HGR. 

 

2.4.2 Analysis of total heat generation and energy efficiency 

When battery is charged or discharged, electric energy is converted to chemical energy or 

vice versa. During this process, heat is generated as an energy loss that affects the energy efficiency 

of the battery. The energy efficiency can be characterized as a ratio of the heat generation to the 

total energy input or output during charging or discharging (pheat) [18] as follows: 
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heat ch total total chp Q E   (6) 

heat dch total total dchp Q E   (7) 

, where Qtotal denotes the total heat generation that is calculated by integrating the HGR over 

time. The term Etotal represents the total energy input and output during charging and discharging 

process. The total input energy during charging (Etotal-ch) is equal to the input electric energy, which 

is obtained by integrating the power at the terminal over time, while for discharging the total 

energy output (Etotal-dch) is the sum of the output electric energy and the heat generation. 

Figure 6(a) and (b) show a comparison of input/output electric energy, total heat generation, 

and pheat at different C-rates at 25 °C. As the C-rate increases, the input and output electric energy 

of the battery during charging or discharging decreases due to the increased overpotentials. 

Conversely, the total heat generation increases because of the increased irreversible heat. However, 

when the cell was discharged at 4C, the total heat generation becomes lower than that at 3C, as 

shown in Figure 6(b.2). This effect was mainly caused by the reduced discharging time or capacity 

at high C-rates. In addition, pheat , as shown in Figure 6(a.3) and (b.3) increases as the C-rate 

increases, which indicates that the proportion of electrical energy lost due to conversion to waste 

heat becomes higher at higher C-rates. 

Similarly, effects of different operating temperatures are plotted in Figure 6(c) and (d). The 

amount of the stored electric energy during charging and the released energy during discharging 

increases as the temperature increases, while the total heat generation decreases when temperature 

increases from 0 °C to 35 °C for charging, and -15 °C to 35 °C for discharging. The main causes 

for these phenomena are attributed to the decreased internal resistance. As temperatures increase, 

overpotentials become smaller and less heat is generated. The total heat generated during 1C 

discharging at -30 °C was nearly 50% less than that at -15 °C, as shown in Figure 6(d.2). For this 
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case, the available capacity at -30 °C (6.38Ah) is much less than that at -15 °C (17.41Ah), which 

results in a reduced discharge time and less heat generated, even with a higher HGR. Figure 6(c.3) 

and (d.3) show the relationship between the pheat and the temperatures. As the temperature 

decreases, the value of pheat increases. Thus, a higher percentage of electric energy is dissipated 

when the operating temperatures are low. In addition, as the subzero temperatures lower, pheat 

drastically increases as temperature further decreases, which indicates that energy efficiency of the 

battery is severely limited in the subzero temperature conditions. 
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Figure 6. Comparison of input and output electric energy, total heat generated, and the 

percentage of energy dissipation 

2.5 Summary 

In this section, we present a new calorimeter working as a heat pump in a control loop is 

developed that enables the measurement of the HGR of large format pouch cell lithium-ion 

batteries, while simultaneously regulating and measuring the cell temperature and a reference 

temperature. Procedures needed for static and dynamic calibrations are also developed and 

successfully implemented. The designed calorimeter is used to measure and analyze the HGR and 

heat source of a 25.9Ah pouch type LMO-NMC/graphite cell as a function of C-rates, SOCs, and 

operating temperatures. Here is a summary of the major outcomes: 
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 Design of an accurate and dynamic isothermal calorimeter with the maximum 

measurement error of 0.67W and the response time of less than 10s. 

 The high C-rates and low temperature affect the irreversible heat generation 

significantly, while the high temperatures mainly affect the reversible heat 

generation. 

 The percentage of heat-induced energy loss, pheat increases at high C-rates and low 

temperatures, indicating that more energy is dissipated. 
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Chapter 3. Characterization of heat source terms 

3.1 Literature review 

The heat generated during the operation of lithium-ion batteries is predominantly produced 

by two heat source terms, reversible heat and irreversible heat. The reversible heat is generated by 

a change in entropy during the electrochemical reactions and can be estimated using the entropy 

coefficient. The irreversible heat is caused by the resistances that represent concentration, 

activation, and Ohmic polarizations. 

In order to understand and predict the reversible heat generation of the battery, the cell’s 

entropy coefficient as a function of state of charge (SOC) should be given. Currently, the entropy 

coefficient for lithium-ion battery is measured using one of two methods: the potentiometric or 

calorimetric method [28].  

The potentiometric method firstly creates an equilibrium state at a given temperature once a 

cell has been discharged to a specific SOC and then relaxed until a specified condition is reached. 

Then, the temperature is increased or decreased, and the corresponding change of the terminal 

voltage is measured. The entropy coefficient is then determined by calculating the slope of the 

open circuit voltage (UOC) vs. temperature (T). Even with decent accuracy, the measurement takes 

a significant amount of time because of the long-lasting relaxation needed to reach equilibration 

in addition to the limited temperature change rate (TCR), which is usually less than 0.5°C/min that 

is required to be within a linear range between UOC and T [28] [29]. Depending on electrode 

chemistries, the measurement time of an entropy coefficient ranges from 10 to 30 hours per SOC 

point, which results in an overall measurement time on the order of 600 hours [30].  
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Alternatively, the calorimetric method uses a calorimeter to determine the entropy 

coefficient. In fact, the calorimeter allows for measurement of the heat generation rate during 

charging and discharging. If the irreversible heat generation rates during charge and discharge 

process are assumed to be identical, the reversible heat source term can be obtained from the 

difference of the measured total heat, and then the entropy coefficient can be determined. 

Compared to the former method, this method requires significantly less measurement time because 

the time-consuming relaxation period is not necessary. However, the achievable accuracy is 

usually lower than that of the potentiometric method because of the inherent inaccuracy of the 

calorimeter, and meanwhile the measurement result is usually an averaged value within the SOC 

range during charging and discharging periods [28][28]. In addition, design of an accurate 

calorimeter is also a challenging issue because of the required calibrations necessary to minimize 

the effects of the heat generated by heat pump and transient responses as a result of the controls 

methodology. 

Recently, several novel techniques have been proposed that reduce the measurement time for 

determination of the change of entropy or the entropy coefficient, while maintaining the accuracy 

of the potentiometric method. One of them is by an electrothermal impedance spectroscopy 

(ETIS), where a sinusoidal current is applied to a cell and the entropy is estimated by analyzing 

the corresponding heat generation rates using Fourier transformation (FT) techniques in the 

frequency domain [31]. This method enables drastic reduction of the measurement time and takes 

only one hundredth of the time compared to the potentiometric method. However, the heat 

generation is not directly measured but estimated using a thermal transfer function between the 

heat generation and the surface temperature of the cell, which requires a significant amount of 

experiments. The potentiometric method is further improved by applying a background correction 
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approach [30], where the drift of relaxation voltage after a discharge is identified and removed, 

which results in a reduced relaxation period. However, the temperature change rate (TCR) for the 

step excitation of the temperature should be lower than 0.5°C /min, which prolongs the overall 

measurement time. 

On the other hand, for the prediction of the irreversible heat, the cell’s internal resistance as 

a function of state of charge (SOC) should be known. Currently, the internal resistance of the 

battery can be measured from V-I characteristics, the EIS technique, as well as hybrid pulse power 

characterization (HPPC) tests [32]. Among the above methods, the EIS test has been widely used 

to extract electrochemical impedance of lithium-ion batteries. The internal resistance is a sum of 

Ohmic resistance, SEI resistance and charge transfer resistance, which is extracted from the 

experimental data with the help of the EIS equivalent circuit model (EIS-ECM) [33]. The 

measurements are repeated at different discrete SOC points and the relationship between the 

internal resistance and SOC is obtained. This method provides relatively accurate measurement 

results, but needs a long testing time because of the time required to reach each equilibrium at a 

given SOC point. 

Therefore, in this section, we propose several novel experimental techniques that facilitate 

the fast and accurate characterization of the two thermal parameters, which include (1) accelerated 

equilibration method, (2) hybridized time-frequency domain analysis (HTFDA) method, and (3) 

improved frequency-domain calorimetric method, and (4) wavelet-transform based simultaneous 

and continuous characterization method. The results are compared with those measured by the 

conventional experimental methods, and show advantages with respect to measurement time and 

accuracy. 
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3.2 Accelerated equilibration method 

In this part, we proposed a new equilibration method for lithium-ion batteries by formulating 

an optimal time control problem using a single-particle based electrochemical model and solving 

the problem [34]. Firstly, the electrochemical model of the lithium-ion battery was developed, and 

validated against the experimental result of a commercial pouch type NMC/Graphite cell. Then, 

constraints for the formulated optimal time control problem were defined. There are two most 

important constraints, the evenly distributed concentration of lithium ions in the solid phase, and 

a target SOC at the end of operation. The cost function includes a minimum time of the operation. 

The optimal problem is solved by employing the direct method. Finally, an optimal-time current 

profile was obtained that was tested with the cell. The time to reach an equilibrium was compared 

with the currently used pulse-relaxation method at different SOCs and temperatures. 

3.2.1 Modeling and optimal time control 

3.2.1.1 Electrochemical model of lithium-ion battery 

The model of the pouch type lithium-ion polymer single cell is approximated by a micro cell 

that has a sandwich structure with three domains between the two current collectors at the end of 

each electrodes: a composite anode, a separator, and a composite cathode. The governing equations 

for the micro cell are listed in Table 1 that describe ion transport and intercalation and 

deintercalation using the principles of diffusion, mass transport, electrochemical kinetics, and 

Ohm's laws. 

Table 1. Governing equations of lithium-ion battery. 

Description Governing equation 



 

31 

 

Ion concentration in electrode 
2

2

1s s
s

c c
D r

t r r r

   
  

     

0

0s
s

r

c
D

r 





 

s

Li

s
s

r R s

c j
D

r a F


 


 

Ion concentration in electrolyte 01eff Lie e e
e

c c t
D j

t x x F

     
   

     

0

0e e

x x L

c c

x x 

 
 

 
 

Potential in electrode 
0eff Lis j

x x




  
  

  
 

0

eff effs s

x x L

I

x x A

 
 

 

 
  

 
 

0

n n s

s s

x L x L Lx x

 

  

 
 

 
 

Potential in electrolyte ln
0eff eff Lie e

D

c
j

x x x x


 

     
     

      
 

0

0e e

x x Lx x

 

 

 
 

 
 

Butler-Volmer equation 


























 






RT

F

RT

F
iaj ca

s

Li expexp0

 

s e U    
 

     0 ,max , ,

a ca

e s s surf s surfi k c c c c
 

   

 

In this study, the electrode of the cell is simplified with the single particle model (SPM) 

scheme [35], which rests on two main assumptions that (1) each electrode is approximated as a 
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spherical particle where the intercalation and deintercalation of lithium ions take place and (2) the 

volume current density maintains uniformly distributed in each domain. The schematic diagram 

of the model setup is shown in Figure 7.  

 

Figure 7. Schematic diagram of the model setup. 

 

The model is solved using the following approaches: (1) the solid-state concentration along 

the radial direction of the particle is numerically solved by finite difference method, (2) the ion 

concentration of electrolyte is approximated using residual grouping method [36], and (3) Bulter-

Volmer equation is linearized by applying Taylor expansion. 

3.2.1.2 Optimal time control problem 

Optimal control techniques provide a powerful tool that facilitates an optimal control 

performance through minimization of a cost function of the system. In this study, our goal is to 

find an appropriate current profile that minimizes the time to get to an equilibrium state when 



 

33 

 

changing a cell to a target SOC from an initial SOC. Consequently, an optimal time control 

problem was formulated based on the electrochemical model of the lithium-ion battery. The 

objective function for minimizing the final time tf is given as follows: 

  0
min 1

ft

f
I t

J dt t 
 

(8) 

 

In fact, relaxation process of a cell is mainly attributed to the assimilation processes of 

lithium ions in the solid phase[37]. Thus, the ion concentration in the solid, cs(r,t) should be 

imposed with a constraint. At the steady state, it remains constant along the radial direction of 

particles in both electrodes. The equilibrium state of the cell is ensured by constraint #1 as follows: 
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, where ε1 and ε2 represent the error tolerance. 

Constraint #2 is imposed to ensure the end SOC of the cell meets the target value. SOC is 

defined as a ratio of the releasable charge capacity to the maximum charge capacity (Qmax), which 

can be expressed using the averaged lithium ions concentration within the solid phase in the 

electrochemical model: 
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, where SOC0 denotes initial SOC, θ=cs,ave/cs,max and the subscript of 100% or 0% denotes 

the states where battery is fully charged (100% SOC) or discharged (0% SOC). From Eq.(10), the 

cs,ave at a target SOC (denotes as SOC*) is expressed as: 

   * *

, ,max 0% 100% 0%s ave sc SOC c SOC       . 
(11) 

 

Thus, the state constraint #2 is imposed by: 
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(12) 

 

In addition, the initial solid phase concentration, output terminal voltage, SOC range and the 

input current limit are considered as other constraints: 

   0

, , ,,0s n s ave nc r c SOC , 

   0

, , ,,0s p s ave pc r c SOC , 

(13) 

 ,min ,maxt t tV V t V  , (14) 

 min maxSOC SOC t SOC  , (15) 

 min maxI I t I  . (16) 

 

A direct solution approach is selected to solve the optimal control problem. The direct 

method allows the optimal control problem to formulate as a nonlinear programming problem 

(NPL), where the state and control variable are approximated by a piecewise constant 
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parameterization [38] [39]. For this case, the input current I(t) is parameterized by a sequence of 

constant current input, Ii, with a fixed time interval. Then, the MATLAB's built-in fmincon 

function is used to obtain the optimal Ii values. 

3.2.2 Model validation and simulation analysis 

3.2.2.1 Model validation 

The electrochemical model with single particle scheme is developed and experimentally 

validated. The cells used for experiments is a large format pouch type NMC622/Graphite lithium-

ion energy cell with following key specifications: 

 Active materials: Li[Ni0.6Mn0.2Co0.2]O2 for cathode and graphite for anode, 

 Nominal capacity: 58Ah, 

 Maximum continuous charge and discharge current: 19.3A (C/3), 

 End-of-charge voltage, current: 4.2V, 3A, 

 End-of-discharge voltage: 2.5V, 

 Dimension: 99.7mm×301.5mm×13.2mm. 

The tested cell was placed in a multifunctional calorimeter [24] that actively controls the 

cell’s temperature at a set value of 25°C. The cell is charged and discharged with constant current 

at C/3 rate, which corresponds to the maximum applicable continuous charge and discharge 

current. The values of the parameters used for validation were listed in Table 2. Experimental and 

simulated terminal voltages are plotted in Figure 8 for comparison, where the voltage responses 
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are in a good match with the experimental data. The root-mean-square error (RMSE) of the voltage 

for charging and discharging are 0.021V and 0.044V, respectively.  

Table 2. Parameters for lithium-ion cell electrochemical model at 25°C 

Parameter Negative electrode Separator Positive electrode Unit 

A 18637  18637 cm2 

δ 8.40×10-3  7.75×10-3 cm 

Rs 1.745×10-3  1.073×10-3 cm 

εs 0.703  0.675  

εp 0.247 0.5 0.243  

cs,max 0.031  0.050 mol cm-3 

ce 0.012 0.012 0.012 mol cm-3 

Ds 2.5×10-10  2.0×10-10 cm2 s-1 

De 2.0×10-6 2.0×10-6 2.0×10-6 cm2 s-1 

σ 1  0.01 S cm-1 

κ 0.057 0.057 0.057 S cm-1 

αa, αc 0.5  0.5  

k 12.9  6.28 (A cm-2)(cm3 

mol-1)1.5 

Rc 1.60×10-3  1.60×10-3 Ω 

Qmax 60.5 Ah 
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Figure 8. Model validatioin by comparison between experimental and simulated terminal voltage 

at C/3 (a) charge and (b) discharge at 25°C. 

 

3.2.2.2 Simulation analysis 

The performance of a typical pulse-relaxation profile and a proposed optimal-time current 

profile is compared and analyzed using the validated model. As an example at 25°C, the initial and 

target SOC are set to 0.497 and 0.447, and the maximum current is limited to ±C/3 (±19.3A) for 

the two profiles. 
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The pulse-relaxation profile is the simplest and most widely used method, where the constant 

current charge or discharge pulse is applied to set the cell to a target SOC and followed with a 

resting period for equilibration. When C/3 discharge is applied for 9 minutes and rested for 50 

minutes, the current and corresponding SOC change, and the variation of the terminal voltage was 

plotted in Figure 9 (a) and (b). 

 

Figure 9. Pulse-relaxation for equilibration. (a) Current profile along with SOC, (b) terminal 

voltage, (c) and (d) average and surface concentration of lithium ion in negative and positive 

electrode particles. 
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the discharging process stops, the voltage increases as the lithium-ion concentration becomes 

evenly distributed throughout the solid phase and reaches a steady state. This can be seen more 

obviously in the response of the surface and average concentration variation in anode and cathode 

particles, as shown in Figure 9 (c) and (d). At the end of discharge, there was a large difference 

between the surface and average concentration, which is reduced by ion flows during the resting 

period, where the surface concentration gradually approaches to the average value. The relaxation 

process has taken more than 50 minutes to reach the equilibrium state. Moreover, the equilibration 

process in anode is observable to be longer than in cathode because of the relatively large radius 

of the particle in anode, which indicates that the long-lasting relaxation time by the pulse-

relaxation profile is mainly caused by redistribution of the lithium ions in anode. 

(2) Optimal-time current (OC) profile 

The optimal current profile was obtained by solving the optimal time control problem, with 

the state and input bounds specified as: 

0 *0.497, 0.447SOC SOC  , 

,min ,max2.5 , 4.2t tV V V V  , 

min max0, 1SOC SOC  , 

min max19.3 , 19.3I A I A   . 

 

The resulting current profile along with SOC, terminal voltage, the surface and average 

concentration in solid phases are plotted in Figure 10 (a), (b), (c) and (d). The current profile 

consists of six consecutive discharge and charge pulses, which is basically similar to the bang-

bang controls. The first five pulses used the maximum discharge/charge current, while the last one 

did a 10-second peak pulse charge with the magnitude of 12.5A. At the end of the pulses, the cell's 
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SOC was reached the target value. In addition, at the end of the applied optimal current profile, 

the terminal voltage does not change over time. Meantime, the surface concentration reaches the 

average value for both anode and cathode and remains constant. This indicates that the cell reached 

an equilibrium state with no need for relaxation. Simulation results have shown that the time 

needed for the OC profile was 28.3 minutes, which reduces 53% of the time taken by the traditional 

PR process. 

 

Figure 10. Optimal-time current profile for equilibration. (a) Current profile along with SOC, (b) 

terminal voltage, (c) and (d) average and surface concentration of lithium ion in negative and 

positive electrode particles. 
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The evolution of lithium-ion concentration along the radial direction in anode and cathode 

particles at different times is plotted in Figure 11 (a) and (b), respectively. Initially, the cell is at 

the equilibrium state, and there are no concentration gradient at anode and cathode. During the 

first pulse discharge, the lithium-ion concentration begins to decrease in anode and at the same 

time increase in cathode, where a rapid change of the concentration takes place at the surface. At 

the end of the first pulse discharge (t = 14.7 min), a steep concentration gradient is formed within 

the solid phase. Then, a pulse charge enables equalization of the lithium-ion distribution. Each of 

the following pulse actions helps reduce the concentration gradient to some extent, and at the end 

of the current profile, t = 28.3 min, the concentration gradient both in anode and cathode becomes 

negligible, which implies that the cell finds itself in the equilibrium state. 
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Figure 11. Simulation result of solid phase lithium ion concentration distribution along the radial 

direction in (a) anode and (b) cathode. 
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3.2.3 Experimental result and discussion 

For evaluation of the performance of the proposed method, the PR profile and the OC profile 

were implemented in a test station with a capability of battery-in-the-loop and applied to the 

aforementioned cell at 25°C. The maximum current for charge and discharge was limited to C/3 

in order to minimize any potential degradation of the cell. The initial SOC was 51.8%, and the 

target SOC was set to 46.8%, which corresponds to a 5% SOC decrement. The current profile, 

corresponding SOC variation, and the terminal voltage are plotted in Figure 12 (a) ~ (c). 

For the PR test, the cell was discharged with C/3 for 9 minutes and then the SOC was set to 

the target value. Conversely, it took three times more time for the optimal-time current profile to 

reach the target SOC. This extra time was consumed to reach the equilibrium state of the ion 

concentration within the particles, which can be seen in the SOC trajectory fluctuating by 

approaching the target value, as shown in Figure 12 (b). For the PR test, the cell was at a non-

equilibrium state after the pulse discharge, where a steep concentration gradient of lithium ions 

was formed within the solid phase, which indicates that a long relaxation time will take. On the 

other hand, since the potential in solid phase is determined by the surface concentration of lithium 

ions, the terminal voltage tends to slowly change along with the redistribution of the lithium ions. 

Figure 12 (c) compares the terminal voltage for the two cases.  

For PR profile, when the current becomes zero, the voltage firstly shows an immediate 

increase due to the Ohmic and charge transfer resistance, and then increases in an exponential 

decaying pattern due to the transport of lithium ions in the solid phase. On the other hand, the OC 

profile ensures a uniform distribution of lithium ions at the end, thus no apparent voltage relaxation 

is observed during the resting. 
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Figure 12. Comparison of experimental results by pulse-relaxation profile and the optimal-time 

current profile at around 50% SOC, 25°C: (a) current profile, (b) SOC variation, (c) terminal 

voltage, and (d) voltage difference between the relaxation voltage and OCV. 
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for PR profile, it takes 55 minutes and 140.5 minutes for the voltage to be relaxed to reach the 

same level of equilibration. 

The total time for the two profiles, calculated as a sum of the time for charge and discharge 

processes and the time for relaxation, are summarized in Table 3. With the given ±1mV error 

bound, the OC profile reduces 55.8% compared to that of the PR profile. To reach the ±0.5mV 

level of the equilibration, the OC profile can reduce the total testing time by 58.3%. In addition, 

the tests aforementioned are repeated with two more identical battery cells. The average percentage 

of saved time by OC than PR is 43.8% and 50.8% at ±1mV and ±0.5mV error bound, respectively. 

Table 3. Time cost for two profiles at 50% SOC at 25°C. 

Type Testing time (min) Percentage of 

saved time 
Charge/Discharge Relaxation Total 

PR (±1mV) 9 55 64 55.8% 

OC (±1mV) 28.3 0 28.3 

PR (±0.5mV) 9 140.5 149.5 58.3% 

OC (±0.5mV) 28.3 34 62.3 

 

3.2.3.1 Effects of different SOCs 

The optimal time control problem is formulated based on the battery model to minimize the 

concentration gradients in both electrodes. In fact, the model used for the calculation of OC profile 

at around 50% SOC and 25°C was validated from 0% to 100% SOC, and the parameters such as 

Rs, cs,max and Ds are assumed to be constant at different SOCs. Under this assumption, the 

concentration gradients and the diffusion velocity should be very similar, except for a shift in the 

magnitude of ion concentration at the applied same current load to the cell at different SOCs. Thus, 
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theoretically, the obtained OC profile should work at different SOCs except for those near 0% and 

100% SOCs, where the terminal voltage may exceed the cutoff voltage during operations. 

Experimental verifications were conducted at around 75% and 25% SOCs. Initially, the cells 

were set at 75% and 25% SOC, and rested for 12 hours at 25°C. Then, both OC and PR profiles 

are applied to the cell to compare each other, which results in a 5% SOC decrease. Figure 13 (a.1)-

(b.1) and (a.2)-(b.2) show the terminal voltage behaviors and a zoom-in view of the voltage 

difference between the relaxation voltage and the OCV, respectively. As shown, the deviation of 

the terminal voltage to the OCV by the OC profile is much smaller than that by the PR profile, 

resulting in an even fast transition to reach the equilibrium state. Table 4 summarizes the total time 

cost taken by the two profiles. The OC profile saves 33.1% ~ 45.2% of testing time than that of 

PR profile at 25% and 75% SOCs. 
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Figure 13. Comparison of experimental results by pulse-relaxation profile and the optimal-time 

current profile at 25°C: (a.1, b.1) terminal voltage, and (a.2, b.2) voltage difference between the 

relaxation voltage and OCV at around 75% SOC and 25% SOC, respectively. 

 

Table 4. Time cost for two profiles at 75% and 25% SOC at 25°C. 

SOC Type Testing time (min) Percentage of 

saved time 
Charge/Discharge Relaxation Total 

75% PR (±1mV) 9 123 132 45.2% 

OC (±1mV) 28.3 44 72.3 

PR (±0.5mV) 9 262 271 33.1% 

OC (±0.5mV) 28.3 153 181.3 

25% PR (±1mV) 9 152 161 41.4% 

OC (±1mV) 28.3 66 94.3 

PR (±0.5mV) 9 370 379 33.2% 

OC (±0.5mV) 28.3 225 253.3 
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3.2.3.2 Effect of different temperatures 

Firstly, the battery model is validated against the experimental data at the two different 

temperatures. The proposed method using the model is implemented and experimentally tested at 

40°C and 10°C. The multifunctional calorimeter is used to control the cell’s surface temperature 

at 40°C and 10°C, respectively, while the cell is being charged and discharged with a constant 

current at C/3 rate. Since the solid phase concentration dominantly determines the relaxation 

process, only the diffusivity of the solid phase is regarded as a function of temperature. The 

updated lithium-ion diffusivities in anode and cathode particles are 1.50×10-9 cm2 s-1 and 1.60×10-

10 cm2 s-1 at 40°C; 2.25×10-10 cm2 s-1 and 7.30×10-11 cm2 s-1 at 10°C. Figure 14 (a.1) and (b.1) show 

the experimental and simulated terminal voltages at 40°C and 10°C, respectively, and the 

corresponding RMSE, where the voltage responses are in a good match with the experimental data.  

Then, similar to the previous case, optimal time control problems were formulated based on 

the validated model and solved to obtain the OC profiles, which are so designed that 5% SOC gets 

decreased. 

In order to evaluate the performance of the OC profile, the tested cell was initially set at 

around 52% SOC and rested for 12 hours at the preset temperature to reach an equilibrium state. 

Current profiles for OC method with red solid line and PR methods with blue solid lines are plotted 

in Figure 14 (a.2) and (b.2), where the cell is discharged with C/3 for 9 minutes to reach the same 

target SOC for the PR profile. The corresponding terminal voltage variations and the zoom-in view 

of the voltage difference between the relaxation voltage and the OCV are plotted in Figure 14 

(a.3)-(b.3) and (a.4)-(b.4), respectively. 
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The total time taken by OC and PR profile at 40 and 10 °C is summarized in Table 5, where 

both of them take almost the same time to reach the ±1mV error bound at 40°C. However, the OC 

profile takes 33.7% less than the PR to reach the ±0.5mV error bound. In addition, the relaxation 

time by both methods at 40°C is shorter than that at 25°C under the same level of the equilibration. 

These two results are due to an increased lithium-ion diffusivity in anode and cathode particles at 

elevated temperatures that leads to decreased ion concentration gradients and fast diffusion 

processes.  

The advantage of fast equilibration of the OC method can also be seen at 0°C, where the 

testing time by OC profile is 78.4% and 52.1% shorter than that by PR profile method with the 

±1mV and ±0.5mV error bound. As the values of solid phase diffusivity drops at lower temperature 

condition, the time to reach equilibrium at 0°C is generally longer than that at 25°C. 

 

0 25 50 75 100 125 150 175
2.5

3.0

3.5

4.0

 Experiment

 Simulation

40°C 

RMSE: 0.027 (CH) 0.037V(DCH)

(a.1)

V
o
lt
a
g
e
 (

V
)

Time (min)

0 25 50 75 100 125 150 175
2.5

3.0

3.5

4.0

 Experiment

 Simulation

10°C 

RMSE: 0.037V (CH) 0.038V(DCH)

(b.1)

V
o
lt
a
g
e
 (

V
)

Time (min)



 

51 

 

 

  

Figure 14. Model validation by comparison between experimental and simulated terminal 

voltage at C/3 charge and discharge at (a.1) 40°C and (b.1) 10°C, respectivley. Comparison of 

experimental results by pulse-relaxation profile and the optimal-time current profiles: (a.2, b.2) 

current profile, (a.3, b.3) terminal voltage, and (a.4, b.4) voltage difference between the 

relaxation voltage and OCV at 40°C and 10°C, respectivley. 

 

Table 5. Times for two profiles at 40°C and 10°C. 
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OC (±1mV) 25 0 25 

PR (±0.5mV) 9 43 52 33.7% 

OC (±0.5mV) 25 9.5 34.5 

10 PR (±1mV) 9 138 147 78.4% 

OC (±1mV) 31.7 0 31.7 

PR (±0.5mV) 9 320 329 52.1% 

OC (±0.5mV) 31.7 126 157.7 

 

3.2.4 Summary 

In this section, an equilibration method for lithium-ion batteries is proposed that significantly 

reduces the settling time needed for a battery cell to reach an equilibrium state when SOC is 

changed from one to a target value. An optimal current profile is obtained using optimal control 

theory along with the electrochemical model. The resulting current profile is implemented in a test 

station, and its performance is tested with a pouch type lithium-ion battery with NMC/graphite 

chemistry. The proposed OC profile at a constant temperature of 25°C reduces up to 55.8% and 

58.3% testing time compared with that by the current PR method dependent upon ±1mV and 

±0.5mV OCV error bounds, while the OC method 10°C and 40°C does up to 78.4% and 33.7% 

testing time, respectively. As a result, the testing time can be significantly reduced regardless of 

operating temperatures. 
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3.3 Hybridized time-frequency domain analysis (HTFDA) method 

In this section, we propose a new method for measurement of the entropy coefficient based 

on a hybridized time-frequency domain analysis (HTFDA) technique [41]. This method is similar 

to the potentiometric method, but a sinusoidal temperature excitation is applied to the cell, and a 

two-step data processing procedure is applied, which includes (1) background correction in the 

time domain, and (2) entropy coefficient determination in frequency domain. In the first step, the 

background correction decouples the relaxation induced voltage offset from the raw UOC data by 

fitting background voltage response with a polynomial equation, which reduces the usual multiple 

hours of relaxation time to approximately 30 min. In the second step, the periodic UOC response is 

analyzed in the frequency domain using a FT, which is then used to determine the value of the 

entropy coefficient in the frequency domain. Due to the performance of the fast Fourier 

transformation (FFT), the applicable equivalent TCR (ETCR) for the exciting step magnitude of 

the temperature can be increased to 2.5°C/min.  

3.3.1 Principle 

Open-circuit voltage (UOC) is the battery terminal voltage specifically at the ideal equilibrium 

state that is given by the difference of equilibrium potentials of two electrodes. The equilibrium 

potential is a function of a stoichiometric number that represents ion concentrations, which is given 

from the Nernst Equation [42]. Subsequently, the UOC varies with SOC, operating temperature, 

and the degree of aging [43]. For a fresh cell, UOC is expressed only as a function of SOC and 

temperature, UOC(SOC,T). When the cell is set to a specific SOC, the UOC should be solely 

dependent upon T. This nonlinear function can be linearized using the Taylor series expansion 

with the first order at a given temperature T0 as follows: 
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(17) 

 

Before measurement of the UOC, the SOC should be set by a charge or discharge current, and 

a new equilibrium of the terminal voltage should be reached, which takes hours or even days of 

relaxation depending on the chemistry and structure of each electrode [30]. The measured terminal 

voltage during the relaxation, Vt (T,t) is expressed by a sum of the UOC and the relaxation induced 

time-dependent offset, v(t) as follows: 

     , ,t OCV T t U T t v t 
 

(18) 

 

, where the effects of side reaction and self-discharge on the terminal voltage and the thermal 

effects such as heat of mixing are presumably negligible at the low currents [48]. Thus, the v(t) 

becomes independent of other side effects and temperature. 

Based on this assumption, combining Eq. (17) and Eq.(18) can yield: 

       0 0, OC
t OC

U
V T t U T v t T T

T


   

  
(19) 

 

The left hand side term in Eq.(19) represents the measured terminal voltage at time t and 

temperature T. The first and second terms in the right side refer to the UOC at a reference 

temperature T0 (reference UOC) and the relaxation induced voltage offset. The last term represents 

the temperature induced UOC change, which contains the entropy coefficient OCU

T




 and 

temperature T.  
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When the temperature changes, the Vt varies as well. When a sinusoidal temperature is 

applied to the cell, the resulting function of the last term should contain the same frequency as that 

of the applied temperature function.  

The FT of a sine function can be expressed with a sum of two Dirac pulses that have a positive 

and a negative frequency fi: 

     sin 2
2

i i i

i
f t f f f f            

 
(20) 

 

When applying a sinusoidal temperature profile to the cell 

   0 sin 2 iT t T T f t  
 

(21) 

 

, where T  represents the amplitude of the temperature change and 
if  represents the 

frequency, the UOC expression in Eq.(19) becomes: 

       0, sin 2OC
t OC i

U
V T t U T v t T f t

T



   

  
(22) 

 

Fourier transformation of Eq. (22) in the frequency domain results in the expression of UOC: 

           0,
2

OC
t OC i i

U i
V T t U T f v t T f f f f

T
  


                     

(23) 

 

According to the superposition principle of the FT, Vt in frequency domain is a sum of all of 

terms. The first term in the right side refers to the UOC(T0) in frequency domain, where UOC(T0) 
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does not vary over time and contains only a DC component. The second term represents the 

frequency response of the relaxation-induced voltage offset. Its FT results in a monotonically 

decreasing function of the frequency that is hard to decompose in frequency domain but is easily 

separated and removed in time domain [30]. Based on these facts aforementioned, a new two-step 

procedure is proposed that combines the time domain analysis with the frequency domain analysis, 

which is called Hybridized Time and Frequency Domain Analysis (HTFDA): 

(1) Time domain analysis for background correction 

Previous study [30] on voltage behaviors during the relaxation period has shown that the 

voltage relaxation occurs rapidly initially and slows down over time, allowing for the response to 

be approximated by a parabolic function in the time domain as follows: 

  2

0 1 2v t a a t a t  
. 

(24) 

 

By subtracting the empirical v(t) from Vt(T,t) in the time domain, the relaxation voltage offset 

term is removed and the remaining voltage changes, UOC
*(T,t) = Vt(T,t)-v(t) reflect the time 

response to the temperature excitation (the last term in the right side of Eq.(22) and Eq.(23) in time 

and frequency domain respectively). The time domain background correction technique works to 

compensate the effect of the long-lasting voltage relaxation for the measurement of entropy 

coefficient, so that the measurement can be performed even at the non-equilibrium state, and thus 

the testing time can be drastically reduced.  

After the background correction in time domain, the expression of Eq.(23) is modified to: 
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(25) 

 

(2) Frequency domain analysis for determination of entropy coefficient 

The entropy coefficient is determined by transforming the measured response in time domain 

to the frequency domain using the FT. The third term in Eq.(23) reflects the contribution from the 

first harmonic fi of the input frequency. When the temperature T is a sinusoidal function, change 

in the UOC(T,t) is also a sinusoidal function with the same frequency. The value of the Fourier 

coefficient of fi of this term contains the expression of entropy coefficient, thus the value of the 

entropy coefficient can be determined by: 
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(26) 

 

, where P(fi) denotes the amplitude of the frequency spectrum of  * ,OCU T t    at f=fi. 

The sign of the entropy coefficient is determined from the phase angle between T and the 

corresponding UOC
 *(T,t) signal at frequency fi. The Fourier coefficient at fi expressed in Eq.(25) is 

a pure imaginary number 
2

OCU i
T

T





 and its phase angle is either 

2


  or 

2


 dependent upon 

the sign of the entropy coefficient. In the experiment, there is always a time delay between the 

temperature excitation and the voltage change caused by the heat capacity of the cell, which leads 

to a slight deviation of the phase angle change around its expected value, but without a change of 

the sign. 

Thus, the entropy coefficient is determined as follows: 
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(27) 

 

, where PA  denotes the phase angle in radian at the frequency fi. 

3.3.2 Experiments 

In order to reduce the measurement time of the entropy coefficient, there are two possibilities, 

increase of TCR and decrease of T. A new term Equivalent Temperature Change Rate (ETCR, 

°C/min) is introduced to compare effects of sinusoidal temperature excitation on the measurement 

time with those of the conventional potentiometric methods. ETCR is given as the temperature 

amplitude divided by the time needed from the DC offset reference to reach the maximal amplitude 

of the temperature. The relationship between the ΔT, fi, and the ETCR is given as follows: 

240 iETCR Tf 
 

(28) 

 

The proposed measurement method for the entropy coefficient by HTFDA is applied to 

lithium-ion cells and its performance is evaluated by comparison with that of the conventional 

potentiometric method and the calorimetric method. 

3.3.2.1 Cell and test station 

The battery cell used for the experiments and the test station is the same as those described 

in Section 2.3.1. 
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3.3.2.2 Design of experiments 

During experimental measurement and analysis, two tests were designed that aimed to 

analyze the effect of ETCR and temperature amplitude on the measurement accuracy, and in turn 

measure the entropy coefficient using HTFDA with the goal of comparing the results with those 

from the conventional potentiometric method and calorimetric method. 

(1) Effects of ETCR and temperature amplitude 

Initially, the cell is fully charged up to 100% SOC and then allowed to relax for 10 hours in 

order to reach equilibrium. At the equilibrium state, a sinusoidal temperature reference is applied 

to the multifunctional calorimeter to create the same surface temperature profile of the cell. The 

amplitude of the reference temperature is set with ΔT=15°C, and different rates of ETCR are 

selected from 0.5, 1.0, 1.5, 2.0 to 2.5°C/min. For each rate, two periods of the temperature were 

applied. The data for the temperature and the voltage of the cell were collected at a sampling rate 

of 2Hz. Secondly, the amplitude of temperature was increased from 5°C to 20°C while the ETCR 

was kept constant at 2.5°C/min. All other experimental steps were identical to previous conditions. 

(2) Determination of the entropy coefficient 

To start measurement of the entropy coefficient using HTFDA, the cell was fully charged at 

25°C. Then, the cell was stepwise discharged at 0.1C for 30 minutes, which corresponds to a 

discharge capacity step of 1.295Ah and 5% SOC decrease. After a step for discharge, the cell was 

rested for 30 minutes, so that the cell reached equilibrium. Then, a sinusoidal temperature profile 

was applied to the cell. Detailed information of the values chosen for the T0, ΔT, fi, and the ETCR 

is listed in Table 6.  
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The sinusoidal temperature excitation is held for two periods at first and then was kept at 

25°C for 10 minutes for the cell to equilibrate and then repeated for the next discharge step. The 

time for each SOC step of HTFDA requires 72 minutes and the total time to complete the 

measurement requires 34 hours. The data collected for the temperature and the voltage was used 

to determine the entropy coefficient of the cell using the proposed HTFDA method.  

The performance of the HTFDA is compared with that of the conventional potentiometric 

method and the calorimetric method. For the conventional potentiometric method, the same 

experimental setup as HTFDA method is used. The value of TCR was selected to be 0.5°C/min in 

order to obtain a linear relationship between UOC and T [28]. Other detailed parameters are also 

listed in Table 6. The conventional potentiometric method required a total time of 294 hours for 

20 SOC points. After completion of the measurements, the entropy coefficient was determined 

using the least-squares linear fit to the slope of UOC to T. 

Table 6. Parameters and comparison of the required time for measurement of the entropy 

coefficient between HTFDA and conventional potentiometric method (CPM). 

 HTFDA CPM 

ΔSOC / % 5 5 

T0 / °C 25 25 

ΔT / °C 10 10 

fi / mHz 1.04 - 

ETCR / °C/min 2.5 0.5 

Measurement duration per SOC / h 1.2 14.7 

 

For validation of the calorimetric method, the designed multifunctional calorimeter is used. 

The cell was fully charged and then discharged at 0.1C to certain SOC. After reaching equilibrium, 
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a testing profile consisting of a 120s 2C discharge, 1h resting, and 120s 2C charge was applied to 

the cell. The calorimeter measured the total heat generated during the discharge and charge 

separately while maintaining the temperature of the cell at 25°C. 

 The measurement was performed by decreasing the SOC from 80% to 20% with 

ΔSOC=10%. The entropy coefficient was determined by [28]: 

0 02

OC dis chU Q Q

T I Tt

 


 
 

(29) 

 

, where 
disQ  and 

chQ  denote the total heat during discharge and charge,  0 0dis chI I I    , 

and 
0dis cht t t  . The entropy coefficient determined by the calorimetric method is an averaged 

value over the SOC range (6.7% in our case) assessed during the charging and discharging process.  

3.3.3 Result and discussion 

3.3.3.1 Selection of an optimal ETCR 

Figure 15 (a) shows the average measured surface temperature obtained by averaging the 

readings of three thermocouples (TC1~TC3) of the cell at different ETCRs, R1=0.5°C/min, 

R2=1.0°C/min, R3=1.5°C/min, R4=2.0°C/min, and R5=2.5°C/min. The corresponding responses of 

UOC were plotted in Figure 15 (b). For a clearer representation, the raw data of UOC were smoothed 

by means of a moving average filter and plotted as curves in the following figures. At 100% SOC, 

the UOC is in phase with the change of the temperature, which indicates a positive entropy 

coefficient.  
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Additionally, the frequency spectra of UOC obtained by the FFT is plotted in Figure 2 (c), 

where the highest peak is located at fi = 0.104, 0.208, 0.312, 0.417 and 0.521 mHz for each case, 

which corresponds to the fundamental frequency of the AC temperature excitation at R1 to R5, 

calculated by Eq.(28). These peaks show a similar magnitude to each other despite the different 

frequencies.  

 

Figure 15. Averaged surface temperature and (b) UOC response versus time for different ETCRs: 

R1=0.5°C/min, R2=1.0°C/min, R3=1.5°C/min, R4=2.0°C/min, R5=2.5°C/min, for clarity, only 

one period test of R1 was plotted; (c) frequency spectra of UOC, at 100% SOC.  

 

The entropy coefficients for each case were calculated using Eq. (27) and plotted in Figure 

16 (a) as a function of different ETCRs. The black dashed line indicates the entropy coefficient 
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measured by the conventional potentiometric method, where the values of the determined entropy 

coefficients at the different ETCRs are in good accordance with the reference value of 4.761×10-5 

V/K. The relative errors to the reference value are less than 3.7%. As a result, the effect of the 

variation of the ETCR of the temperature excitation on the measurement of the entropy coefficient 

for the proposed method is negligible. 

For the determination of the entropy coefficient, an appropriate ETCR is selected by 

considering the following three facts: 

(1) The ETCR of the temperature excitation has little impact on the measurement result. 

(2) The higher ETCR is, the shorter becomes the measurement duration. 

(3) The maximum temperature change rate of the cell is limited by the cooling/heating 

capacity of the multifunctional calorimeter and the heat capacity of the cell. 

Consequently, 2.5°C/min is selected as the optimal ETCR, and is applied for the following 

tests. 
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Figure 16. Comparison of determined entropy coefficient at different (a) ETCR and (b) 

temperature amplitudes at 100% SOC. The entropy coefficient measured from conventional 

potentiometric method, as a reference (black dash line). 
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ETCR has been fixed at 2.5°C/min, different amplitudes of the temperature excitation are applied 

to the cell in order to find an optimal value for the measurement of the entropy coefficient. The 

average surface temperatures and the corresponding responses of UOC are plotted in Figure 19 (a) 

and (b). As seen here, the amplitude of UOC is in phase with the temperature. The amplitude of the 

peaks are plotted in Figure 19 (c), which tends to decrease as ΔT decreases from 20°C to 2.5°C.  

For the lithium-ion cells, the value of the entropy coefficient is usually in the order of 10-4 ~ 

10-5 V/K. When ΔT becomes small, the value of the UOC change by a variation of temperature 

becomes small and is easily masked by the noise. As shown in Figure 19 (c), when ΔT is 2.5°C, 

the amplitude of the peak at fi is too small to identify. Thus, a large measurement error is induced.  

Figure 16 (b) shows a comparison of the calculated entropy coefficient of the cell at different 

temperature amplitudes. For an amplitude of temperature at ΔT3, ΔT4 and ΔT5, the value of the 

determined entropy coefficients are very similar and are all close to the reference. When the 

amplitude of the temperature was decreased lower than 5°C, the error began to increase. At 

ΔT1=2.5°C, the relative error was 36.8%. Thus, a large temperature perturbation is required to 

maintain the accuracy. 

However, the high temperature range results in a long measurement time and potentially 

exceeds limitation of the safe operating temperature range, 15~40°C [1] [44]. Therefore, a 

compromise has been found between the measurement accuracy and the measurement duration, 

where ΔT=10°C at the reference T0=25°C is chosen. 

3.3.3.3 Background correction of voltage offset in time domain 

(1) Analysis 
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The terminal voltage during resting includes a time-variant voltage offset that is measured 

after 10, 20, 30 and 65 minutes and at different SOCs, which are plotted in Figure 17. The offset 

voltages see the most significant decay within the first 10 minutes, which is caused by the 

equilibration of the lithium-ion concentration within the particles and by the diffusion process of 

ions across the electrodes [37]. In addition, the decaying behavior of the offset voltage is dependent 

on the SOC, which can be caused by the SOC dependent diffusion coefficient of the lithium ions 

in solid states [45], [46]. Typically, the cell would be required to reach equilibrium prior to 

proceeding, however, in this method, a correction can be made to remove the relaxation effect and 

determine the response with respect to the equilibrium potential. 

 

Figure 17. Voltage offset after resting time of 10, 20, 30 and 65 minutes as a function of SOC 

 

(2) Correction 
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When a cell is thermally excited at a non-equilibrium state by applying a sinusoidal 

temperature perturbation, the terminal voltage immediately responds and tends to follow the 

applied temperature profile, but with an offset to the reference. The measured voltages at 100%, 

50% and 20% SOC are plotted in Figure 18 (a)-(c) as red solid lines. In order to remove this 

relaxation-induced voltage offset from the measured voltage curve, a correction was made using 

an empirical function that is obtained by a curve fitting of voltage offset curve v(t). To perform 

this correction, the terminal voltage is collected at the reference temperature of 25°C at rest in the 

10 minutes prior to and following the temperature excitation, and then approximated by a parabolic 

function, as Eq. (24) (black dashed lines). Finally, the compensated voltage, UOC
*(T,t) is obtained 

by subtracting the polynomial function v(t) from the terminal voltage, so that the remaining 

UOC
*(T,t) changes only include the response to the temperature excitation (solid blue lines). 

The voltage responses are analyzed in the frequency domain and the corresponding 

frequency spectra before and after the voltage correction offset are plotted in Figure 18 (d)-(f). 

Prior to the correction, the spectra includes a fundamental frequency and harmonics. The amplitude 

of the harmonics monotonically decreases as the frequency increases, which is caused by the 

polynomial-shaped voltage offset in time domain [47]. Following the correction, the amplitude of 

the harmonics is decreased aside from that of the fundamental frequency. 

The intent of compensating for the voltage offset is to minimize the effects on the measured 

terminal voltage, which results in reduction of the relaxation time. By employing this method for 

HTFDA entropy coefficient measurement, the time to reach equilibrium is significantly reduced 

compared to other methods, and the time necessary to sample at each SOC is less than 0.5 hour. 

In addition, the method reduces the resting time to 80%~95% of that by the conventional 

potentiometric method [48] [31]. 
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Figure 18. Measured voltage, background offset and the voltage after correction at (a) 100% 

SOC, (b) 50% SOC and (c) 20% SOC, and (d) ~ (f) the corresponding frequency spectra. 
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Figure 19. (a) Averaged surface temperature and (b) UOC response at different temperature 

amplitudes: ΔT1=2.5°C, ΔT2=5°C, ΔT3=10°C, ΔT4=15°C and ΔT5=20°C; (c) frequency spectra 

of UOC at 100%SOC. 
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background correction. The red line indicates the entropy coefficient by HTFDA method including 

the background correction, and the blue line represents the CPM.  

At high SOC ranges from 70% to 100% SOC, all three methods provide similar values of the 

entropy coefficient. As SOC decreases, the difference in the measured entropy coefficients 

between the non-corrected FDA and the CPM begins to increase, becoming noticeable at 65% 

SOC and significant below 10% SOC. This tendency aligns well with the profile of the voltage 

offset at different SOCs, as shown in Figure 17, which is the primary cause for the discrepancy. 

This discrepancy can be minimized by applying the background correction in HTFDA method, 

which illustrates that the measurement result is in good accordance with that by CPM for the SOC 

range from 0% to 100%, as seen in Figure 7(a) In addition, both results by HTFDA and CPM show 

a similar trend, with values in good quantitative agreement with the published data for LMO-NMC 

blended cells collected using the potentiometric method [49][50][51].  

As seen in Figure 7(a), the measured entropy coefficient for the cell ranges from -3.7×10-4 

V/K to 1.0×10-4 V/K, with a shift in sign around 88.5%, 65.5% and 37.8% SOC, respectively, 

which indicates a transition between endothermic and exothermic reversible heat generation. It 

should be noted here that the trends in entropy coefficient are not representative of a single 

electrode or material in the cell, rather, the magnitude and the shape of the entropy coefficient is 

affected by the competing reactions of both electrodes and the associated entropy change for each. 

For example, when considering LMO as cathode chemistry, the entropy coefficient generally 

decreases from positive to negative values during the transition from a fully delithiated to lithiated 

state, a local valley at around 85% SOC is typically seen [28] [49]. This gradual shift from positive 

to negative as seen in Figure 7(a) is representative of this phenomenon and the overall entropy 

coefficient varies between 1.0×10-4 V/K and -3.5×10-4 V/K, which is comparable to the 2.5×10-4 
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V/K to -3.7×10-4 V/K range typically seen for LMO. In contrast, the curve of the entropy 

coefficient for the NMC cathode is rather smooth and its variation is quantitatively smaller in 

comparison and ranges from 0.3×10-4 V/K to -1.7×10-4 V/K [18][21], which indicates a minimal 

impact on the shape of the curve. Additionally, the entropy coefficient for a graphite anode shows 

a distinct plateau around 40%~55% SOC and 60%~85% SOC because of phase transitions [52] 

[53] and its range is -3.7~1.8×10-4 V/K, similar to the additional phenomena seen in Figure 7(a).  

The review above reveals that the shape of the entropy coefficient of the cell used in this 

work, as shown in Figure 20(a) is qualitatively similar to that of a cell with the graphite and LMO, 

where the peak, the inflection points, and the valley are shown at 95% SOC, around 85% SOC, 

and at 5% SOC, respectively. In addition, the inflection points near at 65%, 35%, and 10% SOC 

correspond to x=0.52, 0.27, and 0.09 of LixC in graphite, which indicates potential structure 

changes from the stage 2, to stage 2L and stage 4 [53]. 

Though the conventional potentiometric method (CPM) enables an accurate and reliable 

measurement of the entropy coefficient, it takes several weeks to obtain an entropy coefficient - 

SOC curve at one condition. This drawback is primarily caused by two factors: prolonged 

relaxation time caused by long-term equalization effect, and limited TCR (lower than 0.5°C/min) 

in order to obtain a linear relationship between UOC and T [28]. Over the course of our study, the 

implemented CPM in the test station took around 294 hours across 20 SOC points, which includes 

a 12-hour relaxation and a 2.7-hour temperature excitation per SOC. Further improved CPM [30] 

that employed the background correction approach was able to drastically reduce the relaxation 

time to 1.5 hour per SOC, but the time for the temperature excitation still requires the same time 

as that of the CPM with a TCR = 0.5°C/min.  
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The proposed HTFDA method not only takes advantage of the background correction to 

shorten the relaxation time, but also incorporates the frequency domain analysis for the entropy 

coefficient measurement, which is applicable at increased ETCR up to 2.5°C/min. The overall time 

needed for HTFDA at each SOC step is reduced to 72 minutes, which results in significant time 

saving, requiring only 34 hours for a complete measurement procedure, which is 52% less time 

that by Osswald’s method and 88.4% less than that by CPM.  

As seen in Figure 7 (b), the result by the proposed HTFDA method is compared with that of 

the calorimetric method (CM), where the measurement using the CM is repeated three times and 

its average value is plotted with green horizontal lines. The vertical thickness of the green boxes 

indicates the maximum error. The proposed HTFDA method produces similar values to that of the 

calorimetric method within the CM’s measurable SOC range. However, CM has several 

drawbacks. For one, it requires an isothermal condition during testing, which is achieved through 

the use of a set of well-calibrated and highly dynamic calorimeters, which are not trivial to design 

or obtain. In addition, the calorimetric method can only determine an averaged entropy coefficient 

over a limited SOC range. Moreover, its accuracy is highly affected by the size of the cell and 

amplitude of the charging and discharging current because of the signal-to-noise ratio [28], and 

the Ohmic resistance of the cell that is related to the irreversible heat generation [49]. Therefore, 

accurate measurements are difficult to obtain.  
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Figure 20. Entropy coefficient as a function of SOC for graphite-LMO/NMC battery by HTFDA 

and comparison with the measurement results from (a) conventional potentiometric method and 

(b) calorimetric method. 
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different reference temperatures was measured using the proposed HTFDA for further analysis. A 

graphite-LMO/NMC cell identical to the one used in the previous section was utilized, and the 

reference temperatures were set to 0, 15, 35 and 45°C. Before the measurement using HTFDA, the 

capacity of the cells was measured using the C/3 CC/CV charging and discharging method under 

0, 15, 35 and 45°C. In addition, all the parameters of the sinusoidal temperature excitation were 

identical to those listed in Table 6. It was determined that at lower temperatures, such as 0°C, the 

relaxation voltage after 30 minutes still exhibits an exponential decaying pattern because of the 

slow relaxation of lithium-ion in solid, which causes a large error in the parabolic approximation 

that was used for the background correction and the corresponding measurement results. 

Therefore, the resting time after the discharge was extended from 30 minutes to 1 hour. 

The entropy coefficient profiles at each reference temperature are plotted in Figure 21, where 

their shapes are identical, including all the critical inflection points. However, the absolute 

magnitude of the entropy coefficient is dependent upon the reference temperature. When the 

temperature changes, the absolute value of the coefficient tends to follow regardless of the SOC, 

which is similar to those published in previous works [29] [54]. In addition, the extent of the 

temperature-dependent effect varies at different SOCs, with the most notable effect being in 

40%~60% SOC range, where phase transition occurs in the anode [55] and cathode [56] active 

materials. Since the entropy change (ΔS) reflects the way of how lithium-ions are ordered in the 

electrode material lattices, the value of the entropy coefficient (
𝑑𝑈𝑂𝐶

𝑑𝑇
=

∆𝑆

𝑛𝐹
) is accordingly affected 

by the structure change and phase transition that occurred in the anode and cathode active materials 

at different temperatures. Based on the XRD analysis on NMC/LMO blend cathode [57][57], both 

NMC and LMO phases exhibit a structural change at different temperatures. The graphite anode 

also exhibits the changes in layer spacing and the range of certain phases when temperature varies 
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[58]. Consequently, the value of entropy coefficient varies with reference temperature of the 

measurements. 

 

Figure 21. Entropy coefficient values of commercial graphite-LMO/NMC battery at different 

temperatures of 0°C, 15°C, 25°C, 35°C and 45°C. 
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to End-of-Life (EOL), respectively. The entropy coefficient of the aged cells were measured by 

applying the HTFDA method at 25°C, where the parameters of the sinusoidal temperature 

excitation were the same as those listed in Table 6. 

The entropy coefficient profiles as a function of the discharge capacity for the cells at 

different states of aging are plotted in Figure 22. The resulting curves are similar in appearance, 

but scaled along with the magnitude of the entropy coefficient and shifted towards higher SOC 

values. With increased capacity fade of the cell, the flat portion of the entropy coefficient curve 

between 65% SOC and 85% SOC (A-A’) becomes smaller and results in a local minimum A’, 

when the cell reaches EOL. In addition, the plateau B/B’ and the inflection point C/C’ were shifted 

to the left at higher SOC. Moreover, the range of the dUOC/dT decreased as the cell aged. The value 

of dUOC/dT for a fresh cell ranged from -3.51×10-4 to 8.81×10-4 V/K, while the entropy coefficient 

range of the cell with 19.23% capacity fade is -3.23×10-4 to 7.72×10-4 V/K. When the cell is getting 

aged, the anode structure is changing during the degradation process. Based on the XRD analysis 

of the electrode [59], the graphite anode of the aged cell shows larger graphene layers stacking 

disorder. This will affect the Li-intercalated state of positive and negative electrode and thus, the 

value of entropy change (or entropy coefficient), as one of the thermodynamic parameters, will be 

changing accordingly. 
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Figure 22. Entropy coefficient values of commercial graphite-LMO/NMC battery at different 

aging conditions. 
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measured. The excitation temperature needs two parameters, ETCR and the amplitude, which were 

determined with consideration of the effect on the time and accuracy of the measurement.  

The cell used for experiments is a large format graphite-LMO/NMC pouch type lithium-ion 

battery. The results of the entropy coefficient measurement are compared with those measured by 

the conventional potentiometric method and calorimetric method. 

 Here is a summary of the major outcomes: 

 HTFDA allows for fast and accurate determination of the entropy coefficient as a 

function of SOC. 

 The accuracy of the HTFDA method is comparable to that of the conventional two 

methods. 

 The measurement time of the HTFDA is drastically reduced to around 1/10 of that of 

the conventional potentiometric method. 

 Entropy coefficient profiles are measured and compared at different reference 

temperatures and aging conditions, which allows for analysis of reversible heat source 

terms under real operating conditions. 

3.4 Improved frequency-domain calorimetric method 

3.4.1 Principle 

Based on the expression of the total heat generated given as Eq.(5), the reversible and 

irreversible heat source is expressed as a function of the input current I and I2. If a sinusoidal 

current profile is applied to the cell,  



 

79 

 

   sin 2 iI t I f t    (30) 

 

, where I  and 
if  denote the amplitude of the current change and the frequency, the 

expression of the total HGR inside the cell (Eq.(5)) becomes: 

       
2 2sin 2 sin 2OC

total i i

dU
Q t I f t T I f t R

dT
           (31) 

 

The function in frequency domain by Fourier transform results in: 

     

 
     

2

2

2 2 2
4

OC
total i i

i i
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Q f i f f f f

dT

I R
f f f f f

 

  


           


        

 (32) 

 

Eq. (23) includes two terms, and indicates that by applying a sinusoidal current excitation to 

the cell, the reversible heat source includes the first harmonic frequency fi while the irreversible 

heat source contains the second harmonic frequency 2fi. Therefore, separation of the two parts is 

possible by analyzing their frequencies in the frequency domain. In addition, the entropy 

coefficient and internal resistance of the cell are the key parameters for reversible and irreversible 

heat and are further identified. 

As shown in Eq. (23), the Fourier coefficient of fi contains the expression of entropy 

coefficient, which is used to determine the value of the entropy coefficient from the amplitude of 

the frequency: 
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2OC

i

dU
P f

dT IT



 (33) 

 

, where P(fi) denotes the amplitude of the frequency of  totalQ f    at f=fi. 

Similarly, the sign of the entropy coefficient is determined from the phase angle at the 

frequency fi: 

 sgn sgnOC
i

dU
PA f

dT

 
    

 
. (34) 

 

, where  iPA f  denotes the phase angle in radian at f=fi. Thus, the entropy coefficient can 

be calculated as follows: 

   
2

sgnOC
i i

dU
PA f P f

dT IT
     

. (35) 

 

On the other hand, the Fourier coefficient of 2fi contains the expression of internal resistance, 

which is used to determine the value of the internal resistance: 
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. (36) 

3.4.2 Experiments 

3.4.2.1 Cell and test station 

The battery cell used for the experiments and the test station is the same as those described 

in Section 2.3.1. 

3.4.2.2 Experiments procedure 

The characterization of the reversible and irreversible heat sources was performed at 25 °C 

using the calorimetric method previously described. Initially, the cell was set to a specific SOC 

and a sinusoidal current was applied to the cell for six periods at different SOCs (10%, 

20%,…90%), where ∆I = 38.85A (1.5C) and fi = 0.0025Hz. The values of the entropy coefficient 

and internal resistance were measured using the proposed method. The measured entropy 

coefficient result was compared with the one by the conventional potentiometric method as shown 

in Section 3.3.3.4. The measured internal resistance was compared with the conventional EIS 

analysis by summing up the Ohmic resistance, SEI resistance, and charge transfer resistance, 

which were extracted from the EIS-ECM. 

3.4.3 Result and discussion 

The two key parameters, entropy coefficient and internal resistance of the cell, are 

determined by experimentally measuring the two heat source terms using the proposed 

calorimetric method. The applied input sinusoidal current and the voltage response as output at 
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30%, 60%, and 80% SOC are plotted in Figure 23 (a) and (b). The corresponding HGRs of the cell 

are plotted in Figure 23 (c.1) ~ (e.1) in time domain, where the signal of the HGR contains an 

additional frequency to that of the input fi. The corresponding frequency spectra are plotted in 

Figure 23 (c.2) ~ (e.2), where two peaks at the fundamental frequency fi and the second order 

harmonics 2fi are observed. The peak at fi corresponds to the reversible heat source, while the one 

at 2fi corresponds to the irreversible heat source.  
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Figure 23. (a) Input current, (b) terminal voltage response, and measured HGR at (c.1) 30% 

SOC, (d.1) 60% SOC and (e.1) 80% SOC in time domain and the corresponding frequency 

spectra (c.2) ~ (e.2). 
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limited SOC range by the input current, which results in a slight shift of the curve position in the 

horizontal direction, as shown in Figure 24 (a). 

Figure 24 (b) shows internal resistances at different SOCs that are calculated by the proposed 

calorimetric method and characterized by EIS method. Both curves are in good agreement with 

each other, ranging of 1.71 mΩ to 3.01 mΩ, which is similar to those published [60], [61]. In 

addition, the internal resistance of the cell varies as a function of SOC, which generally increases 

as SOC decreases, which indicates that more irreversible heat is generated when the cell operates 

in the low SOC range. 

The total testing time for the measurement of entropy coefficient and internal resistance by 

the conventional methods is approximately 15.2 h and 3.8 h per SOC point, respectively. However, 

the proposed calorimetric method is able to simultaneously determine the two parameters, and the 

overall testing time is reduced to 1.5 h per SOC, which saves 92% of the time cost by the 

conventional approaches. 
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Figure 24. Calculated (a) entropy coefficient and (b) internal resistance as a function of SOC 

from the calorimetric method and comparison with those by potentiometric method and EIS 

method, respectively 

The determined entropy coefficient and internal resistance of the cell are further verified by 

comparing the calculated reversible and irreversible heat generation with the experimental 

measured results. The cell was initially set to a specific SOC. After resting, a testing profile 
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setup of the calorimeter was used to separately measure the total heat generated during the 
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During discharging or charging process, the SOC changes by around 6.8%. Thus, it is 

assumed that the values of the entropy coefficient and internal resistance do not vary within such 

SOC window, so the irreversible heat during discharge and charge is identical, while the reversible 

one has the same amount but the sign is opposite. Then, the total heat generation during the 

discharging and charging process can be written as follows: 

2

0 0 0
OC

total dch rev irr

dU
Q I T t I R t Q Q

dT
           , (37) 

2

0 0 0
OC

total ch rev irr

dU
Q I T t I R t Q Q

dT
            (38) 

 

, where I0 = 51.8A (2C), T0 = 298.15K, and ∆t = 120s. The term Qrev and Qirr denote the 

reversible and irreversible heat during discharge, which can be determined by rearranging Eq.(37) 

and (38) to yield: 

 

 

2

2

rev total dch total ch

irr total dch total ch

Q Q Q

Q Q Q

 

 

 

 
. (39) 

 

The measurements were performed from 80% to 20% SOC with a step of ΔSOC=10%. At 

each SOC, the test was conducted three times, and an averaged total heat, Qrev and Qirr were 

determined. Then, the calculated reversible and irreversible heat is obtained by applying the 

determined parameters of entropy coefficient and internal resistance into Eq.(5). The results from 

the measurement and the calculation are plotted in Figure 25. 

Figure 25 (a) shows the averaged total heat generation during the discharging and charging 

at each SOC, where the error bars represent the standard deviation. The heat generation of the cell 
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varies at different SOCs during the discharging and charging process. During discharging, the heat 

generation at high or low SOC ranges is greater than that at mid SOCs, and it becomes exactly 

opposite during charging, which is caused by the reversible heat generation of the cell, which has 

previously been seen to be endothermic or exothermic. In addition, the magnitude of the reversible 

heat generation depends upon the magnitude of the entropy coefficient. The value of the entropy 

coefficient at 60% SOC and 70% SOC is 1.18×10-4 VK and -1.68×10-5 VK-1, respectively, which 

is seven times as large at 60% as that at 70%. Accordingly, the absolute differences of the measured 

total heat between discharging and charging at 60% and 70% SOC are 0.34 kJ and 0.05kJ, 

respectively, which is also a factor of seven times greater in magnitude. 

Figure 25 (b) shows the averaged values of each source for the discharging process, where 

the error bar indicates the standard deviation. At different SOCs, the heat generation caused by 

reversible and irreversible heat have different values. The irreversible heat is always positive and 

is a function of SOC that is similar to that of the internal resistance – SOC curve shown in Figure 

24 (b). As for the reversible heat, its magnitude is lower than that of the irreversible heat, but the 

sign can be negative dependent upon SOC. In fact, from Eq.(5), the sign of the reversible heat is 

dependent on the sign of the applied current and the OCdU

dT
. The measured OCdU

dT
-SOC relationship 

in Figure 24 (a) shows that the value of OCdU

dT
 is positive between 50% and 70% SOC, and is 

positive in the rest SOC range. Thus, for discharge (I>0), the reversible heat is negative during 

50%~70% SOC, and becomes positive value at other SOC points. Since the measured internal 

resistance and entropy coefficient are average values within an SOC range of 6.8% at a given SOC 

point, the calculation error may occur due to the assumption that the values of the entropy 

coefficient and internal resistance do not vary within such SOC window. 
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The irreversible heat generation from the calculation and the measurement are plotted in 

Figure 25 (c), where two results are qualitatively similar. Additionally, the magnitude seen via 

measurement is smaller than calculated. The mismatch is a result of part of the heat generated 

stored in the battery [62], which is not compensated for in the proposed calorimeter.  

In reality, when the cell is charged or discharged, part of the heat generation stored in the 

battery results in an increase in the internal temperature. The relationship between the actual (Qact.), 

measurable (Qmea.) and stored (Qsto.) heat can be expressed as: 

. . .act mea stoQ Q Q  . (40) 

 

Thus, the expression of the irreversible and reversible heat from Eq.(39) is modified to 

   

   

. . . . . . .

. . . . . .

2

2

mea irr act dch sto act ch sto act irr sto

mea rev act dch sto act ch sto act irr

Q Q Q Q Q Q Q

Q Q Q Q Q Q

 

 

       

      

. (41) 

 

Consequently, the amplitude of the measured irreversible heat is lower than that of the actual 

value, while the amplitude of the measured reversible heat should be equal to that of the actual 

value. 

Finally, the reversible heat generation from the calculation and the measurement is compared 

in Figure 25 (d). Since the heat capacity does not affect the measurement of the reversible heat, 

the measurement results tend to follow the calculation results, where the highest exothermal and 

endothermal reversible heat are at 20%-30% SOC and 50%-60% SOC, respectively. However, 

there are some discrepancies in the magnitude caused by the inherent errors of the simplified 
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thermal model of the battery, errors of the measured entropy coefficient, and the assumed average 

entropy coefficient for calculation. 

 

Figure 25. Measured (a) total heat during discharge and charge and (b) irreversible and reversible 

heat during discharge. Comparison between the calculated and measured (c) irreversible and (d) 

reversible heat during discharge. 

 

3.4.4 Summary 

The proposed calorimetric method provides a fast and accurate tool for determination of 

entropy coefficient and internal resistance, which saves 92% of testing time compared with the 

conventional methods. 
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3.5 Wavelet-transform based simultaneous and continuous characterization method 

As a matter of fact, the entropy coefficient continuously varies as a function of SOC. Those 

classical methods and the newly proposed ones in the previous sections can only determine the 

entropy coefficient at given SOCs, which results in discrete values. Thus, interpolations of the 

values are needed for applications like modeling where continuous values are preferred. There are 

some suggestions for a continuous measurement of entropy coefficient by applying an 

electrothermal impedance spectroscopy (ETIS) with piecewise Fourier transform [31]. The heat 

generation is estimated by the variation of surface temperature of the cell with a thermal transfer 

function that requires a significant amount of experiments in advance. In addition, the Fourier 

transform requires a proper length of the windowed piece of the data. In fact, a large piece of data 

reduces the time resolution while a small piece has a drawback in analyzing low frequency 

responses [63]. On the other hand, the internal resistance measured from the abovementioned 

approaches is also discrete with respect to SOC points.  

In this section, we propose an improved calorimetric method that enables simultaneous 

characterization of the two thermal parameters, where the resulting data is a continuous function 

of the SOC [64]. This method is based on the time-frequency domain analysis using wavelet 

transform technique and implemented into a previously developed high performance 

multifunctional calorimeter. The wavelet transform is the technique that analyzes time-series 

signals and simultaneously displays functions and their local characteristics in time-frequency 

domain. Basically, it expands targeted functions in terms of a set of basis functions, named as 

mother wavelets, where the temporal analysis is performed with a contracted, high-frequency 

version of the mother wavelet, while the frequency analysis is performed with a dilated, low-

frequency version of the same wavelet [65]. 
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This technique is used to simultaneously characterize the two thermal parameters. Firstly, a 

cell is mounted in the calorimeter, where a sinusoidal AC-current superimposed with a small DC 

current is applied and the heat generation rate as a response is measured. The measured heat 

generation rate profile is processed by the continuous wavelet transform, which delivers the 

entropy coefficient and internal resistance as a function of SOC. The results are compared with 

those measured by the conventional potentiometric method and EIS analysis, respectively. In 

addition, the determined parameters are applied to a simplified battery thermal model for the 

calculation of the total heat generation.  

3.5.1 Principle 

In Section 3.4.1, we have illustrated that the reversible and irreversible heat can be easily 

separated in the frequency domain, and the corresponding parameters: entropy coefficient and 

internal resistance are expressed as the amplitudes of the terms in Eq.(32). 

The wavelet analysis technique is a powerful tool to detect and analyze non-stationary time-

series signals by decomposing the signals into a time-frequency space [66]. The wavelet transform 

has two basic transform features: continuous wavelet transform (CWT) and discrete wavelet 

transform (DWT). CWT is more suitable for extraction of a signal feature while DWT is for data 

compression and signal de-noising processing applications [67]. Therefore, the CWT technique 

was selected for analysis of the heat generation response of the cell, which allows simultaneous 

analysis of the heat generation signal in both frequency and time domain.  

The CWT analyzes the signals using wavelet basis functions, called mother wavelet in two 

aspects: (a) temporal analysis performing with a contracted, high-frequency version of the mother 
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wavelet and (b) frequency analysis performing with a dilated, low-frequency version of the same 

wavelet. The mother wavelet is generally expressed as: 

 ,

1
a b

t b
t

aa
 

 
  

   

(42) 

 

, where a and b denote the scaling and shifting parameters of the mother wavelet function, 

which represent the factor of the translation and the center of the mother wavelet, respectively and 

t is the time coordinate. 

The CWT projects the time-domain heat generation signal on the mother wavelet function at 

different parameter sets, resulting in the wavelet coefficient that describes the correlation between 

the heat signal and the mother wavelet function, which is expressed as: 

    *

, ,,a b total a bW s Q t dt 



 

 
(43) 

 

, where τ and s denote the position of a wavelet in time and frequency domain, and * denotes 

a conjugated complex number. 

Eq.(23) includes the modulus of the wavelet coefficient at frequency fi that is used to 

determine the magnitude of the entropy coefficient as a function of time, while the sign of the 

entropy coefficient is calculated from the phase angle between  I t  and the corresponding 

 totalQ t  signal at frequency fi. Thus, the entropy coefficient is determined as follows: 
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, where  , iPA t f  denotes the absolute value of the phase angle in radian at time t and 

frequency fi. 

 In Eq.(22), the phase angle is either π or 0 should the sign of the entropy coefficient be 

positive or negative. In real experiments, there has been a time delay between the current and the 

heat generation because of the cell’s heat capacity, which leads to a slight deviation of the phase 

angle around its expected value. 

On the other hand, the value of the internal resistance as a function of time can be determined 

from the amplitude of the wavelet coefficient at frequency 2fi:  

 
 

 ,2

4
,2a b iR t W t f
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(45) 

 

The simultaneous and continuous characterization of reversible and irreversible heat sources 

is accomplished by offsetting the sinusoidal AC-current with a small DC current (I0) that serves to 

continuously change the SOC of the cell. The value of the DC-current should be relatively small, 

so that its effects on the overall time-frequency domain analysis can be neglected. Then, the SOC 

as a function of time is calculated by: 

 
 00 0

max

100%

t

I d
SOC t SOC

Q

 
  



 

(46) 

 

, where SOC0 and Qmax denotes the initial SOC and the maximum capacity. 
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Using Eqs. (44)-(46), the entropy coefficient and internal resistance as a function of SOC is 

simultaneously and continuously obtained. 

3.5.2 Experiment 

3.5.2.1Cell and test station 

The battery cell used for the experiments is the same as those described in Section 2.3.1. The 

schematic diagram of the test station is shown in Figure 26. In order to generate a sinusoidal current 

signal, a power supply is connected to an electronic load in parallel as a combined current source. 

The power supply outputs a DC current, while the electronic load generates a sinusoidal current 

load with a compensated DC offset, which is the same magnitude but opposite sign to the one 

generated by the power supply. Thus, it can be assumed that the sinusoidal current is ideal whose 

maximum amplitude and frequency can go up to 100A and 10Hz. During the tests, the terminal 

voltage and the surface temperature of the cell are measured and collected. Measurements of heat 

generation rate are carried out using the multifunctional calorimeter.  

 

Figure 26. Schematic diagram of the test station 
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3.5.2.2Experiments procedure 

The cell to be tested was placed in the calorimeter located in a thermal chamber, where the 

ambient temperature is set to 25°C. Initially, the cell was fully charged at 25°C using C/3 CC-CV 

protocol, discharged with C/3 to reach 90% SOC, and rested for an hour to let it reach equilibrium. 

The starting SOC point of the measurement was at 90% instead of 100% in order to prevent the 

cells from overcharging during the first cycles of the sinusoidal current excitation, which was 

selected by rough estimation. To start the measurement, a sinusoidal AC-current with a discharge 

DC-current offset was applied to the cell until the terminal voltage reached the cutoff value. The 

amplitude and the frequency of the sinusoidal AC-current profile were ΔI = 38.85A (1.5C) and fi 

= 0.0025 Hz, respectively. The DC-current continuously changes the SOC of the cell and its 

amplitude is selected with a small value of 1.295A (C/20) that should not adversely affect the 

overall time-frequency domain analysis. The experimental procedure took a total time of 17.3 hrs. 

The input current and the corresponding terminal voltage, heat generation rate and the surface 

temperatures of the cells were recorded with a sampling frequency of 10 Hz. The relationship of 

the two parameters as a function of SOC was continuously and simultaneously calculated using 

the built-in functions of MATLAB, cwt and wcoherence for the calculation of the wavelet 

coefficient and phase angle, respectively. 

For comparison, the parameters are also measured at 25°C by the conventional 

potentiometric method and EIS test respectively as references, which has been discussed in 

previous sections. 
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3.5.3 Result and discussion 

The measured three waveforms of the input current (a), terminal voltage (b) and heat 

generation rate (c) are plotted in Figure 27. In this section, the discharging current is defined as 

positive, and the charging current as negative. The input current includes a sinusoidal AC current 

superimposed by a small DC-current offset. The terminal voltage is a continuous waveform, a 

decaying quasi-sinusoidal oscillation, as shown in Figure 27 (b). This phenomenon becomes more 

apparent at low SOC range, where the terminal voltage decreases rapidly. The measured heat 

generation rate, as plotted in Figure 27 (c) varies continuously, but contains an additional 

frequency besides the excitation frequency of the input current, whose shape and the magnitude 

are varying at different time steps. The full profile of the heat generation rate is plotted in Figure 

28. 
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Figure 27. (a) Input current and corresponding response of (b) terminal voltage and (c) heat 

generation rate at 25°C. 
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Figure 28. Full profile of heat generation rate. 

 

Prior to the application of the wavelet analysis on the measured time-series heat generation 

rate profile, a proper mother wavelet function and associated parameters should be selected, which 

is basically based on the signal characteristics and the nature of the applications. Currently, several 

types of mother wavelets are being widely employed for computing the CWT, including the Morlet 

[66], Morse [68] and bump wavelet [69]. In this work, the bump wavelet is selected as the mother 

wavelet due to its high performance in time-frequency analysis, specifically for oscillatory signals 

analysis [70]. The bump wavelet is a symmetric function in frequency [71], defined in the Fourier 

domain as [72]: 
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, where χ is the indicator function, with the parameters μ ∈ [3, 6] and σ ∈ [0.1, 1.2] governing 

the resolution in time and frequency domain. Smaller values of σ result in a wavelet with superior 

frequency localization but poorer time localization, while larger values produce a wavelet with 

better time localization but poorer frequency localization. In this work, we set the μ =5 and σ = 

0.6, which are the default values of MATLAB built-in functions. (For different types of lithium-

ion cells, some parameter tuning process might be needed in order to obtain a clear time-frequency 

representation plot.) 

The measured heat generation rate response in Figure 27 (c) has 623,990 time-series data 

points that is processed to obtain the wavelet coefficient Wa,b(t,fi). After the CWT, a 149×623,990 

wavelet coefficient matrix is obtained. Then, the modulus of the wavelet coefficient is calculated 

and plotted as a function of time and frequency, which is shown as the scalogram in Figure 29 (a), 

where the x-axis and the y-axis represent time in the unit of hour and the frequency in a logarithmic 

scale. The cone of influence that shows the areas where edge effects become significant is also 

plotted in the figure as the gray regions outside the dashed white line. In Figure 29 (a), two linear 

bright regions are observed at frequencies of fi=0.0025 and 2fi=0.0050 Hz, which indicates that the 

main energy of the heat generation rate waveform is concentrated exactly at the fundamental 

frequency (fi) and the second order harmonics (2fi) of the sinusoidal current excitation, which 

corresponds to the reversible and irreversible heat sources, respectively.  

In addition, the magnitude of the wavelet coefficient modulus at fi and 2fi varies with time, 

which indicates that the amplitude of the cell’s entropy coefficient and internal resistance are 
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dependent on the SOC. Specifically, the bright region at fi shows two zero points of the wavelet 

coefficient modulus near 4.2 h and 10 h, which reveals that the cell’s entropy coefficient at these 

two time points are approaching zero. 

Moreover, both of the modulus of wavelet coefficients at fi and 2fi show increased values at 

the end of operation, which indicates a high absolute value of entropy coefficient and internal 

resistance at low SOC ranges.  

The wavelet coherence between the heat generation rate waveform and the input current in a 

time-frequency plane is plotted in Figure 29 (b) from a calculated 271×623,990 wavelet coherence 

matrix. The coherency of the two signals ranges from the blue (low coherency) to the yellow color 

(high coherency), and the phase angle between the two signals is represented by the direction of 

arrows on a unit circle, which ranges from –π to π. For example, a horizontal right arrow indicates 

a zero rad, while a horizontal left arrow does a ±π rad. Particularly, the heat generation rate signal 

and the input current are highly coherent at fi=0.0025 Hz with the value of the coherence 

approaching 1. The result coincides with the theoretical expression of the cell’s reversible heat 

generation rate in Eq. (5), which shows a linear relationship to the current. In addition, in the time 

range between 0–4.2 hrs and 10–17.3 hrs, the arrows are in the right direction, which indicates a 

positive correlation between the heat generation rate signal and the input current, and as a result, 

a positive value of the entropy coefficients. Conversely, the negative entropy coefficients are 

determined in the 4.2–10 hrs range from the leftward arrows. 
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Figure 29. Scalogram of (a) modulus of wavelet coefficient by the CWT of heat generation rate 

and (b) wavelet coherence between heat generation rate and input current 

 

Based on the wavelet analysis results above and the calculation expressions in Eqs (44)–(46), 

the variation of the entropy coefficient and internal resistance as a function of SOC are determined 

and plotted as the light blue solid lines in Figure 30 (a) and (b), respectively. Thanks to the 
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continuity of the estimated data for the two parameters, the plot becomes continuous and smooth 

over the operating SOC range. The grey regions at the high and low SOC ranges represent the 

areas where the edge effects of the wavelet transform become significant. Thus, the data located 

within these regions include the inevitable calculation errors and should be discarded. 

For comparison, the entropy coefficient by the potentiometric method and the internal 

resistance by the EIS are also plotted in Figure 30 (a) and (b) as a reference. It is obvious that both 

data points are only at discrete SOC points, as plotted by the blue dots in Figure 30 (a) and (b).  

Results have shown that the waveform of the two parameters by the proposed method are in 

good accordance with the reference values. More specifically, as shown in Figure 30 (a), the 

entropy coefficient measured by the proposed wavelet analysis ranges from -4.29×10-4 V/K to 

9.38×10-5 V/K, which is quantitatively consistent with the results by the potentiometric method 

that is within the range of -3.67×10-4 V/K to 9.14×10-5 V/K. In addition, the sign of the entropy 

coefficient measured by the two methods has shown the same alteration in the range of 62.5–70.0% 

and 37.5%–41.3% SOC, which indicates the transition between endothermic and exothermic of 

the reversible heat. In Figure 30 (b), the values of the cell’s internal resistance determined by the 

proposed method change from 1.60 to 2.93 mΩ, while the one by EIS is fluctuating within the 

range of 1.71–3.01 mΩ. In addition, the resistance generally increases as SOC decreases, which 

indicates that more irreversible heat is generated when the cell operates at low SOC ranges. 

The total testing time by the classical two methods for the parameters has taken around 339 

hrs, resulted from 304 hrs by the potentiometric method and 35 hrs by EIS tests. In contrast, the 

measurement time by the proposed method has taken only 17.3 hrs, which is only 1/20 of that by 

the classical method. The computational time for the post data processing by the wavelet transform 

calculation is around 80.5 s on a PC with a 3.70 GHz Intel Xeon E3-1240 CPU and a 16 GB RAM. 
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Figure 30. Calculated (a) entropy coefficient and (b) internal resistance as a function of SOC 

from the wavelet analysis result and comparison with those by potentiometric and EIS method, 

respectively. Grey regions represent the data with errors caused by the edge effects of wavelet 

transform. 

After the entropy coefficient and the internal resistance of the cell are determined, the heat 

generation rate using Eq. (5) is calculated and then compared with the experimentally measured 

data for verification. Under consideration of the minimum resolution of the developed calorimeter, 

relatively high heat generation is desirable by increased C rates. However, high C rates result in 

dominance of the irreversible heat, so the reversible heat cannot be effectively studied. Therefore, 

1C CC charging and discharging is chosen and the cell’s total heat generation rate is measured at 

25°C. The range of SOC considered was from 0% to 100%. 
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Figure 31 (a) and (b) show comparison of calculated and measured heat generation rate as a 

function of SOC. The total heat generation rate from the simple model and the experiment is 

plotted as orange solid lines and blue solid lines. The grey regions are the ranges with errors caused 

by the edge effects of wavelet transform. 

The comparison has shown a similar shape within the SOC range from 6% to 89%. When 

the cell is discharged under 1C, the heat generation rate increases at the beginning, decreases 

slightly in the mid-SOC range, and then increases again to the maximum value at the end of 

discharging. In addition, the overall thermal behavior of the cell under 1C discharge is an 

exothermic process. The calculation profile basically shows the trend of the heat generation rate 

fluctuation including the local maximum and minimum points at around 30% and 20% SOCs, 

respectively, and the overall tendency and magnitude. However, there is a discrepancy and 

hysteresis between the measurement and calculation curves that might be caused by the inherent 

errors of the simplified thermal model of the battery, and the complex heat transfer mechanisms 

within the cell. As for the charging process, the heat absorption takes place at the beginning of 

charging until the cell is charged to around 13% SOC, and then heat generation starts. The heat 

generation rate reaches a peak near 52% SOC and decreases slightly in high SOC ranges.  

The calculated profiles can represent the features of the heat generation rate profile such as 

the transition between endothermic and exothermic process and the overall tendency, albeit some 

discrepancy and hysteresis exist. Calculation of both separate heat generation rates based on Eq. 

(5) as plotted as grey and black dashed lines respectively in Figure 31 (a) and (b) has shown the 

irreversible heat is exothermal and has the same amplitude at a given SOC point regardless of 

charge flows. In contrast, the reversible heat generation is endothermal or exothermal at different 

SOCs, and the sign at a given SOC point is reversed when the cell is switched from discharging to 
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charging. In addition, the shape of the irreversible heat generation rate profile is flat, while the one 

of the reversible heat generation shows significant fluctuation, which implies that the reversible 

heat mainly attributes to the shape of the total heat generation profile. Potentially, the thermal 

behaviors might be changing at different C rates and degree of degradation, which will be further 

studied in the future. 
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Figure 31. Comparison of measured and calculated heat generation rate under (a) 1C discharge 

and (b) 1C charge. Grey regions for erroneous data caused by the edge effects of wavelet 

transform. 

3.5.4 Summary 

In this section, we proposed a fast and continuous characterization method for simultaneous 
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the key two parameters needed for calculation of the reversible and irreversible heat sources. The 

method is developed based on the time-frequency domain analysis by wavelet transform technique 

and is incorporated into the developed multifunctional calorimeter. A large format LMO/NMC-

graphite pouch type lithium-ion cell is used for the experiment, where a sinusoidal AC-current 

superimposed by a small DC current is applied and the heat generation as a response is measured 

by the calorimeter. The measured time-series heat generation rate profile is processed by the CWT, 

and the entropy coefficient and internal resistance as a function of SOC are obtained. The results 

of the entropy coefficient and internal resistance are compared with those measured by the 

conventional potentiometric and EIS methods, respectively. In addition, the determined 

parameters are applied to a simplified battery thermal model for the calculation of the total heat 

generation. The comparison of both results has shown a good agreement in the shape and tendency. 

The testing time by the proposed method has taken around 5% of that by the conventional 

approaches. 
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Chapter 4. Modeling and theoretical analysis based on an electrochemical-thermal life model  

4.1 Model development 

4.1.1 Electrochemical model 

The electrochemical model of lithium-ion cells describes the cell’s physical behavior by the 

principles of diffusion, mass transport, electrochemical kinetics, and Ohm’s laws. Figure 32 shows 

the description of electrochemical model of lithium-ion battery along with the governing 

equations. The detailed list of PDEs with boundary conditions and the coupled nonlinear algebraic 

equation are shown in Table 1 in section 3.2.1.1. 

 

Figure 32. Description of electrochemical model of lithium-ion battery 
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4.1.2 Degradation model 

The lithium-ion batteries degrade as a result of the severe operation conditions, which leads 

to the byproducts production, morphology and structure change, and further affects the cell’s 

performance such as the stored capacity, output power, and so on. Degradation process in lithium-

ion cells originates from multiple complex mechanism in both electrode, electrolyte, separator and 

current collectors [78]. However, recent researches have revealed that the degree of degradation 

occurred at anode plays a significant role, which includes two dominant side reaction mechanism: 

(1) formation of SEI and (2) lithium plating. The SEI formation results from the electrolyte 

decomposition reaction, which is accelerated at high temperature and high current charging 

process, while the lithium plating usually takes place when the cell is charged under high current 

and low temperature, where lithium ions are prompted to form metallic lithium at anode. Figure 

33 includes the chemical reactions of the SEI formation and lithium plating, and the associated 

expressions of the modeling. 
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Figure 33. Description of degradation model considering side reaction and lithium 

plating/stripping. 

4.1.3 Thermal model 

During the charging and discharging, heat is generated due to charge transport, chemical 

reactions, and intercalation and deintercalation process within the cell. Some of the generated heat 

is transferred to the ambient environment or a cooling system, but the remaining heat generated 

raises the temperature within the cell. The heat generated within the cell can be modeled by an 

electrochemical-model-based thermal model, which includes reversible heat, irreversible heat and 

heat of mixing. The reversible heat is generated by the change of entropy. The irreversible heat is 

comprised by Ohmic heat due to the resistance in solid particles, electrolyte, contact resistance and 

SEI resistance, and electrochemical reaction heat cause by the charge transfer reaction at the 

interface between the particles and electrolyte. The heat of mixing is caused by the transient 

behavior of ion concentration and the nonlinearity of equilibrium potentials in electrodes. Since 
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the amount of heat of mixing is small enough, it is often neglected in the modeling of the thermal 

behavior of the cell. Figure 34 shows a detailed description of the cell’s thermal model. 

 

Figure 34. Description of electrochemical-model-based thermal model based on  

 

4.2 Model validation and analysis 

The developed electrochemical-thermal life model is validated by a pouch type lithium-ion 

battery cell whose specification is described in Section 2.3.1. The cells are aged by cycling with 

2C charging and 4C discharging at 25°C. The capacity of the cells were measured with C/3 

discharge rate at 25°C. After 200, 250, 300 and 325 cycles of the aging tests. The parameters of 

the battery model are shown in Figure 7. 

Table 7. Parameters for lithium-ion cell electrochemical-thermal life model at 25°C 

Parameter Negative electrode Separator Positive electrode Unit 

A 11407  11407 cm2 

δ 6.60×10-3  7.30×10-3 cm 

Rs 1.07×10-3  1.75×10-3 cm 
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εs 0.617  0.572  

εp 0.260 0.5 0.390  

cs,max 0.031  0.050 mol cm-3 

ce 0.012 0.012 0.012 mol cm-3 

Ds 4.0×10-19  6.5×10-9 cm2 s-1 

De 6.3×10-6 6.3×10-6 6.3×10-6 cm2 s-1 

σ 5.3811  0.1982 S cm-1 

κ 0.057 0.057 0.057 S cm-1 

αa, αc 0.5  0.5  

k 12.9  6.28 (A cm-2)(cm3 

mol-1)1.5 

Qmax  25.8  Ah 

Ueq,side  0.4  V 

SEIV   2  cm3 mol-1 

κSEI  2.5×10-8  S cm-1 

DLV   7560  cm3 mol-1 

κDL  1.0×10-3  S cm-1 

DLV  252 cm3 mol-1 

Ueq,p 0 V 

 

Figure 35 (a) shows the experimental measured and simulated relative capacity of the cells 

as a function of different cycles. The relative capacity is defined as the ratio of the capacity at 

different cycles to that of the fresh cell. Result shows a good prediction of the cell’s capacity at 

each cycle. The simulated terminal voltages and the associated heat generation rate at different 

cycles are compared with experimental results, as shown in Figure 35 (b) and (c). Results show 
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that the model can basically reflect the terminal behavior and heat generation responses of the cell 

from fresh to aged condition. The simulation error becomes larger after 325 cycles, which may be 

caused by the severe and complex degradation mechanism such as cracking, fracture, phase 

transition and structural changes at electrodes, which is not considered in this model.  

Figure 35 (d) shows a comparison of total heat generation which is composed of the 

reversible and irreversible parts, at different aging conditions at 25 °C. As the cell gets aged from 

0 cycles to 200 cycles, the total heat generation is slightly decreased because of the reduced 

discharging time by the capacity fade. However, when the cell was further aged to 325 cycles, the 

irreversible heat and the associated total heat generation increased, which is caused by the 

increased internal resistance caused by the degradation effects. 

 

Figure 35 Model validation results: (a) capacity fade at 2C CC charging; comparison of 

discharging behaviors of (b) terminal voltage and (c) heat generation rate at 2C CC discharging; 

(d) total reversible and irreversible heat generation. 
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4.3 Summary 

In this section, we present an electrochemical-thermal life model that estimates capacity fade, 

terminal voltage, heat generation rate at different degradation conditions. The model is developed 

using and physics-based electrochemical model of the cells, considering the SEI formation and 

lithium plating as sources of degradation, and describing the associated heat generation 

mechanisms caused by entropy change, Ohmic heat in solid phase, electrolyte phase, contact 

resistance, SEI resistance and reaction heat. The simulation results are validated by experimental 

data, and the heat sources are analyzed.  
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Chapter 5. Improved battery electrochemical model considering variable diffusivity of lithium 

ions in solid 

5.1 Literature review 

When the cell is charged or discharged, the dynamic response of the terminal voltage, 

available power and actual capacity are affected by internal processes including ion transport, 

chemical reactions and intercalation and deintercalation, such as diffusion process of lithium ions, 

electronic conductivity and electrochemical kinetics. The most predominate process for dynamic 

behaviors of a cell is the diffusion that takes place in solid phase [79]. The associated parameter is 

the solid phase diffusivity (or diffusion coefficient), Ds.  

In most of recent published papers, the diffusion coefficient in solid is regarded as a constant 

[73]-[76][77][80]. However, in reality, the diffusion coefficient of lithium ion, particularly in 

cathode particles, varies dependent upon temperature [81][82], cycling numbers [83], as well as 

ion concentration or SOC [84]-[87]. For example, experimental investigation on NMC532 

(Li[Ni0.5Mn0.3Co0.2]O2) [85] revealed that the diffusion coefficient of lithium ions in spherical 

cathode materials ranges from ~10-9 cm2 s-1 at lithiated states to ~10-11 cm2 s-1 at delithiated states. 

Thus, in this work, a varying diffusion coefficient is considered to be incorporated into ROM-SPM 

such that the accuracy of the model can be increased while maintaining the low computational 

cost. The model is called single particle model with variable diffusivity (ROM-SPMVD) [86]. 

As the key parameter of the ROM-SPMVD, the value of the diffusion coefficient at each 

SOC should be known. Currently, the value of the diffusion coefficient has been attempted to 

measure at different SOCs and temperatures by employing several techniques [87] that include the 

incremental titration based galvanostatic intermittent titration technique (GITT) [84][88][91][92] 

and potentiostatic intermittent titration technique (PITT) [89][90], electroanalytical techniques 
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such as electrochemical impedance spectroscopy (EIS) [90][91] and cyclic voltammetry (CV) 

[93]. The GITT is the one that is widely used because of the possibility to determine the diffusion 

coefficient accurately at discrete SOC points. However, this method has often been applied to half 

cells, which requires specialized experimental instrumentations and testing conditions. Therefore, 

this technique is not applicable for measuring commercial cells made of several dozens of full 

cells. In addition, the diffusion coefficient measured from half cells might not be identical to the 

one needed for a model. Thus, a fast and efficient method that allows for determination of the 

diffusion coefficient as a function of SOC without fabricating a half cell, which can be directly 

used in the model is also desired.  

In this section, the ROM-SPMVD is firstly constructed on the basis of ROM-SPM by using 

the polynomial approximation method for lithium ions concentration in electrodes, the residue 

grouping method for lithium ions concentration in electrolyte, and the analytical solution for the 

potential in electrolyte. Particularly, the equations derived for the lithium ion concentration in solid 

are numerically solved by the first order Runge–Kutta method. Then, the lithium ion diffusion 

coefficient–SOC relationship in cathode is predicted from the newly developed nondestructive 

method that is based on the ROM-SPM using gradient-descent algorithm, and the result is 

compared with that obtained from GITT given in references. Finally, the predicted diffusion 

coefficients using the proposed method is incorporated in the ROM-SPMVD that is validated 

against the experimental data at the discharge profiles and HPPC test at 25°C. In addition, the 

model is also validated at 45°C and 0°C with the predicted Ds,p(SOC) at each temperature to 

examine the validity in other temperatures. The accuracy of the terminal voltage response and 

computation time are compared with those of ROM-SPM.  
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5.2 Model development and simplification 

Generally, a single cell of the pouch type lithium-ion polymer battery is made of microcells 

that are connected in parallel to increase capacity and power. The model for the cell is 

approximated by a micro cell under assumption that all of the microcells have the same 

characteristics. The microcell has a sandwich structure with three domains, a composite anode, a 

separator and a composite cathode between the two current collectors at the end of each electrodes. 

The electrochemical behavior of the microcell can be described by the principles of diffusion, mass 

transport, electrochemical kinetics, and Ohm’s laws. The governing equations with boundary 

conditions are listed in Table 1.  

The equations listed above include partial differential equations and nonlinear equations that 

can be simplified into linear ordinary differential equations by mathematical treatments, which 

results in a reduced order model (ROM). When the volume current density maintains uniformly 

distributed in anode and cathode, all of the particles can be assumed to be the same and can be 

replaced by a spherical particle, which is called ROM-SPM [94]. Figure 36 shows the schematic 

diagram of the ROM-SPM. 
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Figure 36. Schematic diagram of ROM-SPM. 

 

The uniformed volume current density in solid phase and electrolyte is expressed as: 

Li I
j

L A


 . 
(48) 

 

The terminal voltage of the cell is the difference between two solid potentials of two 

electrodes and an Ohmic voltage drop in current collectors: 

( ) (0)cell s s cV L IR   
. 

 

(49) 

The Fick’s law for ion diffusion in solid phase is simplified using the polynomial 

approximation method [73]. The ion concentrations inside the solid particles are replaced using 
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averaged concentration,
,s avec , averaged concentration flux, 

aveq  and surface concentration,
,s surfc

, which results: 
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(50) 

 

If the diffusion coefficient in solid phase depends upon SOC, Eq. (50) can be modified as: 
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(51) 

 

In fact, SOC is defined as a ratio of the releasable charge capacity to the maximum charge 

capacity (
maxQ ) that can be expressed using the averaged lithium ions concentration within the 

electrode particles: 

 
0 0%

0

max 100% 0%

100% 100%

t

I d
SOC SOC

Q

   

 


    




 (52) 

 

, where 
0SOC denotes the initial SOC, 

, ,maxs ave sc c  , and the subscripts of 100% or 0% 

denote the states where battery is fully charged (100% SOC) or discharged (0% SOC). 
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When SOC in Eq. (51) is substituted by Eq. (52), the second equation in Eq. (51) becomes a 

first order ODE with a variable coefficient and can be numerically solved using the first order 

Runge-Kutta method. The equation is iteratively solved by: 
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 (53) 

 

, where t is time step, and i=1,2,…,N is the iteration index. 

The PDE of lithium ion concentration in the electrolyte phase is approximated using the 

residue grouping method that groups the states according to similarity of eigenvalues [75]. The 

detailed description can be found in a previously published paper [95]. 

The equation for Ohm’s law in electrolyte is a PDE with a nonlinear term that is linearized 

as follows: 
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0
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. (54) 

 

By integrating the linearized equation twice, an analytical expression for the potential 

difference in electrolyte phase can be obtained: 
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The electrochemical kinetics are described by the Butler-Volmer equation that is a function 

of concentration, potential and electrochemical reaction rate, where the anodic and cathodic charge 

transfer coefficients are set to equally 0.5. Then, the equation is used to get the overpotential as 

follows: 

0 0

0.5 0.5 0.5
exp exp 2 sinhLi

s s

F F F
j a i a i

RT RT RT
  

      
         

      
, (56) 
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(57) 

The terminal voltage of the cell results in as: 

       0cell p n e e p n cV U U L IR            . 
(58) 

 

Here, 
nU and 

pU  denote the equilibrium potential of the solid in negative (anode) and 

positive (cathode), and are expressed as a function of stoichiometric numbers and the associated 

surface ion concentration: 

 p pU U x
, and 

 n nU U y
 

, where ,

,max

p

s surf

p

s

c
x

c
  and ,

,max

n

s surf

n

s

c
y

c
 . 

Finally, the model was implemented and solved with the custom-made code developed in 

MATLAB environment. 
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5.3 Determination of diffusion coefficient in solid phase of cathode 

Determination of the diffusion coefficient in solid phase of cathode of a cell is the most 

crucial task and very challenging because only the terminal voltage of a cell can be measured. 

Therefore, a model based diffusion coefficient determination algorithm is proposed under two 

assumptions: (1) the overpotential caused by the diffusion in cathode particles is predominant, and 

is separable from the terminal voltage; and (2) the diffusion coefficient of cathode is a sensitive 

parameter to the terminal voltage. These assumptions are examined by the overpotential analysis 

and the parameter sensitivity analysis as follows.  

5.3.1 Overpotential and parameter sensitivity analysis 

5.3.1.1 Overpotential analysis 

The relationship between the diffusion and overpotential is analyzed using the 

experimentally validated ROM, which parameters are listed in Appendix A. All the parameters 

including the diffusion coefficients in active materials are set to be constant. 

Simulation results of the terminal voltage during discharge with 0.4C (23.2A) from 100% 

SOC and the open circuit voltage (OCV) are plotted in Figure 37 (a). The OCV (indicated as black 

line in Figure 37 (a)) is the potential differences between cathode and anode at equilibrium states, 

where no concentration gradient exists in both particles and electrodes, and expressed as: 

   cell p nE E x E y  , (59) 
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The total cell overpotential is the difference between the terminal voltage and the OCV: 

cell cell cellV E   . (60) 

 

Then, the total overpotential can be decomposed into those for electrodes, electrolyte and 

current collectors:  

 

 

Contribution of individual overpotential to the total cell overpotential is depicted in Figure 

37 (a). The overpotential caused by solid phase concentration (a) and resistance of current 

collectors (e) are the dominant parts, and around 0.024V and 0.020V that make a percentage of 

91.5% of the total overpotential, while (b), (c) and (e) together contribute with a small portion. 

These results are similar to those by ROM-P2D [96]. 

cell cellE V           0p n p n e e p n cE E U U L IR               

  p pE U   (a) solid concentration overpotential in positive electrode 

  n nE U   (b) solid concentration overpotential in negative electrode 

    0e eL      (c) electrolyte Ohmic and concentration overpotential 

  p n    (d) difference between activation overpotential of both electrodes 

 cIR  (e) Ohmic voltage drop at current collectors 
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Figure 37. (a) Overpotential analysis and (b) parameter sensitivity analysis result of ROM-SPM. 

 

The first one (a) is the potential difference between the cathode particle at equilibrium state, 

pE  and transient state 
pU . Since 

pE and 
pU are a function of ,

p

s avec  and ,

p

s surfc , the overpotential 

is directly affected by variation of the lithium ion concentration within the particles in the 
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composite cathode. In fact, the variation is induced by the diffusion of ions in the solid in cathode 

governed by the Fick’s law. 

The second one (e) is the pure Ohmic voltage drop caused by the resistance of the current 

collector. The voltage drop increases linearly as the current increases, which is governed by Ohm’s 

law. Since the resistance is easily calculated, the overpotential by diffusion can be estimated and 

separated. 

5.3.1.2 Sensitivity analysis of parameters 

In order to find out the sensitivity of parameters on the terminal voltages, following analysis 

of the key parameters in ROM-SPM was performed. The sensitivity variables can be obtained by 

the partial derivative of the terminal voltage over the parameters: 

cell
i

i

V
S

X





 (61) 

, where Xi and Si represent the parameters and the corresponding sensitivity variables.  

From the expression for the terminal voltage given in Eq. (58), the parameters that have 

considered for the sensitivity analysis are: (1) diffusion coefficient in solid phase in anode (Ds,n) 

and cathode (Ds,p), (2) diffusion coefficient in electrolyte (De), (3) effective electrolyte ionic 

conductivity in anode (κeff
n), separator (κeff

s) and cathode (κeff
p), (4) kinetic rate constant in anode 

(kn) and cathode (kp), as well as (5) Ohmic resistance (Rc).  

The mathematical expression for the sensitivity variables of the parameters are listed in Table 

8.  

Table 8. Mathematical expression of sensitivity variables of the parameters for ROM-SPM 
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Parameter Sensitivity variables  
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For comparisons, all the sensitivity variables are normalized by [97]:  
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. (62) 

 

The normalized sensitivities of each parameter are analyzed by applying a set of constant 

current discharge profiles at 25°C. The discharging profile is composed of 1C, 0.8C, 0.6C, 0.4C 

and 0.2C, from 100% SOC until the terminal voltage reaches the cut off voltage. The normalized 

sensitivities for each parameter are calculated at five input current profiles, averaged and plotted 

in Figure 37 (b). Results show that the Rc and Ds,p are the most sensitive parameters that affect the 

terminal voltage of the model, which become strongly identifiable compared with others. 

5.3.2 ROM-SPM based diffusion coefficient determination algorithm 

One of the most sensitive parameter for the proposed ROM-SPMVD is the diffusion 

coefficient. Its determination is challenging because most of the measurements for the diffusion 

coefficient can only be carried out with a half cell, which is not applicable for commercial cells 

that consist of stacked or folded microcells. In addition, the measured value is usually 

inappropriate for the simplified diffusion equation used in ROM. Therefore, we propose a new 

method for determination of the diffusion coefficient based on a gradient descent (GD) method 

(loop) [98], where an optimal value can be found by minimizing the voltage error between the 

simulation and the experiment. The simulation is performed using ROM-SPM, where the input is 

the current and the output is voltage during discharge from 100% SOC to 0%. Initial values of the 

parameters used for the simulation are listed in Appendix A. The selected current was 0.8C which 

corresponds to 46.4A, and should minimize degradation. An initial value of Ds,p is set as 4.0×10-

10 cm2 s-1 at 25°C. 
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Figure 38 (a) shows a flowchart of the method for determination of diffusion coefficient, 

which is carried out using an iterative GD optimization loop. In the GD loop, a cost function is 

formulated as an absolute error between the simulated and experimentally measured terminal 

voltage. Then, the cost function is minimized by calculating the gradient of the cost function with 

regard to the diffusion coefficient (
errV ) and updating the value of Ds,p with a specified learning 

rate ( ). This GD method requires a minimum error bound that is called the termination tolerance, 

 , which represents the maximum admissible discrepancy between the predicted and measured 

voltage. In fact, the terminal voltage decreases rapidly at low SOC. As a result, any small change 

of the diffusion coefficient largely affects the terminal voltage, which can lead to a convergence 

of the algorithm. Consequently, the determination tolerance should be increased, which is 

approximated with Eq. (63) for the given OCV-SOC curve. The value 0.001mV indicates the 

tolerance for the SOC range of 100%~20%, while the tangential function represents an increase of 

the error bound when SOC is smaller than 20%, which is plotted in Figure 38 (b). At each SOC 

point, the GD loop is repeated until the condition of the termination tolerance is satisfied. 

 

At the first, the D*
s,p is taken as the predicted diffusion coefficient of cathode materials at 

certain SOC, and be used as the initial guess for the next time step. The process of algorithm will 

stop when all the experimental data are used for determination, and out put the Ds,p(SOC) 

relationship at the end of the process.  

 0.005 1 tan 20 0.001SOC          [mV] (63) 
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Figure 38. (a) Flowchart of diffusion coefficient determination procedure. (b) Termination 

tolerance versus SOC, combined with an OCV-SOC curve as a reference. (c) Training and fitting 

path of Ds,p and Vcell to show the convergence of the algorithm 

 

5.4 Prediction of the Ds,p and model validation 

5.4.1 Experiments and Ds,p prediction 

For experiments, a large format pouch type NMC622/Graphite lithium-ion energy cell is 

used, which is the same as the one used in Section 3.2.2.1. 

Cells are placed in the multifunctional calorimeter and in a thermal chamber with a preset 

constant temperature, and the terminal current and voltage, and surface temperatures are measured. 

During the operation, the cells’ temperature is actively controlled by the thermostat system with a 

maximum temperature rise of 0.25°C for all the experiments, such that the effects of the 

temperature on the discharging characteristics are limited.  
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During the tests, the Ds,p(SOC) of the cathode NMC materials is estimated using the 

aforementioned method. Firstly, the cell was fully charged at 25°C and rested for one hour and 

then discharged with a 0.8C (46.4A) constant current until the voltage reaches 2.5V. The current 

and voltage are processed using the method outlined in section 3.2. The initial Ds,p and learning 

rate   are listed in Table 9.  

Table 9. Initial Ds,p and learning rate at 0°C, 25°C and 45°C 

Temperature/°C Initial Ds,p / cm2 s-1 Learning rate   

0 3.0×10-11 1.0×10-22 

25 4.0×10-10 1.0×10-21 

45 9.0×10-10 5.0×10-21 

 

Figure 38 (c) shows the detailed training and fitting path of Ds,p and Vcell with time steps. The 

training steps are included at the bottom of the figure. At the beginning of each time step, an initial 

value of Ds,p is assumed, and the corresponding Vcell is calculated. Then the Ds,p converges to the 

optimal (green circle in ) following the training path (solid purple line) using the gradient descent 

iteration, while the Vcell approaches to the experimental measured value (red circle) along with the 

fitting path (solid blue line). Then, the Ds,p(SOC) relationship curve at 25°C is obtained and plotted 

in Figure 39 (a).  

Similarly, the Ds,p(SOC) is estimated at 45°C and 0°C. For simplicity, we only consider the 

temperature effect on Ds,p, and neglecting its effect on the current collector resistance and other 

parameters. The initial value of Ds,p at 45°C and 0°C was set to be greater and smaller than that at 

25°C respectively, as listed in Table 9, which could be verified from the tendency of the 

experimental measured diffusion coefficient [81]. With this approach, the convergence of the 
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method is accelerated. In addition, the learning rates were also adjusted to improve the 

convergence speed at each temperature. The predicted Ds,p(SOC) relationship at 0°C and 45°C are 

also depicted in Figure 39 (a). 
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Figure 39. (a) Predicted Ds,p(SOC) at 0°C, 25°C and 45°C. The black dash line represents the 

experimental measured diffusion coefficient using GITT method at 25°C taken from Ref. [46], 

(b) Logarithmic scale of averaged diffusion coefficient versus inverse temperature at 0, 25 and 

45°C. 

As shown in Figure 39 (a), the values of predicted diffusion coefficient of NMC622 cathode 

at 25°C ranges between 2.53×10-11 cm2 s-1 and 2.26×10-10 cm2 s-1. When SOC increases from 0% 

to 50% SOC, the Ds,p values tend to decrease from 2.21×10-10 cm2 s-1 to 4.23×10-11 cm2 s-1, and 

then reach to a peak value of 1.46×10-10 cm2 s-1 at around 68% SOC. Then, the Ds,p gradually 

increases from 1.29×10-10 cm2 s-1 to 2.26×10-10 cm2 s-1 as the SOC increases, and then slightly 

decreases at 100% SOC.  

The result of the predicted Ds,p(SOC) was compared with a few experimentally measured 

ones of the same materials, as listed in Table 10. These experiments were performed using the 

cells that consist of NMC622 (Li[Ni0.6Mn0.2Co0.2]O2) and metal lithium. The diffusion coefficients 

of lithium ion were measured by galvanostatic intermittent titration technique (GITT) or 

potentiostatic intermittent titration technique (PITT) method. The experimental measured lithium 

ion diffusion coefficient at 25°C in those references were in the range of 1×10-11~1×10-9 cm2 s-1, 

which is consistent with the range of the predicted values of Ds,p using the proposed method. In 

addition, the shape of the predicted Ds,p(SOC) curve at 25°C shows similar to that obtained using 

GITT method [46] with respect to a decrease at low SOC range, two peaks at 68% SOC and 95% 

SOC and the overall tendency.  

Table 10. Measured lithium ion diffusion coefficient of NMC622 materials from literatures. 

Ref. Cell Temperature / °C Ds range / cm2 s-1 Measurement method 

[84] NMC622/Li 25 1×10-11~9×10-11 GITT 

[46] NMC622/Li 25 4×10-11~1×10-9 GITT 
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[101] NMC622/Li 25 1×10-10~1×10-9 PITT 

[81] NMC622/Li 25 7×10-11~8×10-11 GITT 

50 9×10-11~1×10-10 

0 3×10-11~6×10-11 

 

Moreover, the predicted lithium ion diffusion coefficient of NMC622 is dependent upon the 

temperature, which can be described using Arrhenius equation: 

   , 0,ln ln a
s p p

E
D D

RT
   (64) 

 

, where 
aE  is the activation energy for lithium ion diffusion, and 

0, pD  is the diffusion 

coefficient at infinite temperature. 

The logarithmic scale of the averaged diffusion coefficient versus inverse temperature at 0, 

25 and 45°C is plotted in Figure 39 (b), where, the dashed line indicates the fitting using the 

Arrhenius equation. The determined activation energy for lithium ion diffusion is 19.71 kJ mol-1, 

which is comparable to the range from 4.82 kJ mol-1 to 45.83 kJ mol-1 that is typically seen for 

NMC materials [81], [99], [100]. 

5.4.2 ROM-SPMVD validation 

The predicted Ds,p(SOC) is incorporated into the ROM-SPMVD and analyzed with 

experimental data. The fully charged cell was discharged with different C rates, 1C, 0.6C and 0.2C 

to the cutoff voltage of 2.5V at 25°C. Experimental and simulated terminal voltage are plotted in 

Figure 40, where the ROM-SPM and ROM-SPMVD are compared. At low C rate (0.2C), the 
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effects of dependence of the diffusion coefficient on the discharge characteristic are minimum, so 

that the terminal voltage matches well with the experimental data. When the applied current 

increases, the simulated voltage curve from ROM-SPM gets deviated from the experimental data. 

The RMSEs of the voltage at 0.6C and 1C are 0.049V and 0.117V, respectively that were reduced 

to 0.032V and 0.024V by ROM-SPMVD. ROM-SPMVD performs well in high currents.  

 

Figure 40. Validation result: 1C, 0.6C and 0.2C CC discharge at 25°C. 

 

RMSE of the voltage by ROM-SPM and ROM-SPMVD are plotted in Figure 41 (a) and the 

computational time of the ROM-SPM and ROM-SPMVD is plotted in Figure 41 (b), where the 

models are coded using MATLAB script and simulated on a PC that has a 3.4 GHz Intel Quad 

Core processor with 16 GB RAM.  

It took 27.96 seconds for ROM-SPMVD to calculate the discharging characteristic with 

0.2C, which is around 2.4 times than the ROM-SPM. This extended calculation time is mainly 

caused by the embedded interpolation-based diffusion coefficient update script in ROM-SPMVD. 
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that takes 50 times more [77], that seems to be acceptable for real time applications. In addition, 

the ROM-SPMVD takes advantage of the simplified structure of ROM-SPM that replaces the high 

order matrix calculation with analytical equations for solid phase concentration and electrolyte 

potential calculation is friendly for implementation of the ROM into the BMS. 

 

Figure 41. Comparison of (a) RMSE and (b) computation time between ROM-SPM and ROM-

SPMVD at 1C, 0.6C and 0.2C CC discharge at 25°C. 
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In order to verify the long-term performance and the performance under dynamic operations, 

the HPPC tests at 25°C are carried out. Figure 42 (a) shows the input current profile of the HPPC 

test. The HPPC consists of a sequence of a 30-second discharge pulse at Imax (112A) that is the 

manufacture’s absolute maximum allowable pulse discharge current for 30 seconds and a 40-

second rest. At first, the cell was fully charged at the rate of C/3 (19.3A) and rested for 1 hour. 

After the resting period, the cell was subject to a 10-second regen pulse at 0.75 Imax (84A). Between 

each pair of the discharge and regen pulses, the cell was discharged to 10% of capacity at C/3 

(19.3A). This sequence was repeated until a cutoff voltage reaches 2.5V.  

Figure 42 (b) compares the terminal voltage obtained from the simulation and experiment, 

where both curves match well at both charge, discharge and resting period over full range of SOC. 

The RMSE is reduced to 0.012V.  
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Figure 42. Validation result: (a) HPPC current; (b) HPPC voltage curves. 

 

Likewise, the response of the ROM-SPMVD is further investigated at two other different 

ambient temperature of 45°C and 0°C, where the Ds,p (SOC) at 45°C and 0°C, as shown in Figure 

39 (a) was incorporated into the model. The results were plotted in Figure 43, where the 

performance of ROM-SPM and ROM-SPMVD are compared to each other. 

For the ROM-SPM, the value of the diffusion coefficient at 45°C and 0°C was so chosen as 

to best fit to the experimental curve, which results in 4.5×10-10 cm2 s-1 and 5.2×10-11 cm2 s-1. At 

45°C, the ROM-SPM tends to deviate from the experimental data under 1C discharge, while ROM-

0 10000 20000 30000 40000
-100

-50

0

50

100

(b)

C
u
rr

e
n
t 
/ 
A

(a)

0 10000 20000 30000 40000
2.5

3.0

3.5

4.0

 Exp. data

 Sim. data

V
o
lt
a
g
e
 /
 V

Time / s

9000 10000 11000 12000

3.7

3.8

3.9

4.0



 

139 

 

SPMVD keeps following the voltage drops. The RMSE of the voltage by ROM-SPMVD and 

ROM-SPM is 0.018V and 0.074V, respectively. 

At 0°C, a similar tendency has been observed. The discrepancy of the ROM-SPM becomes 

larger, while ROM-SPMVD follows the voltage fairly well. The RMSE of voltage by ROM-SPM 

and ROM-SPMVD were 0.143V and 0.049V, respectively.  

 

Figure 43. Validation result: 1C CC discharge at (a) 45°C and (b) 0°C. 
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5.5 Summary 

ROM-SPM of lithium-ion batteries have advantages over other models because of short 

calculation time and the associated potentials in real time applications. However, the inaccuracy 

of the terminal voltage predicted by the ROM-SPM, especially at high C rates, limits wide 

applications. Therefore, a reduced order electrochemical model considering variable diffusion 

coefficient of lithium ions in solid is proposed and developed based on ROM-SPM scheme in order 

to improve the accuracy. Experimental validation has revealed that by considering of variable 

diffusion coefficient in solid phase in cathode, the voltage error of ROM-SPMVD can be reduced 

up to 79% compared with that of ROM-SPM. 

Here is a summary of the major outcomes: 

 A control oriented ROM-SPMVD of lithium-ion battery is developed that minimizes 

terminal voltage errors at high currents. 

 Sensitivity analysis of the model parameters leads to a conclusion that the diffusion 

coefficient of lithium ions in solid of cathode is one of the most sensitive parameters.  

 A nondestructive ROM based method for determination of the Ds,p as a function of 

SOC and temperature is proposed.  

 ROM-SPMVD is validated against experimental data of a pouch type lithium-ion 

energy cell at different current profiles and different temperatures.  
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Chapter 6. Conclusion 

6.1 Conclusion 

This dissertation comprehensively studied and analyzed the thermal behavior of large format 

pouch type lithium-ion batteries by experimental characterization and theoretical modeling. In this 

work, we: 

 Developed a low-cost multifunctional calorimeter as hardware and associated 

software that enables the accurate and dynamic measurement of HGR with the 

maximum measurement error of 0.67W and the response time of less than 10s. The 

measured results reveal that the high C-rates and low temperature affects the 

irreversible heat generation significantly, while the high temperatures mainly affect 

the reversible heat generation. In addition, the percentage of heat-induced energy 

loss, pheat increases at high C-rates and low temperatures, indicating that more energy 

is dissipated. 

 Proposed several novel experimental techniques that facilitate the fast and accurate 

characterization of the two heat source terms, which include  

1) Accelerated equilibration method: The method is proposed by applying an 

optimal control theory along with the electrochemical model. The resulting 

current profile significantly reduces the settling time needed for a battery cell 

to reach an equilibrium state when SOC is changed from one to a target value 

The proposed profile at a constant temperature of 25°C reduces up to 55.8% 

and 58.3% testing time compared with that by the current pulse-resting 

method dependent upon ±1mV and ±0.5mV OCV error bounds. 
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2) Hybridized time-frequency domain analysis (HTFDA) method: The method 

works by applying two following sequential steps: time-domain background 

voltage offset correction and frequency-domain entropy coefficient 

determination. The measurement time of the HTFDA is drastically reduced 

to around 1/10 of that of the conventional potentiometric method, while 

maintaining the accuracy. 

3) Improved frequency-domain calorimetric method: The method characterizes 

the heat source terms by applying a sinusoidal current excitation and analyze 

the heat generation profiles in the frequency domain. It provides a fast and 

accurate tool for determination of entropy coefficient and internal resistance, 

which saves 92% of testing time compared with the conventional methods. 

4) Simultaneous and continuous characterization method: The method is 

developed based on the time-frequency domain analysis by wavelet transform 

technique. A sinusoidal AC-current superimposed by a small DC current is 

applied to the cell and the heat generation as a response is measured by the 

calorimeter. The measured time-series heat generation rate profile is 

processed by the continuous wavelet transform, and the entropy coefficient 

and internal resistance as a continuous function of SOC are obtained. The 

testing time by the proposed method saves around 95% of that by the 

conventional approaches. 

 Develop a physics based electrochemical-thermal life model for the analysis of the 

heat generation mechanism within lithium-ion cells. 
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 Further proposed an improved battery electrochemical model by considering a SOC-

dependent diffusion coefficient lithium ions in cathode, which has been validated to 

show a drastic increase of the accuracy in predicting the terminal voltage, while 

maintaining low computational time.  

6.2 Future work 

6.2.1 Experimental measurement and modeling of 2D heat generation behavior (2D-HGR) 

In this work, we experimentally measured and simulated the lumped heat generation 

behavior of the cell. In real applications, the local heat generation rate of the cell varies at different 

locations, which may result in the generation of hot spots. The 2D-HGR distribution depends on 

the dimension, tab locations, electrode and electrolyte materials, nominal capacity, operational 

temperature and applied current. Accurate characterization of the 2D-HGR will facilitate the cost 

effective and efficient design of cooling systems in electric vehicle in order to ensure safe 

operation. In order to study this issue, a calorimeter that enables the measurement of 2D-HGR is 

required. In addition, an accurate 2D thermal model is desired for the analysis of the current 

distribution and associated non-uniform heat generation mechanisms. 

6.2.2 Improvement of battery model using machine learning methods 

The electrochemical model of lithium-ion cells is composed of a set of PDEs, ODEs, and 

nonlinear equations. Current numerical methods solve the above equations requiring relatively 

large computational time. In addition, several electrochemical, degradation and thermal 

mechanisms of the cells are not well understood and thus are difficult to be physically modeled. 

Based on the above considerations, the machine learning techniques might be a possible approach 
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for (1) accurately and effectively solving the coupled PDEs and ODEs, and (2) efficiently 

modeling the internal behaviors of the cell during operations to further increase the accuracy of 

the battery model. 
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