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Differential Scanning Calorimeter (DSC) is a very effective way to measure both 

the heat capacity and the phase transition temperature in thermal processes.  With the 

continued development of computational models of thermal processes, the accuracy of 

the thermophysical data plays an increasingly key role in the final simulation results.  

However, since DSC is a transient measurement process and a relative technique, the 

experimental parameters must be carefully considered. This study combined DSC with 
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Thermogravimetric Analysis (TGA) to examine the influence of the various interrelated 

measurement parameters.  

This thesis consists of two sections: First, the experimental parameters of the 

heating rate and specimen characteristics (mass and geometry) and their effects on 

measurements of the transition temperature and enthalpy are considered and appropriate 

calibration factors determined. This is followed by an examination of the effect of 

oxidation on the measurements.  

In the first part of this work, the effects of several factors on the phase transition 

temperature and the transition enthalpy were examined, separately. To determine the 

effect of experimental parameters on the phase transition temperature, a deviation method 

is proposed to determine the initial phase transition temperature rather than the onset 

temperature as is typically used in the literature. Next, a study of the effect of sample 

geometry indicated that the measured phase transition temperature is reduced with 

decreasing particle size, but the effect from the sample mass is not significant. The phase 

transition enthalpy decreased with both the heating rate and the total surface area of the 

sample, suggesting that the oxidation of samples in the measuring process should be 

taken into account.  

 The second section of this research focused on analyzing the effect of oxidation 

on specific heat capacity (Cp) measurements. The contribution of sample oxidation to the 

deviation of the heat capacity measurement could be classified in term of two factors: one 

being the amount of oxide generated and the other the heat released by the oxidation 

reaction.  The results revealed that the influence of the heat capacity from the reaction 

enthalpy was more significant than that from the generated oxide.  
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1. INTRODUCTION 

As computing science continues to develop, more and more experiments are now 

carried out using computer simulations rather than actual experiments.  The significant 

advantages of experiment simulation compared with traditional experiments include 

savings in materials, energy and labor.  In order to obtain accurate simulation results, a 

good understanding of the physical properties of the materials is needed to construct the 

computational models. A material’s thermal properties, including its specific heat 

capacity, phase transition temperature, thermal expansion coefficient and thermal 

diffusivity, play a key role in research on heat transfer phenomena (Wang et al., 2002; 

Fasoyinu et al., 2003). 

Currently, most thermal property measurements are carried out using commercial 

devices (Hasegawa et al., 1980; Wendlandt, 1986; Speyer, 1994; Höhne  et al., 2003). 

Table 1.1 lists the techniques typically used to determine thermal properties. Some 

techniques may be combined to form simultaneous thermal analysis techniques, for 

example STA, TG-FTIR, DSC-X-ray, etc.   
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Table 1-1 Summary of thermal analysis techniques 

Thermal property Technique Technique 
Acronym 

Thermogravimetric Analysis TGA 
Mass 

Evolved gas analysis EGA 

Phase transition 
temperature Differential thermal analysis DTA/DSC 

Enthalpy Differential scanning calorimetry DSC 

Dimensions Thermodilatometry - 

Thermomechanical Analysis TMA Mechanical 
characteristics Dynamic Thermomechanical Analysis DTMA 

 

 

The most promising feature of the STA1500 equipment available in our lab for 

simultaneous thermal analysis from room temperature to 1500 ºC is its ability to combine 

Thermogravimetric Analysis (TGA) with heat-flux type differential scanning calorimetry 

(DSC). Taking aluminum pellet as an example, a typical STA1500 measuring result in 

temperature scale is shown in Figure 1-1. 
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Figure 1-1  Typical Simultaneous Thermal Analysis (STA1500) data (aluminum pellet 

20mg, 20ºC/min)
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DSC provides information showing how the heat flow varies with temperature or 

time, as well as the amount of heat absorbed or released during the thermal process 

(O'neil, 1966).   Consequently, DSC can be used to study phenomena relevant to the 

thermal energy change such as the phase transition temperature, glass transition 

temperature, and melting point, as well as the heat change during the phase transition or 

chemical reaction, heat capacity measurements, and purity measurements. In contrast, 

typical TGA measurements provide information about changes in the sample mass during 

heating or cooling processes. Thus, combing DSC and TGA provides a powerful tool for 

interpreting thermal processes. Figure 1-2 shows typical combined DSC and TGA results 

for a number of common processes. 

 

Figure 1-2 Interpretation of STA1500 results
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The STA’s features determine how the influence of the measuring parameters 

should be considered.  Compared with other devices for measuring thermophysical 

properties, STA is a continuous, dynamic and relative technique. Therefore, the effects of 

different experimental parameters, (e.g., the heating rate, sample mass and geometry, as 

well as the operator-related factors) have been widely reported in the literature (Barrall, 

1973; Wu and Perepezko, 2000; Ramakumar et al., 2001; Wolfinger et al., 2001; Nugene 

et al., 2003; Sarri et al., 2003; Jacob and Schlesinger, 2006).  

Furthermore, effective correction methods have been proposed to improve the 

results. ASTM (American Society of Testing and Materials) procedures (e.g. ASTM-

E967-97, 2000; ASTM-E968-99, 2000) are widely used in commercial DSC equipment 

to standardize the measurement results. GEFTA (German Society for Thermal Analysis) 

has also contributed extensively to this research effort (Höhne et al., 1990; Sarge et al., 

1994; Gmelin and Sarge, 1995; Sarge et al., 1997; Gmelin and Sarge, 2000; Sarge et al., 

2000). Compared with the ASTM method, GEFTA recommendations provide a more 

general temperature correction method that does not depend on the heating rate. Other 

specific methods can be found in Wu and Perepezko (2000) and Schawe (1993). 

In this study to improve the accuracy obtainable using the STA1500, the research 

is divided into two sections. First, the effect of experimental parameters such as heating 

rate, sample mass and sample geometry (powder or pellet) on the melting temperature 

and phase transition heat was studied in DSC mode.  In the second part of this work, the 

effect of oxidation on specific heat capacity (Cp) measurements was studied using 

combined DSC and TGA. The results are expected to provide valuable information to 

facilitate the interpretation of results obtained using the STA1500. 
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2. LITERATURE REVIEW 

DSC is a very effective technique for studying the phenomena involved in heat 

changes and it has been widely used in materials research since it was invented, for 

example in study of  metal/alloys, ceramics and polymers (Wendlandt, 1986; Speyer, 

1994) and the biological properties of proteins (Privalov and Potekhin, 1986; Sturtevant, 

1987; Brandts and Lin, 1990; Freire et al., 1990).  However, some researchers (Höhne 

1983; Dong and Hunt, 2000; Ramakumar et al., 2001; Wolfinger et al., 2001; Nugene et 

al., 2003) have identified issues of possible misinterpretation of DSC results. 

This literature review consists of three sections. The first section reviews current 

research trends in the measurement of phase transition temperature and transition heat 

using thermal analysis techniques. This is followed by a summary of some specific 

correction methods that are applied to obtain more accurate temperature and transition 

heat measurements, and the chapter concludes by examining and discussing the 

significance of potential sample oxidation during measurements. 

2.1. Current research on the phase transition temperature and enthalpy 

measurements by DSC 

The phase transition temperature between the solid and liquid phases can be 

determined by either the melting point (Tm) during heating or the crystallization point (Tc) 

during cooling. Theoretically, Tm should be equal to Tc (in the absence of supercooling)
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 but more factors are involved in the crystallization process than in the melting process. 

The phase transition from liquid to solid consists of crystal nucleation and growth 

processes, and some undercooling is required for nucleation. Consequently, the 

crystallization point is always lower than the equilibrium phase transition temperature.  

Moreover, a complex crystal structure magnifies the kinetic undercooling required, so 

researchers (Martins and Cruz-Pinto, 1999, Hakvoort et al., 2001) often rely upon 

calibration procedures for crystallization point measurement. In this study, only the 

melting process was characterized.  

The melting point temperature is not a discrete point in continuous heating DSC; 

the phase transition of melting is expressed as a peak in DSC curves.  For an ideal case, 

in which the total heat of fusion is input into the sample in an infinitely small time 

interval, the heat flux peak takes the form of a Dirac pulse (Figure 2-1 (a)); However, the 

phase transition peak measured by DSC is influenced by the experimental conditions. For 

example, a limited heat flux input into the sample due to the finite power supply available 

in real cases leads to a heat flow signal from the DSC that extends over a temperature 

range. Furthermore, the heat absorbed due to the sample melting results in a heat flow 

difference between the sample and the reference pan leading to an endothermic peak in 

the DSC measurement results.  A linear heating rate produces a theoretical heat flow 

curve that exhibits a saw tooth triangle (Figure 2-1(b)). Additionally, in real 

measurements, experimental parameters such as the heating rate and the sample mass and 

geometry, as well as the thermal properties of the sample, sample pan and the standard 

sample, also influence the shape of the endothermic peak. This is known as “smear 
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effect” and arises due to the heat relaxation that occurs during the heating process. 

Consequently, the real endothermic peak for melting takes the shape illustrated in Figure 

2-1(c). 

 

Figure 2-1 Ideal sample signal and real measured signal in the case of a first order 

transition in the sample:  

(a) ideal infinite sample heat flow rate, (b) ideal but finite sample heat 

flow rate, (c) actual measured heat flow rate(Schawe, 1993). 

Several factors cause this discrepancy between the measured results and the true 

values of the thermophysical properties. The most important are due to the features of 

DSC techniques and it is therefore necessary to identify methods to correct the measured 

results. First, the dynamic features of the DSC technique preclude achieving true 

equilibrium status (Callanan and Sullivan, 1986; Gmelin and Sarge, 1995). By definition, 

the melting point of a pure substance is the temperature where its solid and liquid phases 

are in equilibrium at atmospheric pressure.  Second, indirect sample temperature 

measurement causes a deviation from the true phase transition temperature. The deviation 
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in the melting temperature in a heatflux type DSC has been studied theoretically. For 

example Dong and Hunt (2000) developed a numerical heat transfer model to describe 

the temperature difference between the heating plate (where the temperature sensor is 

located), and the sample. The temperature difference between the measured temperature 

(actually the heatflux plate temperature (Tp)) and the sample (Ts) is caused by the heat 

transfer between the sample holder and sample, and the radiation heat lost from the 

sample holder and sample. The relationship between the sample temperature and the pan 

is: 

 (2-1) 

 

Where 

(2-2) 

Hsp, HCp and Hsc are the heat transfer coefficients from the crucible (sample pan) 

to the heating plate, from the crucible to the heating plate, and from the sample to the 

crucible, respectively. qc and qs are the radiation coefficients for the crucible and the 

sample, respectively. ms, mc and cc, cs are the masses and heat capacities of the sample 

and crucible, and
t
T
∆
∆  is the heating rate.  

Other similar mathematical models can be found in Holubova et al. (2000) and Hakvoort 

et al. (2001).  
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The heat transfer feature of DSC means that the heating rate, the environment gas, 

and the properties of the specimen, such as its purity, geometry, and homogeneity, also 

play a part in the DSC measurement results. Höhne (1983) considered the non-linear heat 

transfer in DSC and calculated that the effect of experimental parameters such as the 

heating rate and sample mass on a heatflux type calorimeter was of the order of 1 to 5%. 

 

2.2. Methods to calibrate the phase transition temperature and enthalpy 

Research (Mraw and Naas, 1979; Callanan et al., 1992; Skoglund and Fransson, 

1996; Castro et al., 2000) indicates that the true thermophysical properties can be 

obtained using careful calibration.  This literature review therefore summarizes the 

calibration methods most widely used in DSC measurement. 

The ASTM standard (ASTM-E967-97, 2000) has been adopted by most 

commercial DSC instrument manufacturers. In this method, the temperature and 

transition heat are calibrated using two standard samples. The selection of standard 

samples is determined by the temperature range of interest; the desirable temperature 

point should fall between the melting points of the two standard samples. It is important 

to ensure that precisely the same measuring conditions are used for the standards and the 

unknown samples.  If the experimental conditions (especially the heating rate) change, 

measurement on the standards must be repeated. 
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GEFTA, the German Society for Thermal Analysis, developed an alternative 

method for the phase transition temperature and transition heat calibration (Cammenga et 

al., 1993; Sarge et al., 1994; Sarge et al., 1997; Gmelin and Sarge, 1995; Gmelin and 

Sarge, 2000; Gatta et al., 2006). For the temperature calibration, they took the onset 

temperature of the melting peak as the heating rate approached to zero Te(β →0) as the true 

melting temperature (Ttrue) (see Figure 2-2). The temperature correction curve was then 

constructed based on the onset temperature of two standard samples at a heating rate of 

zero.  The true melting temperature of the specimen was then expressed as equation (2-3): 

 (2-3) 

where ∆Tcorr(β=0) is the temperature correction and  β is the heating rate.  

 

Figure 2-2 Definition of characteristic temperatures of a peak (Höhne et al., 1990)

)0()0( == ∆+= ββ corretrue TTT
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 Rather than using the onset temperature, Schawe (1993) used the temperature 

corresponding to the initial phase transition time as the phase transition temperature.  He 

argued that the heating rate was not constant during the phase transition process, thus the 

shape of DSC curve would be deformed.  

It has been shown that the sample temperature measured at the heating rate of the 

calibration does represent the true temperature (Wu and Perepezko, 2000). In their work, 

the device was calibrated at 20ºC/min by the ASTM method; after which the eutectic 

temperature of Co-18.5 at % Al was measured at various heating rates; Finally the true 

temperature for heating rates other than 20ºC/min was obtained only after applying a 

secondary correction to the results. The heating rate used for calibration (20ºC/min) 

obviously required no secondary correction factor (Figure 2-3). 

 

Figure 2-3 Results of the eutectic temperature of Co-18.5 at %Al after initial 

calibration and correction (Wu and Perepezko, 2000)
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The effect of various experimental parameters on phase transition enthalpy 

measurements can be studied by using the heat calibration factor KQ. , The heat calibration 

factor is the ratio of the true enthalpy and the peak area on a time scale plot. GEFTA’s 

results (Gmelin and Sarge, 1995) showed that the enthalpy calibration factor was 

influenced by both the heating rate and the sample mass (Figure 2-4).  

 

Figure 2-4 Enthalpy calibration factor plotted against transition temperature for 

gallium, indium and tin. (Gmelin and Sarge, 1995) 

Open symbols: m ≈ 3 mg; solid symbols: m ≈ 10 mg. Circles: β = 1 K 

min–1; diamonds: β= 5 K min–1; squares: β= 10 K min–1. 
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2.3. Effect of oxidation on specific heat capacity measurements  

Differential Scanning Calorimetry (DSC) is not the only technique that can be 

used to measure specific heat capacity (Cp). Other methods include the adiabatic method 

and the heat pulse (both electric and laser pulse) method (Bortfeldt and Kramer, 1991). 

However, its ability to perform continuous measurements distinguishes the DSC 

technique. 

The oxidation of metal/alloy in heat capacity measurement using the DSC 

technique has been widely noted.  Due to the limitations on the size of the sample mass 

that can be used in DSC measurements, sample oxidization becomes a significant factor 

in heat capacity measurements.  In order to reduce this undesirable effect,  Wang and 

Overfelt (2003) measured the heat capacity of magnesium alloys by separating the 

samples from the environment by sealing the BN coated sample with alumina powder 

into a crucible Although the approach was successful, the process was complex and 

tedious.  In particular, precautions had to be taken to protect the BN coating from flaking.  

Theoretical calculations of the effect of oxidation based on existing 

thermodynamic knowledge were developed for this research. The contribution of the 

sample oxidation to heat capacity measurements can be quantified as to the amount of 

oxide generated and the formation enthalpy of the oxide released by the oxidation 

reaction.  The effect of the amount of oxide generated on the measured signal is a mixture 

of that due to the pure element and that due to its oxide, while the enthalpy of the reaction 

weakened the true endothermic heat flow signal.  The effect due to these two factors was 

studied based on a combination of the TGA results with those from DSC.  Finally a 

correction curve was produced for the measured heat capacity results. 
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3. EXPERIMENTAL PROCEDURE AND ANALYTICAL TECHNIQUES 

3.1. Simultaneous Thermal Analysis 1500 (STA1500) instrument 

The Simultaneous Thermal Analyzer 1500 (STA-1500) (Rheometric Scientific 

Inc) combines a heatflux type Differential Scanning Calorimeter (DSC) with a Thermal 

Gravimetric Analyzer (TGA). A maximum measuring temperature of 1500ºC can be 

achieved and the maximum sample size is 40mg. The equipment consists of three parts: 

the main module, the surface interface device (SID), and the computer system (Figure 

3.1(a)).   

  The main module is where the experimental measurements are performed. Figure 

3-1(b) shows a schematic of the structure of the main module. It is assembled by a 

moveable high temperature furnace, a microbalance, and a hang-down. The core part of 

the DSC is located at one end of the hand-down, where the sample/standard pan and 

reference pan are side by side on a Pt heatflux plate with a three-wire R type (Pt/Pt-

13%Rh) thermocouple. The other end of the hang-down is attached to the microbalance 

from which the assembly is suspended makes it possible to record TGA and DSC 

measurements simultaneously.   
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Figure 3-1 (a) Simultaneous Thermal Analyzer1500 (Rheometric Scientific, Inc.),    

(b) schematic drawing of the main module and the hang-down. 
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The SID (surface interface device) is used for signal acquisition and to control the 

heating program and interfaces the main module with the computer system. The 

computer system controls the results analysis and the experimental process. 

 

 

3.2. Experimental set-up to determine the effects on phase transition temperature 

and enthalpy measurement 

3.2.1. Determination of phase transition temperature  

Based on the DSC plot of the phase transition peak, five temperature points can 

be defined in a typical melting peak (Figure 3-2): peak temperature, Tp, which is the 

intersection point of two tangential lines extrapolated on both sides of the peak; the onset 

temperature, Ton, which is the intersection point from extending the peak’s tangential 

lines with the extrapolated baseline at the lower temperature side; the offset temperature 

Toff; which is the intersection point corresponding to Ton located on the higher 

temperature side; the initial temperature, Ti,  which is the starting point for the phase 

transition; and the temperature at which the phase transition is complete, the final 

temperature, Tf. 
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Figure 3-2 DSC trace for a typical melting peak per ASTM conventions 

 

In general, Ti, Ton and Tp are used in the literature. The merit of selecting the peak 

temperature Tp is that it can be defined in a very straightforward way. However, it suffers 

from considerable drift due to the sample properties (Cieslak et al., 1990; Cao et al., 1991; 

Sarri et al., 2003). Compared with the other two temperature points, the onset 

temperature is less influenced by the sample properties and so is often used (Price, 1995; 

Schubnell, 2000; Wang and Overfelt, 2003). However, Schawe (1993) pointed out that 

the nonlinear heating rate during the phase transition leads to some deformation of the 

melting peak and therefore suggested using the initial phase transition temperature as the 

measured temperature. The raw signal measured by STA in DSC mode and its first 

deviations are plotted in Figure 3-3. The first derivative of the heat flow vs. temperature 
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plot clearly shows that the left side of the peak is not linear.  Consequently, the position 

of the tangent line to the left of the peak can not be precisely determined.  This kind of 

uncertainty in the tangent line position leads to uncertainty in the onset phase transition 

temperature (Ton) determination.    

 

Figure 3-3 (a) Raw signal of STA in DSC mode, (b) First derivative of raw signal 

 

In this research, the initial phase transition temperature (Ti) was used as the 

measured melting temperature.  Since there is no sharp transition at the initial 

temperature in the raw data, it is difficulty to determine precisely where the starting point 

should be from the raw data.  The use of the first derivative of the raw signal vs. 
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temperature was therefore adopted to determine the initial phase transition temperature, 

Ti.  

 

3.2.2. Experimental set-up to determine the effects of experimental variables 

All the experiments reported in this section utilized the calibration mode of the 

STA1500.   The micro-balance was zeroed before each experiment. 

1) Heating rate effect  

The major steps consisted of:  

a) Sample preparation: all the pellet samples were prepared from high purity rod 

metals. Aluminum and zinc rods (99.999%, Alfa, metal base) with diameters of 

4.0mm were sliced using a diamond saw then ground and polished on both sides 

to achieve the desired thickness. Finally, the samples were cleaned with ethanol 

and air dried before loading. The alumina crucibles for both sample and reference 

were covered with lids.  

b) Experimental procedure:  A step-temperature program was used for the melting 

point and transition heat study:  

i) heating from room temperature to a temperature lower than the melting point 

(zinc 380ºC or aluminum 610 ºC) at the maximum heating rate; 

ii) a dwell time of 10 minutes for equilibration;  

iii) continuous heating at the desired heating rate (2, 5, 10, 20, or 35°C/min) to a 

temperature above the melting point (460°C for zinc or 750°C for aluminum);  
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iv) once the maximum setting temperature was reached, the furnace automatically 

shut down. 

The instrument is cooled by recirculating water at 22°C throughout.  

The experimental conditions tested to examine the effect of different heating rates 

are listed in Table 3-1. The powder samples were used to investigate the effect of 

combining factors.  

 

Table 3-1 Experimental design to examine the effect of heating rate on the phase 

transition temperature 

Heating rate (ºC/min)  
2 5 10 20 35 

Aluminum pellet, 9.6mg √ √ √ √ √ 

Zinc pellet, 9.6mg √ √ √ √ √ 

√ corresponds to conditions tested 

 

2) Sample geometry effect 

The aluminum samples with three particle size distributions were prepared.  The 

particle size distributions were measured using a laser particle size analyzer, Microtrac 

3500.  Figure 3-4 gives the results of the particle size distribution measurements. Since 

the particle size distribution for powder1500 was outside the range of the laser particle 

size analyzer, an optical microscope was used and the distribution of particle based on 

counting results. Table 3-2   summarizes the particle size distributions. The mean particle 

size diameters for aluminum37, aluminum112 and aluminum1500 are: 37µm, 112µm and 

1500µm, respectively. 
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 (a) 

(b) 

Figure 3-4 Particle size distribution of a) powder37, (b) powder112 
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Table 3-2 Particle size distributions of aluminum powder samples 

Diameter (µm) 
% (wt) 

Powder37 Powder112 

10 25.71 63.36 

20 29.18 76.56 

30 31.93 88.28 

40 34.44 99.91 

50 36.99 112.0 

60 39.82 125.2 

70 43.11 139.8 

80 47.52 157.9 

90 54.83 185.0 

95 62.38 209.9 

 

 

3) Mass effect 

Three mass sizes (9.6mg, 20mg and 30 mg) and four geometry types (three 

powders with different particle size distributions and one pellet aluminum sample) were 

used in this study. The temperature program was the same as in previous experiments. 

Table 3-3 summaries the experiments conducted for each set of experimental conditions.
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Table 3-3 Experimental designs to examine the effect of sample mass 

Heating rate (ºC/min)  Mass(mg) 
10 20 

9.6 ☺ ☺ 

20 ☺ √ Aluminum pellet 

30 ☺ √ 

9.6 ☺ √ 

20 ☺ √ Aluminum37 

30 ☺ √ 

9.6 - ☺ 

20 - √ Aluminum112 

30 - √ 

9.6 - ☺ 

20 - √ Aluminum1500 

30 - √ 

 ☺ done in heating rate effect experiments; √ mass effect experiments;  

- experiments not performed 

 

3.2.3. Experimental set-up for sensitivity calibration 

Sensitivity calibration is a necessary step to convert the raw signal measured into 

the heat flow (heat per unit time).  The raw signal measures the temperature difference 

between the reference (here, an empty pan) and the sample, and is expressed as an 

electrical voltage. There are two major steps in the sensitivity calibration, namely 

1) Zeroline line measurement, where the empty sample crucible is measured   

2) Standard sample measurement, where a standard sapphire disc is measured   
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  A continuous-temperature program was used for sensitivity calibration.  The 

sensitivity calculation was performed using the instrument’s software. The effect of 

heating rate on the sensitivity calibration was studied using the same procedure for 

different heating rates. 

 

3.2.4.  Calculation of the heat calibration factor  

The heat calibration factor can be applied to correct the measured phase transition 

enthalpy from the DSC results.  The heat calibration factor KQ is defined as the ratio of 

the true phase transition enthalpy and the peak area of standard samples in a time scale 

plot, that is: 

 
(3-1) 

 

For a sample with an unknown phase transition enthalpy, the phase transition 

enthalpy per unit mass can be calculated as: 

 
(3-2) 

 

Where As and ms are the peak area and mass of the unknown sample. 

 The peak area can be calculated by extrapolating a linear baseline along the heat 

flow of solid and liquid, then integrating to obtain the area under the curve.  Figure 3-5 

shows typical heat flow peak areas. 
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Figure 3-5 Peak areas calculation of aluminum pellet samples  

 

 

3.3. Effect of oxidation on specific heat capacity (Cp) measurements 

3.3.1. Experimental set-up  for Cp measurement 

In this section, all the experiments were carried out using the normal operation 

mode of the STA1500. 20mg aluminum pellets and 20mg of aluminum powders with a 

mean diameter of 37µm were measured. The following temperature program was utilized:  

i) dwell at 28ºC for 5 minutes; 

ii) ramp up to 710ºC at a heating rate of 20ºC/min; 

High purity argon gas at 50ml/min was flowed through the measuring chamber 

and 22ºC cooling water was used through the measurement.  
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3.3.2. Method for calculating Cp from DSC results 

  Based on the definition of specific heat capacity (Cp, J g-1 ºC-1), the basic equation 

for Cp measurement is: 

 
(3-3) 

 

Where dQ is the heat absorption for a sample temperature change dT due to the heating 

process; m is the sample mass, and Cp is a function of the temperature under constant 

pressure. 

  For DSC, the relationship between heat flow 
dt
dQ  and Cp is: 

 
(3-4) 

 

  A general comparison method is used to measure Cp in the DSC technique. 

Besides the sample, this requires a standard sample (e.g. a standard sapphire disc,) to be 

measured under the same experimental conditions as the specimen. The heat capacity of 

the unknown specimen can then be calculated using the equation: 

 

(3-5) 

 

  However, due to the limitations of the practical measuring process, the measured 

heat flow signal includes heat flow from both the sample and the crucible. Therefore, a 

conventional three-step Cp measurement method must be used. Figure 3-6 shows the 

three-step method used for heat capacity measurements. 
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Figure 3-6 Heat capacity measurements using the conventional three-step method 

 

  The three-step method used in heat capacity measurements consists of the 

following steps:  

i) a zeroline measurement on the empty crucible  

ii) the standard sample measurement 

iii) the unknown sample measurement  

  Therefore, Equation (3-5) becomes 
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Here  

 (3-7) 

 

(3-8) 

   

  The subscript “z” denotes the empty crucible measurement, “std” is the standard 

sample, and “s” is the sample 

 

3.3.3. Calculation of the generated oxide effect on Cp measurement 

  The metal oxide was generated during the Cp measurement process due to 

oxidation of the metal sample.  So the measured Cp should be the Cp of the mixture of 

pure metal and its oxide, and it can be expressed as:  

 
(3-9) 

 

  Here, Cp,metal and Cp,oxide are specific heat capacity of the metal and its oxide, 

respectively. %M and %MO are the weight percentage of metal and its oxide in the 

mixture.   

  Since both Cp,metal and Cp,oxide are known and there is the relationship between %M 

and %MO, which is %M =100-%MO, the crucial step is to determine the weight 

percentage of metal oxide(%MO) that is present during the measuring process. Assuming 

that the total mass increase during the Cp measurement is only due to the metal oxidation, 

the amount of the generated oxide therefore can be obtained as the following: 
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That means when the total mass changes by 24g, 51g of aluminum oxide has been 

generated and 27g of aluminum has been consumed. Based on the total mass change 

∆mtotal from the TGA results, the mass of generated aluminum oxide can be gotten from: 

 
(3-10) 

 

Thus, the weight percentage of the metal oxide is: 

  

(3-11) 

 

Furthermore, the effect on the Cp measurement due to a given amount of generated oxide 

can be easily derived by:  

 

(3-12) 

 

 

3.3.4. Calculation of the effect of oxidation reaction enthalpy on Cp measurement  

  The exothermic oxidation reaction counteracts the endothermic heat capacity 

measurement in heating and melting processes.  Therefore, the true heat flow signal from 

the metal sample is reduced by the reaction enthalpy released by the oxidation reaction. 
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In this paper, a method is proposed to calculate the effect of the oxidation reaction heat 

on the heat capacity measurement based on thermodynamics. This method converts the 

oxidization reaction enthalpy into a heat flow signal, then evaluates the effect of the 

oxidization reaction on the Cp measurement and finally applies the appropriate correction 

to the measured results.  The method consists of three major steps: 1) calculating the 

reaction enthalpy at each temperature for the entire measurement range; 2) converting the 

reaction enthalpy into the form of a heat flow signal; 3) evaluating the effect of the 

reaction enthalpy on the heat capacity measurement.  

1) Reaction enthalpy calculation 

The standard reaction enthalpy at room temperature 298
fH∆  (1675.7KJ/mol) can 

be easily found in literatures (Van Wylen and Sonntag, 1986; Gaskell, 1995). Other than 

the room temperature, the reaction enthalpy (KJ/mol) can be calculated from: 

 

(3-13) 

 

Here t = temperature (K)/1000, the coefficients of A, B, C, D, E, F and H are 

listed in Table 3-4. 
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Table 3-4 Coefficients of the reaction enthalpy (NIST, 2005) 

 A B C D Temperature 
range (K) 

102.49 38.7498 -15.9109 2.62818 

E F H  Al2O3 (α 
phase) 

-3.007551 -1717.930 -1675.690  

298-2327 

 

 

2) Conversion from reaction enthalpy to heat flow 

  The reaction enthalpy can be converted to a heat flow signal using the following 

equation: 

 
(3-19) 

Here  

(3-20) 

 

dt
dm  is the generated oxide mass per unit time and can be obtained from the first 

derivative of the oxide mass vs. time plot. 
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4. RESULTS AND DISCUSSION 

4.1. Melting point temperature measurements 

4.1.1. Analysis of raw experimental results  

High purity aluminum and zinc pellets were measured for a range of heating rates: 

2, 5, 10, 20, 35ºC/min. The raw data were plotted against both time and temperature and 

the results are shown in Figure 4-1 (aluminum) and Figure 4-2 (zinc). 

The effect of the heating rate on the phase transition peak can be described in 

terms of the peak position and the peak shape, which includes the sharpness of the peak 

and its overall width.  

Examining the melting peak time scale plot reveals that the entire melting peak 

shifts left towards shorter times as the heating rate increases.  This is as expected, since 

samples with higher heating rates need less time to reach the melting point.  However, the 

effect of the heating rate shown on the temperature scale plot reveals that the shift in the 

peak position is significant as the initial phase transition temperature, onset temperature 

and peak temperature all appear to shift slightly towards higher temperatures as the 

heating rate increases.  This has been ascribed to the samples experiencing greater 

temperature gradients from the higher heating rates (Speyer, 1994). 
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Figure 4-1 Raw data for aluminum pellet samples with varying heating rate as a 

function of (a) time, (b) temperature (Tm=660.1ºC)
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Figure 4-2 Raw data for zinc pellet samples with varying heating rate as a function of 

(a) time, (b) temperature (Tm=419.5ºC)
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The peak minima increase as the heating rate increases in both time and 

temperature scale plots. Based on the principles of DSC, the peak minimum corresponds 

to the greatest electric potential signal difference (i.e. temperature difference) between 

the reference and the sample.  Even though both the sample and reference temperatures 

continue to increase during the phase transition process, a significant temperature 

difference can be detected because the melting process slows the increase in the sample 

temperature while the reference temperature continues to increase at the setting heating 

rate. This temperature difference becomes even more significant as the heating rate 

increase, so the peak sharpness increases with increasing heating rate. 

The width of the peak shows opposite trends in the temperature scale plot and the 

time scale plot; the peaks become narrower in the time scale plot and broader in the 

temperature plot as the heating rate increases.  The peak width in the time scale 

corresponds to the phase transition time interval.  The higher heating rate means a greater 

heat flux into the sample hence a shorter phase transition time interval is needed.  In 

contrast, the temperature scale plots reveal that the final phase transition temperature 

increases with the heating rate increase, which indicates that a higher process temperature 

is needed for the sample temperature to reach the reference temperature at higher heating 

rates.  This is because a greater temperature difference exists between the sample and 

reference due to the higher heating rate. 

 In summary, higher heating rates appear to be more sensitive to the phase 

transition involved in the heating process, as indicated by the minima of peaks increasing 

with heating rate.  However, this may cause an overlap of two phase transition peaks in 

close proximity because the peaks are broadened by faster heating rate. 
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4.1.2. Effect of heating rate on the phase transition temperature 

The phase transition temperature at various heating rates was determined using 

the first derivative method and listed in Table 4-1. The effect of the heating rate on the 

phase transition temperature is plotted in Figure 4-3. 

 

Table 4-1  Phase transition temperatures of zinc and aluminum 
 

Zinc (ºC) Aluminum (ºC) Heating rate 
Tp Ton Ti Tp Ton Ti 

2 418.5 418.3 417.5 658.5 657.9 657.3 

5 419.1 418.7 417.6 661.3 660.6 657.4 

10 421.0 420.2 417.9 661.8 661.3 657.7 

20 421.6 420.4 418.2 664.7 663.2 658.3 

35 422.8 421.1 418.7 666.0 663.6 659.5 

Average 420.6 419.7 417.9 662.5 661.3 658.0 

Std. dev. 1.7 1.2 0.5 2.9 2.3 0.9 

 

Compared with the peak temperature (Tp) and the onset temperature (Ton), the 

initial phase transition temperature (Ti) has the smallest standard deviation. Ti is thus 

more reliable than Tp or Ton and should be used to represent the phase transition 

temperature.  

The initial phase transition temperature shifts towards higher temperatures with 

increasing heating rate. The greater temperature gradient per unit time under the faster 

heating rate shifts the initial phase transition temperature towards the higher temperature 

range. This general trend in the heating rate data agrees with Höhne et al.’s research 

(Höhne et al., 1990). Although Wu and Perepezko (2000) found that the measured onset 
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temperature at 20ºC/min heating rate is closest to the true melting temperature, this could 

not be confirmed based on the aluminum measurements reported here. 

Linear least square is used for Tp, Ton and Ti curve fitting (Figure 4-3).  Their 

phase transition temperature differences at heating rate of zero are less than 1ºC, which 

indicates that this temperature is close to the equilibrium phase transition temperature. 
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Figure 4-3 Initial phase transition temperature as a function of the heating rate 

(a) zinc pellets; (b) aluminum pellets
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The temperature calibration curve is plotted based on the measurements from both 

the zinc and aluminum standard samples in Figure 4-4. First, the initial phase transition 

temperature is found for heating rata at zero from the intercept of the extrapolated linear 

trendline on Figure 4-3.  The temperature correction factor, ∆Tcorr(heating rate=0), is then  

calculated based on the definition as: 

)0()0( =−==∆ ββ itruecorr TTT  

Where, Ttrue is the true melting point temperature of the pure element, either aluminum or 

zinc here, and the temperature correction factors for zinc and aluminum are listed in 

Table 4-2. Finally, the temperature correction factor was plotted vs. the measured initial 

phase transition temperature and the results shown in Figure 4-4. 

 

Table 4-2 Temperature correction factors   

  Tm 
(ºC) 

Ti (heating rate =0) 
(ºC) 

∆Tcorr (heating rate=0) 
(ºC) 

zinc 419.5 417.4 2.1 
aluminum 660.1 657.2 2.9 
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Figure 4-4 Temperature correction curve for pellet samples  

 

According to the temperature correction curve in Figure 4-4, the true phase 

transition temperature between 417.4ºC and 657.2ºC can be obtained by applying the 

correction temperature ∆Tcorr(heating rate=0) to the experimentally measured 

temperatures. 
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4.1.3. Effect of sample mass on phase transition temperature 

Aluminum pellets with the same diameter but various mass sizes: 9.6mg, 20mg 

and 30mg were studied at heating rates of rate 10ºC/min and 20ºC/min, separately.  

Figure 4-5 shows raw results as a function of the sample mass. 

The melting peak becomes broader and sharper, and the peak minimum shifts 

towards higher temperature with increasing sample mass. The phase transition enthalpy is 

proportional to the sample mass, so the time interval for the phase transition should 

become longer with increasing sample mass at a constant heating rate. A longer phase 

transition time interval means that the sample temperature will catch up with the 

reference temperature at higher temperatures, so the transition peak will become broader. 

At the same time, the maximum temperature difference between the sample and the 

reference increased and shifts to higher temperatures.  

These results suggest that there is a certain minimum sample size required to 

detect the phase transition peak in the heating process, but too large a sample may cause 

close phase transition peaks to overlap due to broadening effects as discussed earlier. 
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Figure 4-5 Raw results for aluminum pellets with varying mass size at the indicated 

heating rates 
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Compared with the effect of different heating rates, the effect of the sample mass 

on the initial transition temperature is insignificant in the raw results plot in Figure 4-5. 

Once again it was necessary to use the first derivative method to determine the initial 

phase transition temperature and the results are summarized in Table 4-3.  Although the 

initial transition temperature shows a 0.6ºC difference between the two heating rates of 

10ºC/min and 20ºC/min, the effect of the sample mass size at a constant heating rate is 

insignificant (Figure 4-6). The standard deviation of the measured temperature from the 

average is 0.067 at heating rate 10ºC/min, and 0.071 at the heating rate 20 ºC/min, which 

agrees with the results reported in the literature (Breuer and Eysel, 1982; Höhne et al., 

1990; Kalantary et al., 1995).  

 

Table 4-3 Initial transition temperature for samples with different masses under heating 

rates of 10 ºC/min and 20 ºC/min 

Initial transition temperature (ºC) 
 10ºC/min 20ºC/min 

9.7mg 657.7 658.3 

20mg 657.6 658.3 

30mg 657.7 658.4 

Average 657.7 658.3 

Std. dev. 0.067 0.071 
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Figure 4-6 Initial phase transition temperature of aluminum pellet samples as a 

function of mass size (uncorrected data) 

 
The combination of mass and heating rate effect was studied by plotting the initial 

phase transition temperature vs. heating rate (Figure 4-7). From linear least squares 

curving fitting of the initial phase transition temperature for aluminum, the Ti at heating 

rate of zero was determined to be 657.2ºC, which is same as the previous result only 

considering the effect of heating rate.  Therefore, the effect of the sample mass (10-30mg) 

on the initial transition temperature measurement for a pellet sample can safely be 

neglected.  
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Figure 4-7 Combination of the heating rate and mass effect on Ti of aluminum pellet 

samples (uncorrected data)



 47

4.1.4. Effect of sample geometry on phase transition temperature 

Four types of aluminum samples were used to study the effect of sample 

geometry on the phase transition temperature, namely three powders with mean diameters 

of: 37µm, 112µm, and 1500µm, and one thin disc pellet with a diameter of 4100µm.  

Sample masses of 9.6mg, 20mg and 30mg were investigated for each type of geometry. 

The raw results were plotted for each mass to compare the geometry effect 

(Figure 4-8). The sharp peak for the pellet sample clearly distinguishes it from the 

shallow peaks of the powder samples for every mass group.  The shallow and smooth 

peaks obtained for the powder samples are likely to be caused by the loose packing of the 

powders and poor heat diffusion through the powder samples.   
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Figure 4-8  Raw results of geometry effect on Ti for aluminum samples with masses: 

9.6mg, 20mg and 30mg 
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The initial transition temperatures for the various mean particle sizes and sample 

mass sizes are listed in Table 4-4. The maximum standard deviation of initial transition 

temperature among the various mass, same geometry samples is less than 0.026, in 

agreement with the previous result that the mass effect is insignificant compared with the 

heating rate and sample geometry. 

 

Table 4-4 Initial transition temperature for various mean particle sizes  

Initial transition temperature (ºC) 

 9.6mg 20mg 30mg Average Standard 
derivation

37µm 648.58 648.56 648.57 648.57 0.01 

112 µm 655.83 655.82 655.80 655.82 0.01528 

1500 µm 657.28 657.24 657.25 657.26 0.02082 

4100 µm 658.31 658.29 658.34 658.31 0.02516 
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It should be noted, however, that there is a distinguishable initial phase transition 

temperature difference between different geometry samples.  Figure 4-9 shows that the 

initial transition temperature decreases as the mean particle size decreases. From a 

thermodynamics point of view, the greater surface energy contributes to the phase 

transition free energy as the particle size decreases since the total surface area of the 

sample increases significantly as the particle size decreases (Hasegawa et al., 1980). The 

relationship between the initial phase transition temperature and the sample geometry 

was plotted as a function of the reciprocal of the sample mean particle radius and the 

results are shown in Figure 4-10, where the pellet sample is assumed to be a particle with 

4100µm diameter. This result is in agreement with previous work concerning the size 

dependence of the melting temperature in metals (Buffat and Borel, 1976; Couchman and 

Jesser, 1977; Allen et al., 1986; Lai et al., 1996; Guisbiers and Wautelet, 2006).   

 
Figure 4-9 Effect of mass and particle size on Ti of aluminum samples 
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Figure 4-10 Effect of aluminum particle size on the initial phase transition temperature  

 

 

4.2. Transition heat measurements 

4.2.1. Sensitivity calibration 

Sensitivity calibration is a fundamental step in heat-flux type DSC measurements.  

Measuring a standard sample with known heat capacity makes it possible to convert the 

raw electrical signal into the heat flow involved in the thermal process, making 

quantification possible for enthalpy calculations.  Generally it involves two steps: the net 

standard sample measurement and the sensitivity calculation by the instrument’s built-in 

software.  The net standard sample measurement requires the measurements of the 

zeroline (empty crucible) and the standard sample to be acquired separately.  The purpose 

of this two-step measurement is to eliminate the signal due to the thermal capacitance 
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from the sample container (crucible). Here, the effect of the heating rate on the sensitivity 

calibration was studied using the net results of the standard sapphire disc, as shown in 

Figure 4-11, and the sensitivity calibration curve, shown in Figure 4-12. 

 

 

Figure 4-11 The net results for the standard sapphire disc at various heating rates 
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Figure 4-12 Sensitivity calibration at various heating rates 

 

 Comparing the sensitivity calibration curves, higher heating rates produce larger 

temperature gradients. The raw results represent the electrical potential due to the 

temperature difference between the sample and the reference. So the absolute value of the 

raw signal increases with increasing heating rate in Figure 4-11. The sensitivity 

calibration results failed to show a similar trend to that observed for the previously 

reported heating rate effect.  From the sensitivity calibration data of Figure 4-12, the most 

constant sensitivity calibration curve appears to be at a heating rate of 5ºC/min. 
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4.2.2. Phase transition enthalpy measurements 

The effect of various experimental factors on the phase transition enthalpy was 

studied through their effect on the heat calibration factor for high purity aluminum.  

Three powders and one pellet aluminum samples were measured at heating rates of 

10ºC/min and 20ºC/min for three mass sizes 9.6mg, 20mg and 30mg.  The results are 

listed in Table 4-4. 

In Table 4-4, the total surface area of the samples was evaluated by two methods 

depending on the sample type: 1) the three types of powder are assumed to be ideal 

spheres, and the mean particle size represents every particle; and 2) the pellet sample is 

assumed to be an ideal cylinder.  Hence, the total surface area was calculated as follows: 

1) for spherical powders 

According to the above assumptions, the total surface area of the powder is equal 

to the product of the total number of particles (n) and the surface area of a single particle 

(A1): 

 
(4-1) 

 
The total number of particle can be calculated from the total sample mass (m, mg) 

and the single particle mass (m1):  

 
(4-2) 

 

The surface area of a single particle is: 2
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Substituting Equations (4-2) and (4-3) into Equation (4-1), the total surface of the 

sample is:  

 
(4-4) 

 

Here, ρ is the density of the sample (g/cm3) and r is the mean radius of each type of 

powder (µm) 

2) for cylindrical pellets  

The total surface area of the cylinder can be calculated as: 

 (4-5) 

Where h is the sample thickness (µm) 

 The measured transition heat (i.e. the heat flow peak area in time scale plot) 

decreases with increasing sample mass and decreasing particle size and heating rates in 

Table 4-5.  From observations of measured samples, the samples lost luster on their 

surface, which indicated that samples were oxidized during the measuring processes.  

Since the exothermic oxidation process “interferes” with the endothermic melting process, 

sample oxidation will reduce the measured transition heat. Here, slower heating rates and 

finer particle sizes could enhance the oxidation effect and, as a consequence, reduce the 

measured transition heats.  The detailed effects from these experimental factors will be 

discussed in the following sections.  
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Table 4-5 Measured transition heat of aluminum under each measuring condition 

10ºC/min 20ºC/min Mean 
particle 

size (µm) 

Mass 
(mg) 

Total 
surface 

area 
(cm2) 

Measured 
fusion heat 

(J/g)

Heat calibration 
factor, KQ (mg-1) 

Measured 
fusion heat 

(J/g)

Heat calibration 
factor, KQ (mg-1) 

9.6 5.8258 255.55 1.5496 313.796 1.2620 

20.0 12.0119 260.185 1.5220 311.35 1.2719 37 

30.0 18.0178 257.2 1.5397 303.2375 1.3059 

9.6 1.9246 - - 315.953 1.2534 

20.0 3.9682 - - 313.7233 1.2623 112 

30.0 5.9523 - - 304.0159 1.3026 

9.6 0.1796 - - 345.0079 1.1478 

20.0 0.3704 - - 333.7006 1.1867 1500 

30.0 0.5556 - - 328.0745 1.2070 

9.6 0.2871 305.51 1.2962 402.9283 0.9828 

20.0 0.3253 308.50 1.2836 392.9554 1.0077 pellet 

30.0 0.3623 309.57 1.2792 383.962 1.0314 
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4.2.2.1. Effect of heating rate on phase transition heat measurements 

The fine powder (37µm) and pellet aluminum samples were studied at heating 

rates of 10ºC/min and 20ºC/min to determine the effect of heating rate on the heat 

calibration factor.  Recall from section 3.2.4 that the heat calibration factor is defined as: 

std

stdtrue
Q A

Q
K ,= . 

 

 

Figure 4-13 Effect of heating rate on heat calibration factor for aluminum pellet and 

powder 

 

The results showed that the heat calibration factor decreased with increasing 

heating rate for both the powder and pellet for of aluminum (Figure 4-13).  This result 

disagrees with the results reported by the GEFTA group, who found that the heat 



 58

calibration factor slightly increased with the heating rate, but this variation occurred only 

for a small range of KQ around 1 (Gmelin and Sarge, 1995).  This conflicting result may 

be explained by the aluminum oxidation that affected the samples in these measurements.  

As explained in section 3.3, the melting process and the oxidation reaction are two 

opposing thermal phenomena; the first being endothermic and the second exothermic.  

Oxidation of the sample will reduce the melting peak area, thus increasing the heat 

calibration factor.  Here, the higher heating rate leads to a shorter phase transition interval, 

reducing the oxidation effect.  Therefore, here the heat calibration factor decreased with 

increasing heating rate.  However, since there is insufficient information provided in 

GEFTA’s document, it was not possible to analyze the reasons behind their results.  

Moreover, the heat calibration factor for pellet samples at 20ºC/min was observed to be 

closer to 1 than that of the powder samples. 

Besides the heating rate, the geometric form of the samples also has a significant 

effect on the heat calibration factor (Figure 4-13).  The heat calibration factor of powder 

samples is much greater than for the pellet form.  It seems likely that the oxidation 

contribution to the heat calibration factor also applies here.  In general, the powder 

samples have a greater total surface area than the pellet samples.  Thus, the phase 

transition peak area will be significantly reduced for oxidizing powder samples compared 

with the pellet samples.  As a consequence, a greater heat calibration factor is observed 

for the powder samples. 
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4.2.2.2. Effect of sample mass and geometry on phase transition enthalpy 

measurements 

The effect of sample mass on the heat calibration factor was studied at a heating 

rate of 20ºC/min for four geometric types of aluminum samples. The plot of the heat 

calibration factor as a function of sample mass (Figure 4-14) revealed that a slight 

increase in the heat calibration factor occurred with increasing sample mass, and the heat 

calibration factor of a pellet sample was closer to 1 compared with the powder sample.  

These observations match results reported from Gmelin’s group (Gmelin and Sarge, 

1995). Here, as the sample mass increases, the total surface area of the sample also 

increases.  Thus, oxidation of the sample reduces the peak area of the phase transition, 

and as result, the heat calibration factor increases with sample mass size. 

The pellet samples have fewer oxidation effects due to their smaller total surface 

area comparing with powder samples with the same mass, thus their heat calibration 

factor is close to 1, which means that oxidation effects are minimal and the measured 

phase transition enthalpy is close to its true value. 
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Figure 4-14 Effect of sample mass size and geometry on the heat calibration factor for 

various aluminum samples 
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4.2.2.3. Relationship between heat calibration factor and total surface area  

Since the degree of oxidation depends on the total surface area of the sample, the 

relationship between the heat calibration factor and the total surface area of sample was 

studied.  The plot of the heat calibration factor as a function of the total surface area of 

the sample (Figure 4-15) reveals that the curve can be divided into two stages, an initial 

sharp increase of the heat calibration factor followed by a gradual increase at greater total 

surface area.     

 

 

Figure 4-15 Relationship of heat calibration factor and total surface area of aluminum 
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4.3. Calculation of the oxidation effect on Cp measurement 

4.3.1. The effect of the presence of aluminum oxide on Cp measurements  

The change in the total mass during the measurement can be found from the TGA 

measurement results (Figure 4-16). All four geometries samples increased their total mass 

as the temperature increased. For the pellet and coarse powder samples, this change 

occurred gradually and slowly, while for the two finer powders, the total mass increased 

slowly at lower temperatures but rapidly at temperatures above 400ºC. This observation 

can once again be explained by the oxidation involved in the measuring process 

(Eisenreich et al., 2004; Trunov et al., 2006). Here, the marked difference in the total 

surface area between pellets and fine powders likely contributes to the results shown in 

Figure 4-16.  
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Figure 4-16 The mass change of 20mg aluminum samples with various sample 

geometries  
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The effect due to the amount of aluminum oxide generated was compared only 

between the two extreme cases: pellets and the 37µm powder.  The amount of aluminum 

oxide can be calculated from the total mass change given by the TGA results based on the 

mass conservation law during the chemical reaction. Figure 4-17 shows the change in the 

mass of the aluminum oxide for both the pellet and powder37 samples for samples with 

an initial mass of 20mg of aluminum. 

 

 

Figure 4-17 Aluminum oxide generated from aluminum with an initial sample mass of 

20mg 



 65

Finally the effect of the amount of the aluminum oxide on Cp measurements can 

be calculated and is plotted in Figure 4-18. The deviation on the true specific heat 

capacity due to the presence of aluminum oxide from the heating process is less than 

0.01% (Figure 4.18), in other words, the effect of the alumina surface films on the heat 

capacity measurements can be neglected. 

 

 

Figure 4-18 Change in Cp due to the presence of alumina surface film 
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4.3.2. Effect of the oxidation reaction enthalpy on Cp measurements  

Calculating the effect due to the reaction enthalpy of the aluminum oxidation 

consists of three steps: i) calculating the reaction enthalpy; ii) calculating the mass rate of 

the aluminum oxide generation; iii) converting the reaction enthalpy into the heat flow. 

The calculation results of relative properties are summarized in Table 4-6 and the results 

of the three steps are shown in Figure 4-19.  Figure 4-19 reveals that even though the 

reaction enthalpy slightly decreased with increasing temperature, the positive change in 

the mass rate vs. temperature made the overall heat flow from the oxidation reaction 

increase as the temperature increased.  
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Table 4-6 Calculation results for the oxidation reaction heat flow 

Mass rate (mg/s) 
(dm/dt) 

Equivalent reaction heat 
flow (mW) (dH/dt) Temperature 

(ºC) 

Reaction 
heat (J/g) 
(dH/dm) powder37 pellet powder37 pellet 

40 16443.13 3.61E-07 1.10E-06 5.93E-03 1.81E-02 
60 16459.71 -3.98E-07 2.22E-06 -6.54E-03 3.65E-02 
80 16477.04 1.18E-07 3.06E-06 1.93E-03 5.02E-02 
100 16495.02 3.11E-07 3.90E-06 5.12E-03 6.41E-02 
120 16513.57 2.26E-07 4.78E-06 3.72E-03 7.86E-02 
140 16532.61 2.48E-08 5.71E-06 4.08E-04 9.38E-02 
160 16552.10 -1.65E-07 6.68E-06 -2.71E-03 1.10E-01 
180 16571.98 -2.66E-07 7.71E-06 -4.37E-03 1.27E-01 
200 16592.21 -2.51E-07 8.80E-06 -4.13E-03 1.45E-01 
220 16612.77 -1.31E-07 9.98E-06 -2.15E-03 1.64E-01 
240 16633.63 6.06E-08 1.13E-05 9.95E-04 1.85E-01 
260 16654.75 2.82E-07 1.26E-05 4.62E-03 2.07E-01 
280 16676.13 5.05E-07 1.41E-05 8.29E-03 2.32E-01 
300 16697.73 7.46E-07 1.58E-05 1.23E-02 2.59E-01 
320 16719.56 1.09E-06 1.76E-05 1.79E-02 2.89E-01 
340 16741.59 1.75E-06 1.96E-05 2.87E-02 3.21E-01 
360 16763.80 3.05E-06 2.18E-05 5.01E-02 3.57E-01 
380 16786.20 5.56E-06 2.42E-05 9.11E-02 3.96E-01 
500 16808.76 1.00E-05 2.68E-05 1.64E-01 4.40E-01 
420 16831.48 1.74E-05 2.97E-05 2.86E-01 4.87E-01 
440 16854.35 2.90E-05 3.29E-05 4.76E-01 5.40E-01 
460 16877.37 4.62E-05 3.65E-05 7.58E-01 5.98E-01 
480 16900.53 7.06E-05 4.04E-05 1.16E+00 6.63E-01 
500 16923.81 1.04E-04 4.49E-05 1.70E+00 7.35E-01 
520 16947.22 1.47E-04 4.98E-05 2.40E+00 8.16E-01 
540 16970.75 2.00E-04 5.53E-05 3.28E+00 9.06E-01 
560 16994.40 2.63E-04 6.15E-05 4.31E+00 1.01E+00 
580 17018.15 3.33E-04 6.84E-05 5.46E+00 1.12E+00 
600 17042.02 4.05E-04 7.60E-05 6.64E+00 1.25E+00 
620 17065.98 4.71E-04 8.43E-05 7.72E+00 1.38E+00 
640 17090.04 5.16E-04 9.34E-05 8.47E+00 1.53E+00 
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Figure 4-19 Effects of oxidation reaction for 20mg aluminum: powder37 and pellet  

(a) reaction enthalpy; (b) mass rate of aluminum oxide generated;  

(c) converted heat flow from reaction enthalpy
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In order to evaluate the change in the Cp measurement due to the oxidation 

reaction enthalpy, the true heat flow of the sample was calculated according to Equation 

3-6 from the true Cp of aluminum, and the measured heat flow to the standard sapphire 

and zeroline.  The results are shown in Figure 4-20.  

 

 
 

Figure 4-20 Measured heat flow of standard sapphire and calculated true heat flow for 

aluminum 
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The heat flow of aluminum sample can be corrected by subtracting the oxidation 

reaction from the original heat flow signal.  Figure 4-21 gives the corrected measurement 

results for aluminum samples.  Although the corrected results are not ideal using the 

oxidation enthalpy method, they do show that the oxidation reaction enthalpy can 

contribute to inaccuracy of in such measurements.  It is therefore recommended that steps 

should be taken to avoid sample oxidation in order to obtain accurate Cp measurements. 

 

Figure 4-21 The corrected heat flow of aluminum powder and pellet samples by 

oxidation reaction enthalpy 

 
 The deviation due to the oxidation reaction on the heat capacity measurements 

can be easily found using the ratio of the converted heat flow from the reaction enthalpy 

and the true heat flow of the samples, as illustrated in Figure 4-22.  The influence of the 

reaction heat of the fine powder sample increases dramatically, especially above 400ºC.  
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Unlike the powder samples, however, the effect in the pellet sample only gradually 

increases as the temperature increases. 

 

 
 

Figure 4-22 Deviation in Cp measurement due to the oxidation reaction 
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5. CONCLUSIONS 

For general quantitative phase transition temperature determination, a higher 

heating rate and larger sample mass make the phase transition peak easier to observe; 

however, this may not be appropriate for materials exhibiting phase transitions in close 

proximity on the temperature scale. 

The initial phase transition (i.e., melting) temperature decreases with increasing 

heating rates and decreasing particle size. The effect of overall sample mass is 

insignificant.  A temperature correction curve for the combined effect of heating rate and 

sample mass was determined.   

Compared with the effect from the oxidation reaction enthalpy, the effect of the 

simple presence of oxide in heating process on specific heat capacity (Cp) measurements 

was insignificant. On the other hand, the oxidation reaction enthalpy has a significant 

deviation on specific heat capacity (Cp) measurements above 400ºC. 

The heat calibration factor increases with decreasing heating rates, in 

disagreement with some literature results. However, this discrepancy can be explained by 

sample oxidation involved in the measuring process. The heat calibration factor also 

increases with increases in the total surface area of samples in agreement with the 

oxidation effect on the phase transition heat.  
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6. SUGGESTIONS FOR FUTURE RESEARCH 

Additional experiments are needed to further improve the operational procedures 

of differential scanning calorimetry.  

An effective way to avoid the effects of oxidation during differential scanning 

calorimetry needs to be developed.  Perhaps small Titanium chips can be placed in the 

furnace to getter the oxygen present. 

To improve the measuring accuracy of STA1500, the other experimental factors, 

the effects of the flow rate of the environment gas on these measurements requires further 

study.  
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