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Abstract

Mercury’s position in the inner Solar System and lack of an atmosphere subjects it to the

greatest mean velocity impacts of the inner Solar System. Ejecta launched at speeds less than

4.25 km s-1 are retained by the planet and contribute to Mercury’s dust environment, secondary

crater population, or regolith gardening. However, simple-crater forming impact events can

accelerate regolith to velocities high enough to escape Mercury’s Hill sphere, some of which

may eventually come back to Mercury. It is not well understood how much of this ejected

material returns to Mercury. This thesis seeks to understand how much of Mercury’s meteoroid

population is composed of material originating from itself.

A host of impacts into Mercury’s surface are simulated using the ejecta-scaling relation-

ships of Housen & Holsapple (2011) [17] and Richardson et al. (2007) [32]. Properties of

launched particles are such as ejection speed and direction are quantified so their trajectories

can be calculated. Ejecta that escapes Mercury have their orbital trajectories propagated by an

N-body code for thousands of years under the influence of gravity, solar radiation pressure, and

Poynting-Robertson drag. They are monitored for entering a planet’s Hill sphere or approach-

ing too close to the Sun.

The likelihood of a particle returning to Mercury is dependent on its size (or rather, its

value of β, the ratio of radiation force to solar gravity). Only 22% of 10 µm radius particles

come back because of their susceptibility to spiralling into the Sun due to the decelerating

effects of Poynting-Robertson drag. On the other hand, grains with radii of 50, 100, 500,

and 1000 µm are not as readily perturbed by non-gravitational forces. The percentages of

these particles that return to Mercury are approximately 50.5%, 68.7%, 85.7%, and 88.6%,

respectively.

Consequently, it is estimated that 39% of particles and 87% of mass that escapes Mercury

via an impact event will return within 10,000 years. Grains with radii on the order of 10s of

micron, by number, contribute about 80% of returning particles but only 0.2% of returned mass.
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Alternatively, particles with radii greater than a few hundreds of micron compose less than 20%

of returning particles, but over 99.5% of the returning mass. These results imply that Mercury’s

meteoroid population is almost certainly is composed partially of material originating from

itself and that unhindered grains will re-impact Mercury’s surface and further contribute to

surface processes such as boulder decimation, regolith breakup and gardening, melt production,

volatile vaporization and topographic diffusion.
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Chapter 1

Introduction

1.1 Research Background

Meteorite impacts are a dominant surface process on Mercury. They accelerate regolith forma-

tion through the destruction of boulders and drive operations such as regolith gardening, topo-

graphic diffusion, and the release of volatiles which contribute to the planet’s exosphere. In ad-

dition, Mercury has lacked major geologic activity over the last ∼ 3.5 billion years [25, 47, 48].

This means that most of the other processes that influence a planet’s surface (such as volcanism,

tectonics, and seismic activity) are not present, allowing for bombardment by meteorites and

micrometeorites, alike, to assume a unique role in shaping Mercury’s surface [5, 49, 53, 54, 55]

and exosphere [50, 51, 52].

Mercury’s position close to the Sun subjects it to high velocity impacts from a wide popu-

lation of impactors, large and small. Both asteroids and comets often follow orbits with perihe-

lion near or within Mercury’s orbit. This not only means that these objects themselves might be

intercepted by Mercury, but auxiliary material such as meteoroids and dust can also be accreted

by the planet [4, 30, 2, 1]. The lack of an atmosphere or any moons means that nearly all such

material that is captured by Mercury will eventually make its way to the surface resulting in

one of the highest cratering rates in the inner Solar System [20, 21].

The combination of high velocity impacts, high cratering rate, the lack of an atmosphere,

and low surface gravity (3.7 m s-2) make it likely that surface material is readily launched off

the planet via impacts. As a result, it is probable that some portion of this material contributes

to Mercury’s own meteoroid environment, though how much is currently unknown. Given the
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important role of meteorites to its surface and exosphere, this work seeks to better understand

how material originating from Mercury contributes to its own meteoroid population.

The rest of this chapter will discuss the meteoroid environment around Mercury as it is

currently understood and the role this material plays in influencing surface properties.

1.1.1 Projectile Definitions

The precise definition of ‘meteoroid’ and ‘micrometeoroid’ are sometimes ambiguous. It is

widely accepted that the term ‘meteoroid’ refers to a small, naturally occurring, solid body that

is not large enough to be considered an asteroid or comet [9]. The ambiguity arises from the

exact meaning of the descriptor ‘small.’ For example, Pokornỳ et al. (2018) [30] investigates

particles with radii below 0.1 cm and exclusively refers to them as ‘meteoroids;’ Vaniman et

al. (1991) [9] describes particles with diameter smaller than 0.1 cm as ‘micrometeoroids;’

Domingue et al. (2014) [5] and Borin et al. (2009, 2016) [2, 1] describe particles with radii

below 1 cm as ‘micrometeoroid’ (smaller than 1 mm as ‘dust’); and Marchi et al. (2005) [56]

is more of an anomaly, considering particles with radii of 1− 104 cm in their analysis of ‘me-

teoroid’ flux at Mercury. In practice, the ambiguity in the definition between the two is not

a problem. These particles (smaller that 1 cm) are small enough that their orbital motion can

be perturbed by non-gravitational forces such as Poynting-Robertson drag and solar-radiation

pressure and they will not produce significantly large craters upon impact. The precise defini-

tion of ‘meteoroid,’ however, becomes important in the scope of this manuscript because these

are the objects on which we are focused.

In this text, the nomenclature of [13] will be adopted: a ‘meteoroid’ will have a diameter

between 10µm - 1m. ‘Micrometeoroids’ are contained within this definition and have diameters

from 10µm - 2mm. The terms ‘micrometeoroid’ and ‘dust’ will be used interchangeably - they

refer to the smallest meteoroids.

The term ‘impactor’ will also be used often. This will refer to objects larger than the cho-

sen definition of meteoroids that are capable of producing craters with significant amounts of

ejecta. That is, for example, objects with diameters greater than ∼ 5m. Unlike with meteoroids,

this chosen definition of ‘impactor’ is not necessarily meant to be rigorous, but rather provide a
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distinction between objects that are generated via impacts or mechanical perturbations (i.e. me-

teoroids; whether launched into space by an impact on a planetary surface, collisional breakup

in space, outgassing of comets, rotational instability of small bodies, etc...) and objects that

produce significantly large craters with ejecta that are capable of becoming meteoroids.

1.1.2 Mercury’s Meteoroid Environment

Meteoroids bombarding Mercury originate from four primary sources: asteroids from the main

asteroid belt (main-belt asteroids; MBA), Jupiter-family comets (JFC), Halley-type comets

(HTC), and Oort Cloud comets (OCC) [30]. Jupiter-family comets are classified as short-

period comets, have orbital periods 20 years or less, relatively low inclinations, and as their

name implies, have aphelion near or within the orbit of Jupiter. Halley-type comets are another

classification of short-period comets, have periods between 20 - 200 years, and can have in-

clinations greater than 90◦. Oort Cloud comets are designated as long-period comets because

their orbits exceed 200 years and can extend to upwards of millions of years. HTC and OCC

orbits are often highly eccentric and inclined, sometimes leading to retrograde motion around

the Sun [58, 59].

Analytical methods by Cintala (1992) [4] and numerical simulations by Borin et al. (2009,

2016) [2, 1], Pokornỳ et al. (2018, 2021) [30, 53], and Marchi et al. (2005) [56] (among oth-

ers) have provided much insight into the meteoroid population falling onto Mercury. Material

originating from MBA, JFC, HTC & OCC are understood to compose nearly all of the me-

teoroid population, with a majority coming from JFC. Estimates averaged over the whole of

Mercury’s orbit gives ∼ 12.16± 5.57 tons of meteoroid mass accreted per day and over half of

it (∼ 7.84 ± 3.13 tons) is from JFC [30]. While the precise value varies between studies, it is

generally accepted that the meteoroid flux at Mercury is a few times higher than on the lunar

surface. Numerical simulations by Le Feuvre & Wieczorek (2008) [20] indicate that the aver-

age impact flux is ∼ 2 times higher and the average cratering rate is ∼ 2.6− 3.6 (for impactors

with d > 1 km and d > 20 km, respectively) higher for Mercury relative to the Moon. These

impactors also have the greatest mean approach velocity (42.2 km s-1) and impact velocity (42.5

km s-1) of the inner Solar System; both over 2 times greater than at the Moon.
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Mercury’s eccentric orbit, as well as its asynchronous 3:2 orbital resonance with the Sun,

results in a distinct diurnal (morning vs. evening) asymmetry in impact direction and impact

rate. Marchi et al. (2005) [56] finds that, on average, impacts are more frequent during the

planet’s a.m. than p.m., except for particles with radius r < 13 cm. Ultimately, this is due to

larger particles having longer collisional lifetimes than small particles. They explain:

The increase of the am/pm ratio with collisional lifetime is normal, as already pointed out
by Morbidelli & Gladman (1998) [69]. It is due to the fact that the longer the collisional
lifetime, the more numerous are the meteoroids with small semi-major axis, which typi-
cally tend to fall on the morning hemisphere. Also, it is normal that the am/pm ratio is
larger for Mercury at perihelion, because the orbital velocity of the planet is higher, and
the planet tends to catch up the meteoroids, rather than being caught up by them. [56]

Impact velocity will also vary depending on the object’s size (i.e. whether it is a ‘mete-

oroid’ or an ‘impactor’) and origin. Meteoroids from long-period comets (HTC & OCC) can

extend to over 100 km s-1 due to their ability to follow retrograde orbits. Borin et al. (2009)

[2] focused on dust particles from MBAs and found an average impact velocity of 17 km s-1,

which is similar to Cintala (1992)’s [4] findings of 20.5 km s-1. Pokornỳ et al. (2018) [30]

found that meteoroids from MBA and JFC can reach up to 70 km s-1 at perihelion and 50 km

s-1 at aphelion. However, their preferred solution for mass flux at Mercury vs. impact velocity

shows a peak at 20 km s-1 with and average value around 35 km s-1.

Considering larger particles, Marchi et al. (2005) [56] finds a range of 15 - 80 km s-1 for

MBAs with diameters 1 - 104 cm with an average value of 42 km s-1. Le Feuvre & Wieczorek

(2008, 2011)’s analysis of cratering in the inner Solar System found similar results as Marchi et

al. (2005) - that is, a range of approximately 15 - 80 km s-1 [21] and an average impact velocity

of 42.5 km s-1 [20].

A distinction in these investigations should be mentioned. Borin et al. (2009, 2016) [2, 1],

Cintala (1992) [4], and Pokornỳ et al. (2018) [30] primarily focused on objects this work

categorizes as meteoroids. These studies generally conclude that the most frequent impact

velocities occur around 20 km s-1. While Marchi et al. (2005) [56] does include particles

as small as 1 cm, their analysis contains much larger particles which are not categorized as

meteoroids, here. Le Feuvre & Wieczorek (2008, 2011) [20, 21] specifically focus on cratering

events - so, impactors rather than meteoroids. Their studies show that these impactors have a
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larger range of possible velocities with a higher average impact velocity of ∼ 42 km s-1. Thus,

the distinction can be made that smaller objects, such as meteoroids, generally have lower

impact velocities (∼ 20 km s-1) than the larger, impactor-class objects (∼ 42 km s-1). However,

that does not lessen the meteoroids’ importance as a surface process on Mercury.

1.1.3 Meteoroids’ Influence on Mercury’s Surface

Meteoroid impacts primarily play a role in surface alteration processes such as regolith and

boulder breakup, regolith gardening, and release of volatiles which help form an exosphere.

Kreslavsky et al. (2021) [60] surveyed images of the surface of Mercury to determine the

frequency of boulders greater than 5 meters and found a dramatically reduced boulder popu-

lation compared to the Moon: ∼ 30 times less abundant than on the lunar highlands. They

hypothesize that this deficiency is due to thermal stresses via Mercury’s considerable diurnal

temperature amplitude, micrometeoroic abrasion (they consider particles smaller than a 1 cm

as micrometeoroids), and a thick regolith layer. In the summary of their paper, they state:

Higher thermal stresses and more rapid thermal fatigue on Mercury may cause rapid dis-
integration of the upper decimeters of the boulder surface, and thus contribute to faster
boulder obliteration. However, these factors alone cannot account for the observed dif-
ference in comparison to the Moon. A thicker regolith on Mercury is likely to dispropor-
tionally reduce boulder production rate. A higher micrometeoritic flux is likely to cause
micrometeoritic abrasion to be an important factor, or even to be the dominant contributor
to boulder degradation, in contrast to the Moon, where degradation is dominated by larger
meteoritic impacts, and disproportionally shortens the boulder life time. We believe that
the latter two factors (thicker regolith and higher micrometeorite flux) acting together are
responsible for the observed paucity of boulders on Mercury in comparison to the Moon.
[60]

Other studies have also inferred a thick regolith layer on Mercury [35, 61] attributing it

to high meteoroid flux [5, 55]. That is, a high meteoroid flux contributes to the erosion of

boulders, rocks, and pre-existing regolith leading to smaller particles which continually layers

atop itself. In addition, larger impacts can excavate bedrock material and more boulders which

become a part of the regolith-generation process. However, a consequence of a thick regolith

layer, according to [60], is that impacts do not reach bedrock to excavate massive chunks of rock

on Mercury as readily as on the Moon (also see [57] on other implications of a thick regolith

layer). This system of excavation and erosion is referred to as regolith gardening [5, 10]. It
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has also been shown that topographic diffusion resulting in crater degradation is more rapid on

Mercury than the Moon and is possibly due to the high flux of high velocity meteoroid impacts

[49].

Another significant result of meteoroid bombardment is the production of melt and vapor,

and the devolatilization of the surface which contributes to the formation an exosphere around

the planet [6, 62, 63]. Dominigue et al. (2014) [5] explains the importance of impact melt and

vapor:

[t]he melt produces glass within the regolith, and the vapor produces coatings or patinas on
nearby regolith particles. These coatings and patinas contain many of the volatiles released
during the impact, melt, and vaporization process, creating a repository for these elements
within the regolith. The vapor also contributes to the formation of additional glass, the
redistribution of volatiles, and a net loss of volatiles from the surface. [5]

The amount of impact vaporization due to meteoroid impacts is dependent on impact flux,

impact velocity, meteoroid size, and composition. Cintala (1992) [4] found that Mercury hosts

an impact rate 5.5 times that of the Moon with a 60% higher impact velocity and concluded that

Mercury produces 14 times more impact melt and 20 times more vapor than the Moon per unit

time. However, Borin et al. (2009) [2] found a dramatically greater impact rate and mass flux

rate of 76 and 170 times, respectively, versus Cintala (1992)’s estimation (this stark difference

is likely due to calibrating the meteoroid flux at Earth differently). More recently, Pokorný et

al. (2021) [53] found a micrometeoroid (they consider diameters between 0.01 - 2mm) mass

flux and energy flux at Mercury of 5.45 and 17.9 times, respectively, that at the Moon. As

mentioned earlier, the meteoroid flux at Mercury differs between its day-side and night-side;

this also influences the impact vaporization patterns. This is covered in depth by Pokorný et al.

(2018) [30] and is supported by observations from the MErcury Surface, Space ENvironment,

GEochemistry and Ranging (MESSENGER) spacecraft [64].

The high rate of impacts by meteorites releases neutral atoms, ions, and molecules from

the planets surface. These particles become loosely bound via gravity to the planet, interact with

Mercury’s local space environment, or are lost to space. Neutrals, once released, can return to

the surface or become ionized. Ions can be swept up by Mercury’s magnetic field or lost to

space due to the solar wind [5]. This ultimately results in a loss of elemental species from the
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surface, although other process such as ion implantation (via solar wind) and meteorite impacts

(and larger impacts), themselves, can replenish such lost material. Thus, meteoroid impacts

are also an important process in altering the mineralogical and structural (melt and patinas)

makeup of Mercury’s surface.

1.2 Research Goal and Outlines

Because of the importance of meteoroids to Mercury, it is necessary to understand the com-

position of the meteoroid population. It is already understood that MBA, JFC, HTC, & OCC

provide a majority of the meteoroid material that interacts with Mercury, but material originat-

ing from Mercury should also constitute some of the meteoroid population.

Much of the ejecta generated from impact-cratering events are retained by the planet and

contribute to Mercury’s dust environment, secondary crater population, or other surface pro-

cesses. However, sufficiently high energy impacts can accelerate regolith and small boulders to

velocities high enough to escape Mercury’s Hill sphere, some of which may eventually come

back to Mercury. It is not well understood how much of Mercury’s meteoroid population orig-

inates from itself.

The goal of this research is to understand how much of Mercury’s meteoroid population is

composed of material originating from itself. Using scaling-relationships, impacts were simu-

lated on Mercury’s surface to obtain particle ejection velocities and the amount of mass capable

of leaving the planet. Escaped particles have their orbital trajectories numerically propagated

for up to 10,000 years to determine their fates, if they are capable of returning to Mercury, and

if so, how much material is returned.

The rest of this thesis is as follows: The next chapter will briefly discuss cratering events

and aspects of impacts that are important to this study (Chapter 2). Then, I will detail the models

used to simulate impacts and propagate the orbital trajectories of escaped ejecta (Chapter 3).

After that, I present the actual simulation methods (Chapter 4) and results (Chapter 5). Finally,

I conclude the thesis with a discussion of the results in Chapter 6.
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Chapter 2

Understanding Impacts

On the surface, impact craters appear as relatively uncomplicated geomorphological structures.

Whether a basin or a microcrater, the general concept of cratering is indeed quite straightfor-

ward. Mass moving at a high velocity relative to a surface collides into it and generates a

depression at the point of contact. The impactor is usually thought to be entirely annihilated

while the target surface, as a whole, remains mostly unaltered – aside from the newly formed

depression at the site of collision. The larger or faster the projectile, the bigger the resulting

crater. The bigger the crater, the more mass that is propelled outwards into the surrounding

environment. In the end, it reduces to the transfer of kinetic energy from the impactor to the

target.

While this simplification is, for the most part, not wholly incorrect, it is just that: a

dramatic oversimplification of a truly complex event. It ignores the complicated mechani-

cal, chemical, and geophysical interactions that fully describe the properties of the projectile-

target-ejecta system. To appreciate the many intricacies of impact cratering, please refer to

H.J. Melosh’s well known publication Impact Cratering: A Geologic Process [27]. Thank-

fully, detailed information about system dynamics such as the induced pressure wave, or the

geochemical transformations incurred by the impact area are not required to model basic crater

morphology, particle ejection velocity, or the amount of mass ejected from the impact. Exper-

iments and detailed observations of impact cratering and its ejected material have shown that

most impacts follow the same general trends of excavating material and depend only on basic

properties such as target density and strength (as well as properties of the projectile itself, of

course) to simulate crater ejecta.
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2.1 Regolith/Surface

Regolith properties play a vital role in determining crater morphology and evolution [49, 57,

70]. When a cratering event occurs, it is categorized as either ‘gravity-dominated’ or ‘strength-

dominated’ (though, recent work has shown the existence of a separate ‘compaction-dominated’

regime for porous materials [71]). A gravity-dominated event indicates that the excavation of

the transient crater was halted by the force of gravity preventing more material from being dis-

placed. The transient crater is the crater produced immediately by the impact, before displaced

material on the crater wall and rim fall back down to partially refill the initial crater cavity.

Richardson et al. (2007) provides an elegant definition: “[i]f the force of gravity g is much

greater than the effective yield strength of the target material Y ; that is, if it takes much more

energy to loft the material out of the crater bowl than it takes to effectively break the mate-

rial apart... [this is] a condition called gravity-dominated cratering” [32]. On the other hand,

a strength-dominated event indicates that the excavation of the transient crater was halted be-

cause the surrounding target material was strong enough to withstand further removal of in-situ

material. Similarly, Richardson describes strength-dominated cratering as: “[i]f the force of

gravity g is much smaller than the effective yield strength of the target material Y ; that is, if

it takes much less energy to loft the material out of the crater bowl than it takes to effectively

break the material apart...” [32].

It can be seen that a target’s ‘effective yield strength’ is a defining property of the target

material. However, the actual scientific definition of a target’s ‘strength’ is not well constrained

(see [19]). In the impact model used in this work, (Chapter 3), the ‘strength’ of a material

simply needs to be a value with units of stress. Nevertheless, ‘strength’ is a vital property of

the target material, along with target density, that governs crater formation and, subsequently,

the amount of material ejected and its resulting launch speeds. In addition to actual physical

properties of the target, a series of extra ‘scaling’ parameters, which are mostly dependent

on the target material, are also required (see Table 3.3) to accurately model impacts. This is

discussed in further detail in Section 3.2
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This work assumes a uniform target material composed of regolith and small particles.

Thus, the ejecta from simulated impacts are also entirely made up of regolith-like particles.

While most impacts energetic enough to eject particles off the planet would excavate competent

crustal material, this competent rock would be ejected at speeds and angles much lower than

surface material directly surrounding the impact. This is due to the inverse relationship that

as distance from the impact increases, ejection speeds and ejection angles decrease. More

explicitly, material buried deep beneath the regolith layer, if ejected, will be pushed to further

radial launch positions as it streamlines to the surface [24]. Chunks of crustal material much

larger than regolith particles are indeed capable of being ejected from impacts as is evident from

the existence of secondary craters and large boulders which often surround primaries, as well

as the more elusive sesquinary craters [72, 73]. However, it is unlikely that fragments larger

than a few meters in size would be capable of escaping Mercury, at least for the impact scales

this investigation is concerned with (see Table 4.1) [74]. Therefore, a majority of the material

which is launched quick enough to escape the planet will be composed of surface material such

as regolith particles and small rocks. As mentioned previously, boulders larger than 5m are

considerably less common on Mercury (relative to the Moon) and is partially believed to be a

result of a regolith layer thick enough to reduce the excavation of large boulders and bedrock

material (as discussed in section 1.1.3 [60, 57]). Thus, for our investigation of particles escaping

the planet via impact, only considering small particles from Mercury’s regolith layer is a valid

assumption.

2.2 The Cratering Process

In general, cratering of solid materials follows the same procedure. Primarily, the contact

and compression of the target material where the kinetic energy of the impactor is partially

transferred into heat and a pressure wave that propagates radially out from the point of im-

pact, often weakening and altering the chemical composition of the surrounding material. The

induced shock and rarefaction waves accelerate the surrounding material (those which aren’t

compacted downwards or vaporized) to high velocities, often exceeding a few kilometers per

second for craters greater than a few 10s of meters in diameter [27]. The initial path taken
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by most ejecta is not a straight line up and out from the surface (though, recent investigations

have found evidence of high-angle, high-velocity ejecta very close to the point of impact that

is not captured in current impact models [68]), but rather parabola-like curves (hydrodynamic

streamlines; often referred to as the Maxwell-Z model of excavation flow [24]) that follow

the expanding hemispherical shocks below the surface. Once particles following these curves

exit the topmost layer of the target, their paths are no longer influenced by the shock wave or

impeded by surrounding material, allowing them to follow ballistic trajectories.

The velocities and trajectories that particles take heavily depend on where they exit the

surface. Particles very close to the impact site will be launched at higher velocities and steeper

angles, whereas those far from the impact are launched more slowly and at shallower angles.

This velocity-position relationship closely follows a power-law and far from the impact site,

ejection velocities decrease to zero. This implies that only the closest ejected material will

have velocities high enough to escape Mercury while a majority of the launched material will

remain bound to the planet and contribute to forming an ejecta blanket or secondary craters

around the impact. Material launched near the crater radius, where the velocity is near zero,

tend to pile up and form a small ridge, or rim, around the edge of the crater called an overturn

flap. The resulting crater formed by excavation of the target site is called the transient crater.

After the formation of the transient crater, displaced material along the steep walls and rim

become unstable due to gravity and will fall back down towards the center of the crater. This

modification results in the crater becoming slightly wider and shallower as material refills the

central pit, often forming a breccia lens above the initial impact melt [55].

Most craters are categorized as either ‘simple’ or ‘complex’ - inferred primarily by the

morphology of the final crater. Simple craters are characterized by their classic circular bowl

shape and have a depth ∼ 1/3 to 1/5 of its diameter. Complex craters are larger than simple

craters and often have a raised peak at the center of the crater floor. This is a result of the target

material rebounding after being initially compressed by the impact. Just as when one drops a

rock into water, the water refills the crater and jets up from the point of impact. When suffi-

ciently energetic impacts occur, the target is subjected to such high temperatures and pressures

that the target briefly acts as a fluid before cooling and solidifying. Complex craters also have
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flat floors and are much shallower, relative to their diameter, than simple craters. The tran-

sient craters formed by these larger impacts likely initially appear as larger simple craters, but

greater amounts of material begin to refill the central pit resulting in flatter floors and shallower

relative depths. The transition from a simple crater to a complex crater is dependent, primarily,

on surface gravity, thus it is different for most bodies. On Earth, the transition occurs when

the crater is around 2 km in diameter, 7 km on Mars, 12 km on Mercury, and about 15 km on

the Moon. The difference in transition size for Mars versus Mercury, though they have nearly

identical surface gravity, might be due to different surface or crustal strengths as well as the

greater mean velocity of impacts on Mercury [28].

A third category of crater morphology exits, though it represents the largest impacts:

basins. Because of their complexity and that they are well beyond the crater sizes consid-

ered here, they will not be covered. However, it should be mentioned that, compared to simple

and complex craters, these massive impacts would no doubt excavate the most material and be

capable of launching the greatest amount of ejecta into orbit.

The next chapter will explain how we model impacts and their ejecta.
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Chapter 3

Modeling Impacts and their Ejecta

Simulating ejecta being launched off of Mercury requires some mathematical formulation to

quantify the positions and velocities of material excavated by cratering events. This work

makes use, primarily, of the ejecta-scaling-modelling scheme developed by Housen & Hol-

sapple (2011) [17] to obtain particle ejection speeds (Sections 3.1.1, 3.1.2, & 3.1.3) and the

amount of mass ejected (Section 3.1.5) for a single impact event into Mercury’s regolith layer

(Section 3.2). Then, an ejecta-plume model from Richardson et al. (2007) [32] is applied to

the launched particles to give them a direction of motion (Section 3.1.4). The particles that

are launched at speeds greater than Mercury’s escape velocity (4.25 km/s) are eventually trans-

ferred to an N-body numerical integrator to propagate their orbital trajectories (Section 3.3).

The next few sections include derivations of some of the core relationships which form the

impact dynamics model used in this study. Much of them follow the ideas and solutions derived

from [14, 15, 16, 17]. For clarity, the author of this thesis did not create or contribute to any of

the methods discussed in this section - he implemented them into computer simulations. The

full derivations and background theory influencing the development of these impact-scaling

laws is beyond the scope of this thesis – please refer to the original texts cited above for more

in-depth information.

3.1 Impact Dynamics Model

The scaling relationships developed by Housen & Holsapple (2011) [17] are the primary source

for the ejecta-model in this work. It seeks to quantify impact crater radius, particle ejection

velocities, and amount of mass ejected based on the properties of the impactor and the target.
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These properties include: the radius (a), speed (U ), and bulk density (δ) of the impactor; the

density (ρ), and strength (Y ) of the target; and surface gravity (g).

The model starts by assuming an impact can be treated as a point-source. Consequentially,

multiple characteristic dimensions need not be considered to define the scale of the impact

(that is, a defining the length scale, a/U defining a time scale, and δa3 defining a mass scale).

Assuming a point source allows for these three independent dimensions (length, time, mass) to

be combined into a single power-law ‘coupling parameter’ that fully characterizes the impactor

[15]:

C = aUµδν (3.1)

Holsapple (1993) describes it as

the sole measure of the coupling of the energy and momentum of the impactor into the
planetary surface. It must then determine all subsequent scaling laws for all phenomena
appropriately determined by the far-field solution. This coupling parameter is determined
by the two exponents µ and ν. Therefore, all scaling laws of impact processes will involve
those exponents in some specific way. [16]

This point-source assumption has been shown to hold for distances as close as approximately

one impactor radius away from the point of impact [16]. Thus, beyond this distance is consid-

ered ‘far-field.’

At the core of developing the following scaling relationships (besides the point-source

assumption) is the nondimensionalization technique of the Buckingham Pi Theorem [65]. It

states that an equation with n variables consisting of k unique physical dimensions can be

rewritten with p = n−k dimensionless parameters (denoted π1, π2, ... πp). A few relationships

important to this study can now be derived.

3.1.1 Particle Ejection Speed as a Function of Position

To develop a relationship between the speed of ejected particles and distance from an impact in

the gravity regime, one must assume a functional dependence on the properties of the projectile

(a, U , δ) and the target (ρ, g; considering the strength-regime would use Y in place of g),
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and position (x). Because of point-source scaling, the projectile properties can be written as

Eq.(3.1):

v = f(aUµδν , ρ, g, x) (3.2)

This function has n = 5 terms constructed from k = 3 physical dimensions (length, mass,

& time). The Buckingham Pi theorem states that this system can be reconstructed with p =

2 nondimensional parameters. For gravity-dominated impacts, the π groups can be formed

around v and g – that is, the repeating variables will be aUµδν , ρ and x.

The π1 parameter can be expressed:

π1v = v [aUµδν ]a [ρ]b [x]c (3.3)

Denoting the units of meters as L (for ‘length’), kilograms as M (for ‘mass’), and seconds as

T (for ‘time’), rewrite Eq. (3.3) as

π1v =
(
L
T

) [
(L)

(
Lµ

Tµ

) (
Mν

L3ν

)]a [M
L3

]b
[L]c

=
(
L
T

) [
L1+µ−3νMν

Tµ

]a [
M
L3

]b
[L]c

(3.4)

Next, three equations can be constructed to find expressions for the unknown exponents (a, b,

c) that will nondimensionalize the parameter (i.e set units to to zero).

L : 0 = 1 + a (1 + µ− 3ν)− 3b+ c (3.5)

M : 0 = aν + b (3.6)

T : 0 = −1− aν (3.7)

which has the solutions a = −1/µ, b = ν/µ, and c = 1/µ. Plugging these values into Eq. (3.3)

gives the first nondimensional group

π1v =
(
ρ

δ

) ν
µ v

U

(
x

a

) 1
µ

(3.8)
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The π group may be manipulated into a more convenient form, as long as it remains dimen-

sionless [66]. So, raise Eq. (3.8) to the power µ to obtain:

π1v =
xvµρν

aUµδν
(3.9)

The same procedure is used about g to obtain π2:

π2v = g [aUµδν ]a [ρ]b [x]c (3.10)

Solving its system of equations gives a = −2/µ, b = 2ν/µ, and c = 1 + 2/µ and plugging back

into Eq. (3.10) gives the second nondimensional group

π2v =
x

2
µ (gx) ρ

2ν
µ

(aUµδν)
2
µ

(3.11)

which can be raised to the power µ/2 to obtain the cleaner (and just as valid) form:

π2v =
x (gx)

µ
2 ρν

aUµδν
(3.12)

Finally, the system can be expressed by the two nondimensional groups as π1v = f(π2v),

or

xvµρν

aUµδν
= f

x (gx)µ
2 ρν

aUµδν

 (3.13)

This equation can be rearranged to get the ratio of particle launch speed to impactor speed:

v

U
=
[
x

a

(
ρ

δ

)ν]−1
µ

f̂

{
x

a

(
ga

U2

) µ
2+µ

(
ρ

δ

) 2ν
2+µ

}
(3.14)

where f̂ = f 1/µ(X (2+µ)/2); this form is directly from Eq.(4) of [17]. However, when near the

impact (but still in the ‘far-field’ where the point-source assumption holds), gravity should not

play a major role in particles’ launch speeds. More explicitly, gravity would only affect particle

launch speeds near the edge of the crater. As explained by [17], “the kinetic energy associated

with a particle in the excavation flow is large compared to both the work done against the
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gravity-induced shear strength of the target material and the change in gravitational potential

energy incurred as the particle travels to the surface.” Thus, the second term in Eq.(3.14) should

be negligible, reducing to

v

U
= C1

[
x

a

(
ρ

δ

)ν]−1
µ

(3.15)

where C1 is a scaling constant related to material properties of the target (see Section 3.2) and

can be determined from curve fitting.

Because only the fastest moving ejecta – those capable of escaping Mercury’s gravity – are

of interest, Eq. (3.15) could be justified as a sufficient stopping point. Provided some minimum

distance from the point of impact (where material begins to be launched outwards rather than

compacted downwards and the point-source assumption is valid), one can calculate a majority

of the ejecta velocity profile with confidence. However, the full ejecta model should still be

considered (here and in the simulation code).

As the distance from the impact approaches the crater radius, ejection velocities become

small and can no longer be modeled by a power-law, but rather an asymptote that goes to zero.

Thus, it follows that the ejection velocity versus position profile will depart from a power-law

and become asymptotic close to the crater edge. Therefore, a relationship for crater radius and

impactor properties will be derived next by following similar procedure.

3.1.2 Crater Radius in the Gravity Regime

As with particle ejection speed, the resulting impact crater radius (R) depends on the properties

of the impactor and the surface. Again, working within the gravity regime and maintaining the

impactor point-source assumption (Eq.(3.1)):

R = f(aUµδν , ρ, g) (3.16)

This relationship can be expressed with only one π group

πR = R [aUµδν ]a [ρ]b [g]c (3.17)
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and considering the variables’ dimensions

πR = (L)

[
L1+µ−3νMν

T µ

]a [
M

L3

]b [ L
T 2

]c
(3.18)

Solving for a, b, c such that L0M0T 0 produces a = −2
2+µ

, b = 2ν
2+µ

, and c = µ
2+µ

. Because there

is not another π group that can be functionally related to πR, it must equal some constant H1

πR =
ρ

2ν
2+µ g

µ
2+µR

(aUµδν)
2

2+µ

= H1 (3.19)

To obtain the form given by [17], Eq. (3.19) must be manipulated quite a bit:

R = H1a
2

2+µ

(
g
U2

) −µ
2+µ

(
ρ
δ

)−2ν
2+µ

⇒ R
a = H1

(
ga
U2

) −µ
2+µ

(
ρ
δ

)−2ν
2+µ

(3.20)

and introducing the mass of the impactor, assuming a sphere with constant density: mi =
4πa3

3
δ

implying a ∝
(
mi

δ

)1/3
. Thus,

R
(
mi

δ

)− 1
3 = H1

(
ga
U2

) −µ
2+µ

(
ρ
δ

)−2ν
2+µ

⇒ R = H1

(
ga
U2

) −µ
2+µ

(
ρ

−2ν
2+µ

) (
ρ

1
3ρ−

1
3

) (
δ

2ν
2+µ

)
δ−

1
3m

1
3

= H1

(
ga
U2

) −µ
2+µ

(
ρ
δ

) 2+µ−6ν
3(2+µ)

(
m
ρ

) 1
3

(3.21)

Finally, moving the mass term to the left produces the matching form for crater radius in the

gravity regime as [17]:

R
(
ρ

mi

) 1
3

= H1

(
ρ

δ

) 2+µ−6ν
3(2+µ)

[
ga

U2

] −µ
2+µ

(3.22)

3.1.3 Final Particle Ejection Speed Model for Impacts Normal to Surface

Now, with a relationship for ejecta speed v = f(aUµδν , ρ, g, x) and one for crater radius R =

f(aUµδν , ρ, g) which share a common set of parameters, they can be related to one another in

the form v = f(R). With careful observation, one will notice a glaring similarity between the

f̂ term in Eq. (3.14) and Eq. (3.20):
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x

a

(
ga

U2

) µ
2+µ

(
ρ

δ

) 2ν
2+µ

= H1
x

R
(3.23)

Thus, the ejecta launch speeds can be rewritten as a function of crater radius

v

U
=
[
x

a

(
ρ

δ

)ν]−1
µ

f
(
x

R

)
(3.24)

Note that because x and R have the same dimensions of length, we can reduce the f̂() → f()

[66]. With this new relationship, a transition between the power-law governing most of the

particle ejection speeds and an asymptote bringing ejection speeds to zero nearing the crater

edge, can be developed. More generally, a boundary conditions for the whole function can be

derived.

Directly surrounding the impact, all material is assumed to be compacted downwards, but

at some distance x = n1a away from the impactor, material will begin to be ejected outwards.

Far away from the impact, near the crater rim x = n2R, the ejection speed of material will go

to zero. The scaling terms n1 and n2 are constants; a value of 1.2 is typically used for n1 and

the value of n2 will differ between target materials and whether the impact is in the strength or

gravity regime, but is typically between 1 - 1.5. Housen & Holsapple (2011) adopt
(
1− x

n2R

)p
for f(x/R) in Eq. (3.24) [17]. This gives the final formulation for particle ejection speeds due

to a normal incidence impact as a function of ejection position as given in [17] and which is

used in this work:

v

U
=
[
x

a

(
ρ

δ

)ν]−1/µ (
1− x

n2R

)p
, n1a ≤ x ≤ n2R (3.25)

Like the other constants, p is determined by fitting these relationships to empirical data.

This relationship can be used to describe ejecta in both the strength and gravity regimes. Here,

the equation was derived assuming the gravity regime, but ultimately the effect of strength,

Y , meets the same fate as gravity, g. That is, that close to the impact the amount of energy

transferred to particles is assumed to make surface strength a negligible factor. Though, the
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effects of surface strength become important as ejection velocities go to zero; this is captured

by the n2 term.

3.1.4 Particle Ejection Angles, Directions, and Adjustments to Velocity for Oblique Impacts

So far, the impact dynamics model has only considered scalar values. Particle ejection speeds

can now be calculated, but nothing has been said about ejection angles or directions. Richard-

son et al. (2007) [32] developed a first-order model for ejecta plume behavior based on the

Deep Impact cratering event on Comet Tempel 1. As with previous sections, the information

presented here is from [32]. The author of this thesis did not derive nor contribute to the de-

velopment of the model. All the information in this subsection is credited to Richardson et al.

(2007) and their references. Much of their model originates from [14, 15, 16]. However, to

model the evolution of the plume, they must consider the angle of incidence of the impactor,

and the subsequent ejection angles of the ejecta.

In considering a normal incidence impact, they assume a monotonically decreasing ejec-

tion angle with increasing distance from the point of impact. They adopt the function

ψn(x) = ψ0 − ψd

(
x

R

)
(3.26)

where ψn is the particle ejection angle, ψ0 is the “starting angle,” ψd is the “total drop” angle, x

is distance from the impact, and R is the crater radius. The ψ0 and ψd values were determined

from least-squares fits by [3] and have values 52.4◦ ± 6.1◦ and 18.4◦ ± 8.2◦ respectively.

Oblique impacts are, unsurprisingly, slightly more complicated to model. According to

Richardson et al. (2007),

an oblique impact will affect the cratering event in four basic ways: the transient crater
volume and size will be smaller; particle ejections angles will be lowered on the down-
range side of the ejecta plume; particle ejection velocities will be higher on the down-
range side of the ejecta plume; and the ejecta plume mass-loading will be shifted toward
the down-range side. [32]

Because the impact is no longer one-dimensional, both the vertical and horizontal components

of the projectile’s kinetic energy and momentum must be accounted for. Experiments have

shown that the vertical component of the impactor’s kinetic energy and momentum are what
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govern the resulting crater size. The horizontal components, however, are what influences the

mass excavation flow – shifting ejection directions down-range, increasing this down-range

ejection velocity and lowering ejection angle [32]. The more oblique an impact, the more

exaggerated these characteristics.

A one-dimensional, normal incidence impact requires that ejecta move in at least two

spatial dimensions (up and out). Assuming the target surface is uniform and the impactor is

spherical, the two dimensional ejecta can simply be rotated around the vertical axis to produce

a three-dimensional ejecta plume. That is to say that calculating the ejecta launch angles for a

normal incidence impact only requires knowledge of two dimensions and the third dimension

can be assumed to be symmetric. An oblique impact, however, will require knowledge of all

three dimensions because it is not symmetric about the vertical axis. Eq. (3.26) is already a

function of two dimensions – radial distance (x) and the vertical dimension which is contained

in the calculation of crater radius R. Richardson et al. (2007) introduces the oblique-impact

particle launch angle equation:

ψf (x, θ) = ψn −
[
30◦ (cosϕ)

(
1− cos θ

2

)(
1− x

R

)2
]

(3.27)

where ϕ is the angle of incidence of the impact (90◦ is defined to be normal to the target

surface) and θ is the azimuthal angle of the ejected particle with reference to the incoming

horizontal direction of the impactor (i.e. 180◦ is directly down-range and 0◦ is opposite the

impactor’s horizontal direction of travel). With the inclusion of the particle azimuth θ, this

equation accounts for all the required three spatial dimensions.

The change in particle ejection velocity due to an oblique impact as compared to normal

should directly be related to how the ejection angle changed (assuming this change in ejec-

tion angle is due to altering the horizontal component of the particle’s velocity). Therefore,

Richardson et al. (2007) uses:

vf (x, θ) =

(v sinψn)2 +
(
v sinψn
tanψf

)2
1/2

(3.28)

where v is the normal particle ejection speed from Eq. (3.25) [32].
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3.1.5 Amount of Mass Ejected

With the information and methods that have been discussed, developing a relationship for the

amount of mass ejected at a velocity greater than v becomes straightforward. As before, assume

that mass ejected is a function of the impactor, surface, and distance from the impact site.

Mej = f(aUµδν , ρ, x) (3.29)

Inclusion of the variable x is what relates the amount of mass ejected to ejection veloci-

ties. As one moves away from the point of impact, the amount of mass ejected from within x

will monotonically increase, but at each position x, the mass ejected from that spot will have

some specific velocity value. There is clearly an inverse relationship between the two – as more

mass is ejected (i.e. x increases), the velocity of the ejecta decreases. Thus, if the relationship

depends on x, it can only provide information about the mass ejected from inside that distance,

or the amount of mass ejected at speeds greater than the velocity at that point. The relation-

ship with v also captures the effects (or lack thereof) of gravity, g, and strength, Y , for their

respective regimes.

As before, using the dimensional analysis of the Buckingham Pi theorem:

πM =Mej [aU
µδν]a [ρ]b [x]c

= (M)
[
L1+µ−3νMν

Tµ

]a [
M
L3

]b
[L]c

(3.30)

Because the coupling parameter is the only term with units of time, it must disappear, so a = 0.

Then, b = −1 and c = −3. Only a single π term is allowed for this system. Thus, πM must

equal some constant k:

πM = Mej

ρx3 = k

⇒Mej = kρx3
(3.31)
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As one approaches the point of impact, or rather the region of compaction around the impact

x = n1a, the amount of mass ejected goes to zero. Considering this limit, as well as nor-

malizing to the mass of the impactor m = 4
3
πa3δ, gives the model for the amount of mass

ejected:

Mej

m = 3kρ
4πδ

(
1
a3

[
x3 − (n1a)

3
])

= 3k
4π

ρ
δ

[(
x
a

)3 − n31

] (3.32)

As per usual, the value of the constant k is determined from empirical data and differs

based on the target material, though is generally in the range of 0.2 - 0.5 [17].

3.2 Target Properties

No mission set to investigate Mercury has returned rock or regolith samples, and unlike the

Moon and Mars, there are no known meteorites on Earth that definitively originated from the

Hermean surface. This means that nearly all of Mercury’s relevant surface properties must

be assumed, primarily, from data collected by the Mariner 10 and MESSENGER spacecrafts.

Such data has allowed for extensive investigations into the planet’s composition and history.

The surface of Mercury is often compared to that of the Moon [75, 29]. Both bodies dis-

play an abundant cratering record and the presence of distinct geologic regions: older, more

heavily cratered highlands and the younger, smoother maria (Moon) and plains (Mercury)

which indicates both were once geologically active [25]. Neither body has an atmosphere,

which makes their surfaces more susceptible to impacts, space weathering, and regolith pro-

duction [5, 34, 31]. Based on their locations in the inner Solar System and current crater

populations, it is believed that both the Moon and Mercury’s impactor flux are comparable and

originate from the same sources (that is, MBA, JFC, HTC, & OCC) [7, 8, 21, 26, 30].

As shown in the previous section, the impact model requires ‘scaling’ terms which are

mostly dependent on the target’s material properties. These terms must be obtained experimen-

tally or via curve fitting. Experiments to determine these values have been conducted on a wide

range of materials such as sand, glass micro-spheres, weak basalt and various other sand mix-

tures [3, 17], but not on lunar regolith samples. Fortunately, much of the Moon’s geology and
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Table 3.1. Scaling laws used to simulate gravity-dominated impacts and the resulting
ejection velocities

Parameter Equation Units

Strength/Gravity regime transition ρU2

[
ga

U2

(
δ

ρ

)1/3
] 2

2 + µ
Pa

Crater volume (Vg) H1
m

ρ

(
ga

U2

)− 3µ

2 + µ
(
ρ

δ

) µ

2 + µ km3

Crater radius (Rg) H1

(
ρ

δ

)2 + µ− 6ν

3(2 + µ)
(
ga

U2

)− µ

2 + µ
(
m

ρ

)1/3
km

Ejecta velocity (vg) C1U

[
x

a

(
ρ

δ

)ν]−1/µ
(
1−

x

Rgn2g

)p
km s-1

Ejection angle for normal-incidence impact (ψng) ψ0 − ψd

(
x

Rg

)
radians

Ejection angle for oblique impact (ψfg) ψng −

[
30◦ cos(ϕ)

(
1− cos(θ)

2

)(
1−

x

Rg

)2
]

radians

Ejection velocity for an oblique impact

[
(vg sin(ψng))

2 +

(
vg sin(ψng)

tan(ψfg)

)2
]1/2

km s-1

Mass ejected quicker than v (M )
3k

4π

ρ

δ

[(
x

a

)3

− n3
1

]
m kg

Note. — Equations for regime transition, Vg , Rg , vg , and M come from [17]. The equation for M can be used for both
gravity and strength dominated impacts. Equations for ψng , ψfg , and ejection velocity for an oblique impact come from
[32]. Values for the target properties ρ and g and scaling constants µ, H1, C1, n1, n2g , ν, p, and k can be found in Table
3.3. Values for the impactor properties, a, δ, m, U and ϕ can be found in Table 4.1. ψ0 = 52.5◦ and ψd = 18.5◦ as given
by [32]. The variable x represents the radial distance away from the point of impact. The variable θ is the azimuthal angle
from 0◦ to 359◦ around the impact site with 180◦ in the downrange direction.
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Table 3.2. Scaling laws used to simulate strength-dominated impacts and the resulting
ejection velocities

Parameter Equation Units

Crater volume (Vs) H2
m

ρ

(
Y

U2ρ

)−
3µ

2 km3

Crater radius (Rs) H2

(
ρ

δ

)1− 3ν

3
(

Y
U2ρ

)−
µ

2
(
m

ρ

)1/3
km

Ejecta velocity (vs) C1U

[
x

a

(
ρ

δ

)ν]− 1

µ
(
1−

x

Rsn2s

)p
km s-1

Ejection angle for normal-incedence impact (ψns) ψ0 − ψd

(
x

Rs

)
radians

Ejection angle for oblique impact (ψfs) ψns −
[
30◦ cos(ϕ)

(
1− cos(θ)

2

)(
1−

x

Rs

)2
]

radians

Ejection velocity for an oblique impact

[
(vs sin(ψns))

2 +

(
vs sin(ψns)

tan(ψfs)

)2
]1/2

km s-1

Note. — Equations for regime transition, Vs, Rs and vs come from [17]. Equations for ψns, ψfs, and ejection velocity
for an oblique impact come from [32]. Values for the target properties ρ and Y and scaling constants µ, H2, C1, n2s,
ν, p, and k can be found in Table 3.3. Values for the impactor properties, a, δ, m, U and ϕ can be found in Table 4.1.
ψ0 = 52.5◦ and ψd = 18.5◦ as given by [32]. The variable x represents the radial distance away from the point of impact.
The variable θ is the azimuthal angle from 0◦ to 359◦ around the impact site with 180◦ in the downrange direction.
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Table 3.3. Target properties used in impact simulations

Parameter Symbol Value Units

Gravity g 3.7 m s-2

Escape Velocity vesc 4.25 km s-1

Strength Yt 4000 Pa
Surface Density ρt 1500 kg m-3

Scaling Constant µt 0.4 -
Scaling Constant C1 0.55 -
Scaling Constant k 0.3 -
Scaling Constant H1 0.7 -
Scaling Constant H2 0.4 -
Scaling Constant n1 1.2 -
Scaling Constant n2g 1.3 -
Scaling Constant n2s 1 -
Scaling Constant p 0.3 -
Scaling Constant ν 0.4 -

Note. — Gravity and escape velocity are
properties of Mercury. Scaling constants,
strength, and density values from impact exper-
iments into various mixtures of sand and perlite
[17, 18].

surface properties have been thoroughly investigated and are well understood [9, 10, 11, 12],

making it possible to simulate lunar regolith by mixing appropriate materials to obtain similar

bulk density, particle size distribution, geometry, porosity, and shear and tensile strengths (for

example, the recent work by Li et al. (20221)[22]; as well as University of Central Florida’s

Exolith Lab). Of the currently available material-scaling data, the mixture of sand and perlite

[17, 18] appear to be a good simulant of lunar regolith, and therefore is likely an acceptable

simulant of Mercury regolith [75, 34, 5]. Given this, the values listed in Table 3.3 are used to

simulate the surface properties of Mercury in all of our simulations.
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3.3 Orbit Propagation Model

Immediately after ejection from the surface, particles briefly follow ballistic trajectories and

are then transferred to an orbit propagation code (N-body code) to numerically integrate their

orbital trajectories. Particle motion is considered to be ballistic for as long as the ground be-

neath them can be approximated to be flat. Quantitatively, this work uses multiples of crater

formation time (typically 5x) for ballistic propagation before being handed off to the N-body

code. The N-body dynamics code implements a 4th order Runge-Kutta integration scheme to

calculate particle trajectories. It considers the gravity of 10 major bodies – all 8 planets, the

Sun, and Earth’s moon – and includes perturbative effects of solar radiation pressure (SRP)

and Poynting-Robertson drag (PRD). Particle-particle interactions (gravitational, electrostatic,

frictional forces and collisions) and particle self-gravity are not included in the model.

The orbital motion of a particle, which is here denoted using index i, is given by

r̈i = agi + aperti (3.33)

where ri is the heliocentric position vector, agi is the gravitational acceleration, and aperti is the

non-gravitational acceleration.

For agi , the particle i is considered to be influenced by the bodies mentioned above, which

are defined using index j, and written as

agi = −
jmax∑
j=1

GMj
ri − rj
|ri − rj|3

(3.34)

where G is the gravitational constant, and Mj is the mass of body j. In our model, jmax = 10.

On the other hand, aperti is given as [45]

aperti =
QprLAi
mic

[(
1− ṙi

c

)
Ŝ− ṙi

c

]
(3.35)
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Figure 3.1 Figure 3 from Liu & Schmidt (2018) [23] showing the Mie theory calculations
of radiation pressure efficiency, Qpr for different particle sizes. Grains are considered to be
silicate. Liu & Schmidt, A&A, 609, A57, 2018, reproduced with permission ©ESO.

where mi is the particle mass, L is the energy flux density of the radiation field (i.e. irradiance

from the Sun), Ŝ is the unit radial vector from the Sun (outward positive), Ai is the cross-

sectional area of the particle, c is the speed of light, Qpr is the radiation pressure efficiency

of the particle (via the Mie theory), and ṙi is the radial component of the velocity vector (i.e.,

ṙi = ṙi · Ŝ). The radial term is SRP, and the velocity dependent term is PRD. For particles of

radius 10 µm and 100 µm, Qpr = 0.42 is used. Particles with radius of 50 µm, 500 µm, and

1000 µm use Qpr = 0.38, 0.60, 0.85, respectively. These values are based on Figure 3 of Liu

& Schmidt’s (2018) [23] calculations of the radiation pressure efficiency dependence on the

size of silicate particles (Fig. 3.1). For reference, a value of zero means SRP and PRD are

not active - only gravity influences particle dynamics; and the unity value indicates a totally

absorbing particle and is widely used in the literature [36, 45].

The Runge-Kutta 4th-order integrator is used to solve Equation (3.33), with a time step,

h, of 432 s which is obtained by dividing the number of seconds in a day by 200 (0.005 · 86400
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s). We choose this value because of its balance of accuracy and efficiency. We compared

simulation results using this 432 s time step against smaller time steps such as 86 s and 43

s. The 432 s time step produced trivial differences in particle trajectories compared to the

smaller time steps. Even when making multiple close approaches to the Sun, particles can

remain on stable orbits and not decay due to the choice of time-step. The quasi-total energy

of a test particle under agi without aperti (Eq. (1.29) in [46]) has been tested and found to

be constant with negligible fluctuation. It should be noted that the Runge-Kutta integration

method accumulates error on the order of h4 [40, 41]. For the integration times and time step

this projects considers, the accumulated error does not greatly influence the trajectories of the

particles or massive bodies. However, if one wished to propagate trajectories for greater time-

scales, such as millions of years, another integration method should be considered for better

computational efficiency and reduced accumulated error.

The next chapter will describe the simulations and how they are set up.
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Chapter 4

The Simulations

The following simulations implement the previously described impact and orbital dynamics

models (Chapter 3). Both models were written in C++. This chapter will briefly describe the

flow of the codes and how they work.

4.1 Code Validation

The impact code is validated by recreating some of the figures from Housen & Holsapple (2011)

[17]. Table 2 of their paper consolidates experiments focused on measuring ejecta properties

which are then used to determine scaling constants for each of the tested target materials. The

resulting scaling constants for these materials are listed in Table 3 of their paper [17]. To ensure

that the impact simulation code generates data accurate to the implemented scaling models, the

scaling constants they present are used to recreate their Figures 13 (Fig. 4.1), 14 (Fig. 4.2) and

16 (Fig. 4.3). All of the recreations match the original figures very well.

The orbital dynamics (N-body) code has been previously validated in the publication by

Jackson et al. (2022) [67].

4.2 Impact-Event Setup

Combinations of impactor radius (10 m, 50 m, 100 m, 500 m, 1000 m), impact angle (30, 45,

60, 90 degrees), and location on Mercury’s surface (latitude and longitude) are employed to

simulate impacts. An impact speed of 42 km s-1 (average speed of Mercury impactors found

by [56, 20]) and an impactor density of 2500 kg m-3 are used for all simulations. Test particles
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(a) Recreation (b) Figure 131 from [17]

Figure 4.1 These plots effectively show ejection speed versus radial launch position in terms of impactor
properties (See Eq.(3.24)). The closer the ejection position is to the site of impact, the greater the ejection
speed. However, as the distance approaches the crater edge, the power-law profile begins to break down
as the effects of strength or gravity begin to inhibit ejecta production and ejection speed goes to zero.
The original figure (b) fits the scaling model to experimental data from the following targets: W = water,
HR = hard rock, DS = dense sand, CS = coarse sand, GMS = glass micro-spheres, BG = basalt gravel,
PS = Perlite/sand mixture. 1Reprinted from Icarus, 211, Housen, K. R., & Holsapple, K. A., Ejecta from
Impact Craters, 856-875, Copyright (2011), with permission from Elsevier.

(a) Recreation (b) Figure 141 from [17]

Figure 4.2 Particle ejection speed versus radial launch position in terms of crater radius for gravity-
dominated impacts. 1Reprinted from Icarus, 211, Housen, K. R., & Holsapple, K. A., Ejecta from
Impact Craters, 856-875, Copyright (2011), with permission from Elsevier.
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(a) Recreation (b) Figure 161 from [17]

Figure 4.3 These plots show the amount of mass ejected at a speed greater than v in terms of impactor
properties. Both ends of the curves deviate from the primary power-law profile due to effects of strength
or gravity. Beyond the vertical asymptotes of curves, the point-source scaling breaks down. The leftmost
point each curve gives the total amount of mass ejected from that impact. 1Reprinted from Icarus,
211, Housen, K. R., & Holsapple, K. A., Ejecta from Impact Craters, 856-875, Copyright (2011), with
permission from Elsevier.

are assumed to be spherically symmetric with a uniform mass density of 1500 kg m-3. Particles

with radii of 10 µm, 100 µm, 500 µm, and 1000 µm are considered. Figure 4.4 displays a

schematic of the impact setup and important impact properties. These impact properties are

also listed in Table 4.1. All combinations of impactor properties considered are capable of

launching particles off Mercury and into interplanetary trajectories (see Fig. 4.5).

These impactor parameters, along with target material properties listed in Table 3.3, are

used to determine whether the impact is gravity-dominated or strength-dominated which then

allows for the calculation of the transient and final crater sizes. Knowing crater size then

permits the calculation of particle ejection speeds as a function of distance from the impact

point (see Tables 3.1 & 3.2).

At this point, the number of test particles per impact simulation should be defined; keeping

in mind that the primary constraint is the amount of time it takes to propagate their orbital tra-

jectories (and to a lesser degree, data storage of particle states at each time-step, dT ). The time

it takes to calculate particle ejection speeds using the scaling relationships is trivial, however all

test particles must have their trajectories propagated with the N-body code, which is not trivial.

The decided number of particles per impact case is 432 (coincidentally, this is the same as the
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Figure 4.4 Schematic of impact simulation. N = 12 ejecta layers are rotated (not depicted)
around the impact point with particles ejected every 10 degrees. This gives 432 particles per
individual impact scenario. No material is ejected from the surface within the ‘compaction
zone.’ Particles from this region, however, are pushed out and follow streamlines [24] to be
ejected from the surface at greater distances from the impact.

time step value dT of the N-body code). The next few paragraphs will explain how this value

was determined.

The scaling relationship for calculating particle ejection speeds takes x, the radial distance

from the impact point, as an input. Because this analysis only considers particles ejected faster

than Mercury’s escape velocity (4.25 km s-1), one can rearrange the scaling relationship to

calculate the x where this occurs. This gives an outer bound for x. The inner bound for x is

also known because it is assumed (to uphold the point source scaling model - see Chapter 3) that

all material within n1 = 1.2 times the impactor radius is compacted downwards - producing no

ejecta. With an upper and lower bound for x, this range can be discretized into ejecta ‘layers’

33



Table 4.1. Impactor properties used in impact simulations

Parameter Symbol Value Units

Radius ai 10, 50, 100, 500, 1000 m
Density δi 2500 kg m-3

Mass mi
4
3
πδia

3
i kg

Impact Speed U 42 km s-1

Impact Angle ϕ 30, 45, 60, 90 Degrees
Latitude of Impact λ -45, 0, 45 Degrees

Longitude of Impact Φ -90, 0, 90, 180 Degrees

Note. — Impactors are assumed to be spherical with uniform den-
sity. We use a single impact speed of 42 km s-1 [20]. An impact angle
of 90◦ is normal to the surface.

(Radialmesh in Input of Fig. 4.6). At this point, the total amount of mass that will escape the

planet can be estimated using Eq. (3.32). Because this equation specifically gives the amount of

mass ejected moving at a speed greater than v, using the point x where ejection speed is equal

to the escape velocity will produce the total amount of mass capable of escaping Mercury. This

scalar value considers the total amount of mass ejected in all directions, whereas our particle

ejection analysis thus far has only been in two dimensions.

To create a three-dimensional plume, recall that the ejected particles will be duplicated and

rotated around the point of impact. Ejecting particles once every 10o of rotation (Angularmesh

in Input of Fig. 4.6) would produce 36 particles per radial ejecta layer. Discretizing the range of

x into 12 radial layers gives 12 layers × 36
particles

layer = 432 total particles for a single impact’s

three-dimensional ejecta plume; all of which are capable of escaping Mercury.

In addition, the benefit of having 12 discrete radial ejecta layers is that such layers can

be separated from each other without a loss of continuity. That is, the layers can be further

grouped into 3 categories: ‘fast’ (the first 4 ejecta layers closest to the impact), ‘medium’ (the

middle 4 ejecta layers), and ‘slow’ (the outer 4 ejecta layers) moving ejecta. Each category has

an output file generated with the state vectors of 144 particles. This file is later used as input for

the N-body code. The purpose of further separating the particles from a single impact in this
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Figure 4.5 Minimum combination of impactor speed and size for the target properties in Table 3.3 that
will eject particles at a speed equal to Mercury’s escape velocity. Combinations below the curve will
produce ejecta that remains gravitationally bound to Mercury. Combinations above the curve will begin
to produce ejecta that is capable of escaping Mercury’s gravity. The further above the curve, the more
ejecta will escape. Naturally, one would expect that this relationship would follow a 1/x trend: from
conservation of energy (and momentum), if the size of the impactor increases, the speed required for
it to eject a particle at some constant value would decrease. This is true if the launch position of the
particle also remains constant. However, as explained before, the closest point to the site of impact
where material can first be ejected is a function of impactor size: x = n1a = 1.2a. Thus, as impactor
size increases, the amount of energy (and, therefore, speed) needed by the impactor to eject the particle
located at x = 1.2a is greater than for smaller impactor radii.

way is that, instead of propagating the orbital trajectories of all 432 particles in a single N-body

simulation, 3 distinct N-body simulations (per impact) can be run in parallel. This ultimately

reduces the amount of time it takes to run the simulations and obtain results.

However, before the particles’ state vectors can be output and transferred to the N-body

code, they must first reach some altitude at which it can be justified to use orbital dynamics to

model their motion. Immediately after ejection from the surface, particle motion is ballistic.

Ballistic motion can be easily calculated once the particles’ speeds and directions are defined.
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All impact cases simulate the ballistic motion of particles for five times the gravity or strength-

dominated crater formation time. There is no rigorous reason for this choice of time other than

that a few multiples of crater formation time should allow for particles to travel ∼ 100s of km

above the surface. Figure 4.7 visualizes the ballistic motion and plume of ejecta produced by

an oblique impact. After this initial period of ballistic motion is the point at which the state

vectors are output in a form that the N-body code will take as input.

Figure 4.6 depicts a high-level flowchart of the full simulation procedure.

Figure 4.6 Impact Code flowchart

4.3 N-Body Code

The particle state vector files are the primary input into the N-body code. However, the code

also requires a planetary ephemeris file that contains each (Sun, Mercury, Venus, Earth, Moon,

Mars, Jupiter, Saturn, Uranus & Neptune) body’s standard gravitational parameter, barycentric

position and velocity, and time. For each massive body, every time step simply calculates the

acceleration felt on it due to the gravity of all the other massive bodies. For the particles,

each time step calculates the acceleration felt on it by all the massive bodies as well as the

accelerations due to solar radiation pressure and Poynting-Robertson drag (See Section 3.3).
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(a) Close-up view of impact. (b) Side view of impact.

(c) Zoomed-out view of full ejecta plume visualized as a surface instead of individual points.

Figure 4.7 Ejecta from an oblique, gravity-dominated impact with paramters: ai = 10m, ϕ = 30o,
impacting at 45oS, 90oE on Mercury’s surface with −x being the downrange direction. The red circle
in (a) and (b) is the resulting crater with radius = 0.215 km. The green circle at the center of the crater
is the size of the impactor. The dark ring surrounding the impactor are the initial positions of the 12
ejecta layers. The fastest downrange-moving ejecta, relative to Mercury, is ∼ 39.8 km s-1. The average
ejection speed is 13.55 km s-1. The crater formation time is 4.89 seconds, so the ejecta is ballistically
propagated for 24.45 seconds before being transferred to the orbital dynamics code (see Fig.4.8).
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Particles are assumed to not interact with any other particles in any way. The code considers a

barycentric reference frame. All simulations use a single starting epoch for our simulations: 1

January, 2026 – just after the BepiColombo mission’s planned orbital insertion around Mercury.

To monitor the motion of the particles, the code outputs their state vectors as well as their

distances relative to the Sun and each planet four times per Earth year. This rate of data output

was chosen because doing so every timestep (432 sec) requires an unreasonable amount of

data storage capability. Doing so four times per year is still frequent enough to reconstruct

continuous trajectories, but with a significantly lower data storage requirement. The code can

also output the Hamiltonian of each particle considering all the massive bodies (see Eq. 1.29

of [46]).

The critical piece of information that this project is interested in is whether the particles

get ‘intercepted’ by Mercury, the Sun, or any of the other major bodies considered in the sim-

ulation. This project adopts two definitions of ‘intercepted’: one for planetary bodies and one

for the Sun. A particle that gets intercepted by a planetary body is defined as: crossing from

outside to inside the planetary body’s Hill sphere. The definition used for the Sun is: approach-

ing within 10 solar radii of the Sun. A body’s Hill sphere is the boundary layer surrounding the

body where its own gravitational acceleration matches that of a more massive, external body -

in this case, the Sun. The radius of a body’s Hill sphere can be approximated by

rH ≈ ap (1− ep) 3

√
mp

3Ms

(4.1)

where ap and ep are the semi-major axis and eccentricity, respectively, of the smaller planetary

body around the Sun; mp is the mass of the smaller planetary body; and Ms is the mass of

the Sun. For the Moon, the more massive external body is the Earth rather than the Sun. So,

while Eq.(4.1) is still valid, the semi-major axis and eccentricity are relative to the Earth and

Ms would be the mass of the Earth instead of the Sun. Table 4.2 lists the sizes of each massive

body’s Hill sphere.

At every time step, the code checks the location of each particle and if any have approached

within a body’s Hill sphere or close to the Sun. So, while other data is output only four times
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Table 4.2. Hill sphere radii of relevant Solar System bodies.

Body rH [106 km] rH [AU]

Sun* 6.9570 0.0465
Mercury 0.1753 0.0012
Venus 1.0043 0.0067
Earth 1.4716 0.0098
Moon 0.5814 0.0004
Mars 0.9828 0.0066

Jupiter 50.5541 0.3379
Saturn 61.7741 0.4129
Uranus 66.7863 0.4464
Neptune 115.0390 0.7689

Note. — * The value used for the
Sun is 10R⊙.

per year, the code is constantly checking to determine if a particle has been ‘intercepted.’ If a

particle meets the criteria for being intercepted, it’s state vector, particle identifier (a number

between 1 - 432 which the particle is given when it is generated), and which body it was

captured by is written to a file and the particle is then removed from the simulation. It is

assumed that once a particle is ‘intercepted,’ it will remain gravitationally bound to the massive

body and eventually impact the surface (at least for an airless body like Mercury). It should

be noted that the code is set to not detect particles within the Hill sphere of Mercury for the

first 5 days of propagation. This is to give particles sufficient time to exit the Hill sphere and

to prevent false positive detections of particles within the Hill sphere at the beginning of the

simulation. Figure 4.8 shows the propagated trajectories of a single ejecta layer (36 particles)

from the same impact as depicted in Figure 4.7.
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(a) Beginning of trajectory propagation. Particle
vectors passed on from end of ballistic motion. (b) Top-Down view

(c) Planar view from behind Mercury (d) Planar view from the side

Figure 4.8 Propagation of a single, medium category, ejecta layer (36, 100µm particles) from the same
impact as Figure 4.7 for 36 days. These particles, in particular, had ejection speeds ranging from 11.78−
17.94 km s-1. This reference frame is relative to Mercury.
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Chapter 5

Results

This chapter will cover the results from a large number of simulations which cover different

possible combinations of impactor properties (Table 4.1). The results will be displayed ac-

cording to the particle radii used: 10 µm, 50 µm, 100 µm, 500 µm, & 1000 µm. The size of

the particles do not affect the impact dynamics and ejection velocity, but do affect their or-

bital motion. This ultimately changes how many particles of a given size returns to Mercury

because they will be accelerated in different amounts by solar radiation pressure and Poynting-

Robertson Drag (Eq.(3.35)).

These particle sizes were chosen based on the particle size distributions of lunar regolith

[11, 12, 76, 77]. Lunar regolith samples that have been analyzed are primarily composed of

particles with sizes under 1000 µm (95% are finer that 1370 µm and 5% are finer that 3.3

µm)[77]. According to [11], ”[t]he mean grain size of analyzed soils ranges from about 40 µm

to about 800 µm and averages between 60 and 80 µm.” Similarly, [76] and [77] state the average

size is approximately 72 µm.

However, as explained in Chapter 1, Mercury is believed to be subjected to a greater

impact rate as well as higher impact velocities. This has multiple consequences, but notably,

should lead to an increased rate of regolith erosion and gardening. Thus, it is likely that the

average particle grain size, as compared to the Moon, is smaller. Using remote measurements

of thermal inertia, Gundlach & Blum (2013) [78] determine grain sizes of planetary regolith

and estimate the mean grain radius of 48+115
−27 µm for the Moon and 22+46

−18 µm for Mercury.

The individual particle size cases obtain their results via simulating seven randomly se-

lected impactor-combination cases (see Table 4.1 and Section 4.2) and propagating their ejecta
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for 5000 years. This gives a total of 3024 particles for each size case. These cases will be

presented in Sections 5.1 – 5.5. The choice of seven cases (twenty-one simulations) is simply

due to computational efficiency. Only so many simulations can be run at one time and in a

timely manner

Then, to simulate a more thorough and realistic case, a substantially larger simulation is

run which considers all possible impactor-combinations and ejecta is propagated for a maxi-

mum of 10,000 years. This simulation does not use only one particle size, but a combination

of all the individual particle sizes. The overall composition of particle radii for this large simu-

lation are as follows: 10 µm (50% ), 50 µm (40%), 100 µm (5%), 500 µm (4%), and 1000 µm

(1%). This case will be presented in Section 5.6.

Though the Moon, Uranus, and Neptune were all considered capable of capturing particles

in the simulations, no particles in any of the simulations ever ended up entering any of their

Hill spheres. So, those three will not be included when discussing how particles dispersed to

different bodies.

5.1 10 µm

Of the 3024 test particles, 2586 (85.52%) entered a massive body’s Hill sphere (Figure 5.1a).

Of those, only 621 (24.01%; 20.54% of total) returned to Mercury while a much larger amount,

1858 particles (71.85%; 61.44% of total), fell into the Sun. The remaining 107 captured parti-

cles (4.14%, 3.54% of total) ended up at Venus, Earth, Mars, Jupiter, or Saturn.

The average amount of time it took for particles to return to Mercury was 493.5 years. For

those captured by the Sun, the average time was much longer at 2710 years. There is a grouping

of about 30 - 40 particles that basically took a direct trajectory into the Sun with their average

time-of-flight being approximately 0.065 years (see Fig. 5.2). The mean speed of particles

re-entering Mercury’s Hill Sphere was 3.42 km s-1 and the maximum speed was 28.62 km s-1.

Note that this is only the speed of the particle as it crossed into the Hill sphere. Assuming the

particles will eventually be accelerated down to the surface, a mean Hill-sphere entrance speed

of 3.42 km s-1 would translate to an impact speed of 5.43 km s-1.
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(a) (b)

(c) (d)

Figure 5.1 Results from 7 randomly chosen impactor property combinations which means a total of
3024 test particles. All have a grain radius of 10 µm and Qpr = 0.42. Simulations ran for 5000 years.
2586 particles (85.52%) entered a massive body’s Hill sphere, 1858 (71.85%) of which fell into the Sun
(61.44% of total population). Of the 2586 that were captured, 621 (24.01%) returned to Mercury’s Hill
sphere. That is only 20.54% of the total. The numbers in parenthesis of the legends are the number of
particles captured by that body. For plots (c) and (d), the interception speeds for each particle are relative
to the body they were captured by.

5.2 50 µm

For this grain size, the percentage of particles returning to Mercury more than doubles from

20.54% (621) of the total population to 46.1% (1394). In contrast, the number of particles that

were captured by the Sun dropped from 1858 to 220. This indicates that there is likely some

form of a trade-off occurring between the two. Fewer particles are falling into the Sun which

increases the population that could go to Mercury. In addition, the particles that were captured
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Figure 5.2 Example of 4 ejected particles taking trajectories straight from Mercury into the Sun. The
green ball is Sun’s effective Hill sphere (see Table 4.2). Each particle arrived at sightly different times
ranging from 19.4 - 22.6 days (∼ 0.06 years) after ejection. These particles had high ejection speeds of
25 - 27 km/s. Particles ejected at these speeds are less likely to return to Mercury.

by the Sun in the 10 µm case were, obviously, following trajectories very near the Sun. If these

grains that were being captured by the Sun no longer are, the next easiest inner Solar System

target would be Mercury itself.

The mean speed of particles returning to Mercury was 7.56 km s-1 which renders an av-

erage impact speed of 8.66 km s-1. The maximum speed remains nearly unchanged at 28.23

km s-1. The average amount of time for particles to return to Mercury was 255 years and 1110

years for the Sun.

5.3 100 µm

A trend in how many particles return to Mercury (and fall into the Sun) is now beginning to

form. As with increasing the grain size from 10 µm to 50 µm resulted in more particles going to

Mercury and less to the Sun, further increasing grains size to 100 µm has the same effect. 2016

(66.67%) test particles were captured with 1881 (93.3%; 62.2% of total population) returning

to Mercury and only 55 (2.73%; 1.82% of total) to the Sun.

The average amount of time it took particles to return to Mercury was 191 years. This

value is also beginning to follow a trend that as particle size increases, the average time particles
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(a) (b)

(c) (d)

Figure 5.3 Same simulations as previously shown, though with grain radius of 50 µm and Qpr = 0.38.
These results show an increase in particles returning to Mercury as compared to the 10 µm case. 1706
particles (56.41%) entered a massive body’s Hill sphere. Of those, 1394 entered Mercury’s Hill sphere.
That is, 81.71% of the intercepted particles and 46.1% of the total returned to Mercury.

take to return to Mercury decreases. The average capture time for particles falling into the Sun

was 1214 years. The average speed of particles that crossed into Mercury’s Hill sphere was 8.2

km s-1 and the fastest was moving at 28.54 km s-1. That translates to impact speeds of 9.22 km

s-1 and 28.85 km s-1, respectively.

The trajectory of a 100 µm particle that was ejected from the impact depicted in Figures

4.7 & 4.8 and then returned to Mercury is shown in Figure 5.5. The time between impact and

it re-entering Mercury’s Hill sphere was 2.65 years.
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(a) (b)

(c) (d)

Figure 5.4 Same simulations as previously shown, though with grain radius of 100 µm and Qpr = 0.42.
2016 particles (66.67%) entered a massive body’s Hill sphere. Of those, 1881 entered Mercury’s Hill
sphere. That is, 93.3% of the intercepted particles and 62.2% of the total returned to Mercury.

5.4 500 µm

With the 500 µm case, the trend of increasing the total number of intercepted particles as well as

the amount that goes to Mercury continues. The profiles of all the plots in Figure 5.6 are nearly

identical to those of the 100 µm radius case. Of the total 3024 particles, 2569 (84.95%) were

intercepted. Mercury remains the dominant sink, capturing 2437 grains (94.86%; 80.59% of

total) while the amount falling into the Sun continued to decrease to only 36 particles (1.49%;

1.19% of total).
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(a) Close up of a particle exiting Mercury’s Hill
sphere (red ball) and eventually returning.

(b) Barycentric (for all intents and purposes, this is
heliocentric) trajectory of the particle.

(c) Same trajectory as (b), but as seen in Mercury’s
reference frame.

Figure 5.5 Example trajectory of particle leaving and returning to Mercury. It was ejected by the same
impact as depicted in Figures 4.7 and 4.8. Grain radius of 100 µm and Qpr = 0.42. This particle
returned to Mercury relatively quickly: 2.65 years after ejection from the impact. It was launched at a
speed of 25.14 km s-1 and re-entered the Hill Sphere at a velocity relative to Mercury of -24.77 km s-1

Particles returning to Mercury did so after an average of 139 years. Because of the minimal

distribution of particles that went to the Sun, the average time it took for them to get captured

was 0.064 years. The average speed at which particles entered Mercury’s Hill sphere was 9.5

km s-1 with the maximum being 28.57 km s-1. These mean impact speeds of 10.4 km s-1 and

28.88 km s-1, respectively.
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(a) (b)

(c) (d)

Figure 5.6 Results for grain radius of 500 µm with Qpr = 0.60. As with the 100 µm case, nearly all of
the intercepted particles were by Mercury. 2569 particles (85.95%) entered the Hill sphere of a planet
or the Sun. 94.86% of them, or 2437 grains, entered Mercury’s Hill sphere. That’s 80.59% of the total
3024 particle population.

5.5 1000 µm

Like the previous few cases, particles with radii of 1000 µm follow the tendencies to increase

the number of particles going to Mercury as well as increasing these particles’ impact velocities,

though at a reduced rate. The differences between the 500 µm case and this one are minimal

compared to those between the 10 µm to 50 µm, 50 µm to 100 µm, and 100 µm to 500 µm cases.

An overwhelming majority of the particles that were captured were by Mercury. Of the

3024 test particles, 2616 (86.51%) were captured. Of those captured, 2482 (94.88%; 82.08% of
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total) returned to Mercury, 36 (1.38%; 1.19% of total) were sucked up by the Sun, and the rest

of the 98 (3.75%; 3.24% of total) captured particles were dispersed between the other planets.

Particles returning to Mercury took an average of 153 years. Like the previous case,

the number of particles going to the Sun is small, so might not be statistically significant.

Nevertheless, the average time for particles falling into the Sun remained as 0.064 years. The

average and maximum interception speeds were also nearly identical to the previous case: 9.55

km s-1 and 28.56 km s-1.

(a) (b)

(c) (d)

Figure 5.7 5000 year simulations of grains with radius of 1000 µm and Qpr = 0.85. 2616 particles
(86.51%) entered a massive body’s Hill sphere. Of those, 2482 entered Mercury’s Hill sphere. That is,
94.88% of the intercepted particles and 82.08% of the total returned to Mercury.

Out of all of these size cases, the particles that were not captured mostly remain within

the inner Solar System and have just not been intercepted yet. A small portion of particles
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Figure 5.8 The heliocentric distances of all the particles that were not intercepted by the sim-
ulations of Sections 5.1-5.5 at the end of the 5000 years of propagation. A majority of the
remaining (non-intercepted) particles have stayed at or inside of Mercury’s orbit. The peak
occurs close to 0.39 AU, the average orbital distance of Mercury. Some particles have moved
beyond 1 AU and further into the outer Solar System. Particles that have a heliocentric distance
larger than 50 AU are considered to have exited the Solar System. They are represented by the
bin at 50 AU.

have migrated beyond 1 AU and a few hundred have escaped the Solar System (have reached

a heliocentric distance of greater than 50 AU). Figure 5.8 shows the heliocentric distances of

these non-intercepted particles at the end of the 5000 years of propagation.

5.6 Composite Case

The results displayed in this section are from a simulation that incorporates all the previous

particle sizes as well as attempting to use all of the impactor-property combinations from Table

4.1. Ideally, that is 240 unique impact cases consisting of 720 separate simulations and a total

of 103,680 test particles. All simulations are run for a maximum of 10,000 years. The same
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impact model, N-body code, time-step, and Hill sphere radii as the previous simulations are

used.

Unfortunately a portion of the simulations were prematurely ended due to factors out of

control of the author; sometimes system errors or crashes can occur as well as the occasional

maintenance of the supercomputers that ran them. Nearly all simulations were run on Auburn

University’s Easley and Hopper supercomputers and these results would not be possible with-

out them. In addition, given the scale of this simulation as well this project’s limited time frame,

the lost simulations were not able to be recovered. A majority of the lost simulations were the

combinations of impact angle, latitude, and longitude of impact while holding impactor radius

constant at 1000m. Considering this, the total number of test particles ultimately available for

analysis is 98,496. This is still a substantial amount of test particles and data and should still

be considered capable of producing meaningful results.

Continuing on, the distribution of particle radii used in this simulation are: 10 µm (50% ),

50 µm (40%), 100 µm (5%), 500 µm (4%), and 1000 µm (1%). Motivated by the knowledge

that Mercurian regolith is likely smaller, on average, than lunar regolith and as well as values

obtained by [78], 90% of the particles are set to 50 µm and smaller with a bias towards the 10

µm particles. As is evident in the results up to this point, the primary consequence of particle

size is whether they are more likely to fall into the Sun or return to Mercury (Fig. 5.9a).

However, these trends quickly plateau after just reaching 100 µm in size. The other particle

capture-properties such as time-to-capture and Hill sphere entrance speed (and subsequently

its impact speed) also follow trends with changing particle size, but to a much less pronounced

degree (Figs. 5.9b & 5.9c). Thus, the precise percentage of particles at sizes above 100 µm is

not as important as the percentages of smaller particles.

With the stated distribution, the average particle radius is 60 µm. If only the 10 µm and 50

µm particles are considered, the average particle radius becomes 27.78 µm. Both of these sizes

are within the bounds of [78]’s estimations of lunar and Mercury regolith.

The results of the composite simulation appears as a mix of the 10 µm and 50 µm case,

which is what one would expect. Of the total 98,496 test particles, 76,669 (77.84%) were

captured. 38,403 (50.09%; 38.99% of total population) returned to Mercury after the 10,000
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years propagated (Fig. 5.10). Table 5.1 details the composite simulation by particle size. The

percentage of particles that were intercepted for each size are similar to those found in the

earlier simulations. They are all slightly greater here because of the longer simulation time

which allows for more particles to become captured.

Sim. Composition Intercepted by Mercury

Radius Particles Fraction (%) Particles Specific Frac. (%) Total Frac. (%)

10 µm 49,248 50 10,880 22.09 28.33
50 µm 39,399 40 19,894 50.49 51.8
100 µm 4925 5 3381 68.65 8.8
500 µm 3940 4 3376 85.69 8.8
1000 µm 984 1 872 88.62 2.27

Totals 98,496 100 38,403 38.99 100

Table 5.1 Results of composite simulation by particle size. The specific fraction refers to the
portion of particles of that size that that returned to Mercury (column 4 / column 2). The total
fraction is that size’s contribution to the total number of particles that returned to Mercury
(column 4 / 38,403).

Not quite as many were captured by the Sun as Mercury, but they are comparable: 32,463

(42.34%; 32.96% of total). Particles were returning to Mercury over the entire time of the

simulation, but averaged 861.5 years. A small fraction of particles fell into the Sun almost

immediately after ejection, but a majority them were captured after a few thousand years. The

average was 5457 years. The average interception velocity for particles at Mercury was 3.28 km

s-1 which would become an impact speed of 5.34 km s-1. These particles spanned interception

velocities from +10 km s-1 to -30 km s-1 for about 100 years after ejection, but this range began

to steadily shrink until it spanned (roughly) ±5 km s-1 at the end of the simulation.

Because of the large number of particles in this case, patterns that were difficult to establish

in the previous results are now more clear. For example, at low ejection speeds it follows

that those particles are likely to return to Mercury. However, Figure 5.11a makes it clear that

Mercury is only the dominant destination for slow moving particles for approximately 5000

years. After this time, particles are much more likely to eventually approach the Sun. In

contrast, it can be determined that the more quickly a particle is ejected, the less likely it is to

return to Mercury. One could point to Figure 5.10 as evidence for this claim, or the thinning of
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points in as ejection velocity increases in Figures 5.11c, 5.11d. However, recall that the amount

of ‘fast’ moving ejecta produced by an impact is always less than the amount of ‘slow’ moving

ejecta (see Fig. 4.3). Thus, the number of fast moving particles available to be captured in the

first place will inherently be lower than the amount of slow moving particles (that still escape

the planet, of course). Instead, one can argue strictly from a statistical point of view that faster

moving ejecta are less likely to return to Mercury because they have access to more planetary

bodies. Venus becomes accessible to particles at an ejection speed of ∼ 9 km s-1, Earth at

∼ 12 km s-1, Mars at ∼ 15 km s-1, Jupiter at ∼ 18 km s-1, and Saturn at ∼ 22 km s-1 (Figs.

5.11a, 5.11b, & 5.12a). Therefore, as more planets are now present to potentially capture the

fast moving particles, the probability of the particle returning to Mercury must decrease. The

importance of establishing these trends is that they ultimately play a role in influencing what

percentage of particles will return to Mercury.

Table 5.2 summarizes the numerical results of all of the simulations presented.

Intercepted Particles (%) Avg. Time (yrs) Impact Speed (km s-1)

Radius Qpr Total Mercury Sun Mercury Sun Mercury

10 µm 0.42 85.52 20.54 61.44 493.5 2710 5.43
50 µm 0.38 56.41 46.1 7.28 255 1110 8.66
100 µm 0.42 66.67 62.2 1.82 191 1214 9.22
500 µm 0.60 84.95 80.59 1.19 139 0.064 10.4
1000 µm 0.85 86.51 82.08 1.19 153 0.064 10.44
Composite – 77.84 38.99 32.96 861.5 5457 5.34

Table 5.2 Summary of the results of the individual particle size simulations and the composite
simulation. Percentage of intercepted particles are with respect to the total number in the
simulation. Avg. Time refers to the average amount of time after ejection that particles took to
be captured by the body. Impact speed is found by accelerating particles down to the surface of
Mercury with an initial velocity equal to the velocity at which the particle crossed into the Hill
sphere.
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(a) Number of particles intercepted by Mercury, the
Sun and the other planets for each particle radius
case.

(b) Average amount of time after particle ejection
until particles entered Mercury’s Hill sphere.

(c) The average impact speeds Mercury returning
particles. These values come directly from the par-
ticles being accelerated down to Mercury’s surface
after re-entering its Hill sphere.

Figure 5.9 Trends of intercepted particles based on the individual size simulations from Sections 5.1
to 5.5. At smaller radii, particles are more likely to fall into the Sun rather than return to Mercury as
well as re-impact Mercury at lower velocities. However, as radius increases to more than a few 10s
of micron, Mercury becomes the dominant destination. At radii larger than 500 micron, the trends of
particle interception, time-to-capture, and impact speed begin to stabilize.
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Figure 5.10 Of the 98,496 total particles considered, 76669 (77.84%) were captured (blue). 38,403
particles (50.09% of captured particles; 38.99% of total population) returned to Mercury’s Hill sphere
(red). As with the previous simulations, faster moving particles are less likely to get intercepted by
Mercury or any other body.
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(a) Particle time-to-capture versus launch speed (b) Same as (a), but with logarithmic y-axis

(c) Same as (a), though only displaying Mercury
points

(d) Same as (b), though only displaying Mercury
points

Figure 5.11 With more test particles than the previous simulations, distinct regions corresponding to
each body becomes apparent. Particles ejected at speeds under 10 km s-1 are almost entirely contained
to the Sun and Mercury. As ejection speed increases, the particles gain access to interception by more
planetary bodies. Planets, including Mercury, will do most of the particle interception for the first 1000
years while the Sun becomes more dominant as time progresses. The subset of Sun-captured particles at
the bottom of (b) show that some particles will be nearly immediately swept up by the Sun after ejection
and is not an anomaly of individual simulations. This feature is also present in all of the previous results.
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(a) Interception speeds of particles relative to the
body that captured them versus launch speed from
impact

(b) Same as (a), but only displaying Mercury
points.

Figure 5.12 This figure shows the boundaries of what planets are accessible to particles the most clearly.
Particles ejected at the full range of velocities can access Mercury and the Sun, which is expected.
However, as seen previously, particles with launch speeds in excess of approximately 25 km s-1 are
much less likely to return to Mercury. Venus becomes accessible at ∼ 9 km s-1, Earth at ∼ 12 km s-1,
Mars at ∼ 15 km s-1, Jupiter at ∼ 18 km s-1, and Saturn at ∼ 22 km s-1. There are particles that can
reach each of these planets at ejection speeds below those listed, though these are the speeds at which the
bulk of particles must exceed to reach that planet. For all planets besides Mercury, there is a trend that
lower the ejection speeds imply lower interception velocities relative to the intercepting planet. Mercury,
however, allows particles to maintain interception velocities of ±10 km s-1 at all ejection velocities and
as ejection speeds increase, relative interception velocities widen to more negative values, but do not
increase to more positive values.
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(a) Interception speeds of particles relative to the
body that captured them versus time-of-flight

(b) Same as (a), but only displaying Mercury
points.

Figure 5.13 Again, with the greater population of particles, noticeable patterns can be discerned. These
plots align with those of all the smaller simulations – the particles intercepted by Mercury occupy the
same region centered approximately at x = 100 years and y = -10 km s-1. Mercury particles also dominate
as the fastest interception velocities (-10 km s-1 to -30 km s-1) by planets (i.e. not including Sun-
intercepted particles). This makes sense because a negative value of velocity indicates that Mercury ‘ran
into’ the particle. Mercury, having the greatest orbital velocity is more likely to intercept particles at
high speeds. This is a part of the reason Mercury has the fastest impact velocity in the Solar System.
The Sun also shows the same distinct pattern as seen in the 10 µm case (Fig. 5.1d). This feature is
actually present in all the interception-velocity vs. time results, just to a lesser degree. Thus, the trend
that as more time passes, particles that fall into the Sun actually begin to get intercepted at lower speeds
is not likely to be a property of some select few impact or particle cases.
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Chapter 6

Discussion & Conclusions

This final chapter will combine the discussion of the results and the conclusion of the thesis.

The discussion aims to further understand the results of the simulations and how they answer

this project’s primary question of ‘how much of Mercury’s meteoroid population is composed

of material originating from itself?’ It will also mention possible shortcoming of this investi-

gation, how it could be improved, and potential future work.

6.1 Discussion of Results

The previous chapter presented the results of a large number of numerical simulations separated

into six analyses. Five smaller scale simulations to understand how particle size influences the

likelihood of ejecta returning to Mercury and one substantially larger simulation that attempted

to more realistically represent material ejected from Mercury. Though it included data on

particles captured by other planets, this discussion will primarily focus on particles returning

to Mercury and the Sun.

6.1.1 To Return, or Not to Return?

First, the results of the individual particle cases and their implications. Figure 5.9 does a good

job summarizing the important information that can be gained from these simulations. The

most critical piece of knowledge is visualized in Figure 5.9a. There is a clear relationship

between the size of the ejected particles and the likelihood of them returning to Mercury. Par-

ticles with radius of 10 µm have a much greater probability of being captured by the Sun rather
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than returning to Mercury. Increasing radius to just 50 µm, however, presents a completely

different situation where Mercury is by far the dominant particle wrangler. The trend contin-

ues with increasing particle size but at a less dramatic rate. This behavior is explained by the

non-gravitational perturbations (Eq. (3.35)) influencing orbital trajectories. More specifically,

Poynting-Robertson drag causing the 10 µm grains to spiral into the Sun much more rapidly

than larger ones.

The Poynting-Robertson effect primarily affects grains with radii of a few micrometers

and smaller [80]. A particle’s susceptibility to perturbative effects is usually presented as β, the

ratio of radiation force to the Sun’s gravitational force on the particle [45]:

β ≡ Fr
Fg

=
(SA/c)Qpr

4
3
πr3ρ (GM⊙/x2)
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16πGM⊙c
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)
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m2

](
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ρr

)
(6.1)

where S = L⊙/4πx2 is the radiation flux density of the Sun at a distance x; L⊙ and M⊙ are

the luminosity and mass of the Sun; A, r, and ρ are the cross sectional area, radius, and mass

density of the particle, respectively; c is the speed of light; and G is the gravitational constant.

The time it takes, in years, for a particle to spiral from a distance ai → af (in AU), and

assuming a circular orbit, can then be estimated using the equation [45, 79, 80]

τpr(yr) =
400

β

(
a2i − a2f

)
. (6.2)

Table 6.1 presents that values of β for various particle radii as well as τpr for them to fall from

Mercury’s average orbital distance to the Sun’s effective Hill radius as used in the simulations.

The time for a 10 µm particle to migrate inwards this distance is ∼ 3700 years. This is on

the same order as the average time for grains in the 10 µm particle case to be captured by the

Sun (see Table 5.2). τpr for the 50 µm size increases substantially to ∼ 20, 000 years which

is well beyond the time considered in the simulations. However, the average capture time for

the 50 µm particles was found to be only 1110 years. This should not be of much concern,

though. Because the number of test particles that fell into the Sun for the 50 µm case decreases

to ∼ 7% then only ∼ 1% of the total population for larger grains, these values are likely
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not representative of τpr for those sizes and is rather a result of small sample size (and short

propagation time). In addition, every case had some non-trivial percentage of particles that

followed trajectories directly into the Sun (see Fig. 5.2) which is not due to radiative effects,

but how the particles are launched from the impact event. This will shift the average time-to-

capture to some value below the estimate of τpr.

The results of the composite case also support this observation. The average time-to-

capture for the Sun was 5457 years. Because 50% of the test particles had a radius of 10 µm

and 50% had a radius above that, the average value of τpr should be greater than 3692 years.

As propagation time goes to infinity, the average τpr would gradually increase as more and

more larger grains begin to make their way into the Sun. But, the simulations conducted for the

composite case terminates at 10,000 years dampening the effect of long-lived grains. Still, one

should expect a slight rise in the average τpr of the composite case because of the presence of

the larger particles and longer propagation time.

For the particles with radii greater than 10 µm, they mostly remain in stable orbits near

Mercury (see Fig. 5.5) resulting in a much greater return rate. While some fast moving par-

ticles do make their way to other planets and the outer solar system, they are too large to be

significantly perturbed by solar radiation pressure and blown out of the region around Mercury.

Thus, the motion of particles larger than 10 µm are almost entirely governed by gravitational

forces.

6.1.2 Mass Return

In number, grains with radius of 500 and 1000 µm make up a small fraction of the regolith

ejected from Mercury, but would compose nearly all of the mass. Using the same grain size

distribution as the composite simulation, the contribution of each particle size to the total es-

caped mass (Fr) is:

• 10 µm: F10 = 0.003%

• 50 and 100 µm would each contribute F50 = F100 = 0.331%

• 500µm: F500 = 33.11%
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Table 6.1. β and τpr for various particle sizes

Radius Qpr β τpr(yrs)

0.01 µm* 0.025 0.962 61.4
0.1 µm* 0.16 0.616 95.9
1 µm* 0.78 0.3 196.9
10 µm 0.42 0.016 3692.1
50 µm 0.38 0.0029 2.04× 104

100 µm 0.42 0.0016 3.7× 104

500 µm 0.60 0.00046 1.24× 105

1000 µm 0.85 0.00032 1.85× 105

Note. — * 0.01, 0.1, and 1 µm are not
used in simulations, but are shown here to
provide more context for the span of β val-
ues. All particles have ρ = 1500 kg m-3.
τpr is the time it takes the particle to spi-
ral from Mercury’s average orbital distance
(0.3871 AU) to the Sun’s effective Hill ra-
dius (10R⊙) assuming a circular orbit.
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• 1000 µm: F1000 = 66.223%

With this information, the number of particles of each size can be calculated with:

Pr =
Mesc ∗ Fr

mr

(6.3)

where Pr is the number of particles of radius r, Mesc is the amount of mass launched off the

planet (or whatever mass one chooses to analyze), Fr is the fraction of mass contributed by

particles with radius r (i.e. F1000 = 0.66223, F500 = 0.3311, etc...), and mr is the mass

of a particle with radius r. From this, we can apply the particle return rates found from the

simulations to estimate the amount of mass returned to Mercury from an impact event.

As an example, an impactor with radius of 50 meters, velocity of 42 km s-1, and impact

angle of 45◦ should be able to launch Mesc = 6.502× 105 kg faster than 4.25 km s-1, according

to Eq. (3.32). The number of particles corresponding to each size would be:

• P10 = 3.426× 1012

• P50 = 2.741× 1012

• P100 = 3.426× 1011

• P500 = 2.741× 1011

• P1000 = 6.853× 1010

Finally, using the specific fraction return rate for each particle size (Sfr) in column five of Table

5.1, the number of particles for each size and thus, the total mass returning to Mercury, can be

estimated:

• M10 = (P10S10)m10 = (3.426× 1012 ∗ 0.2209) ∗ 6.283× 10−12 kg = 5 kg

• M50 = (P50S50)m50 = (2.741× 1012 ∗ 0.5049) ∗ 7.854× 10−10 kg = 1087 kg

• M100 = (P100S100)m100 = (3.426× 1011 ∗ 0.6865) ∗ 6.283× 10−9 kg = 1478 kg

• M500 = (P500S500)m500 = (2.741× 1011 ∗ 0.8569) ∗ 7.845× 10−7 kg = 184, 483 kg
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Table 6.2. Fractional makeup of the total ejected mass (Fr) and the fraction of particles of
that specific size that return to Mercury (Sfr)

Radius mr (kg) Fr Sfr

10 µm 6.283× 10−12 3× 10−5 0.2209
50 µm 7.854× 10−10 0.00331 0.5049
100 µm 6.283× 10−9 0.00331 0.6865
500 µm 7.854× 10−7 0.3311 0.8569

1000 µm 6.283× 10−6 0.66223 0.8862

Note. — Fr and Sfr here are presented as frac-
tions and not percentages. Sfr comes directly
from column five of Table 5.1

• M1000 = (P1000S1000)m1000 = (6.853× 1010 ∗ 0.8862) ∗ 6.283× 10−6 kg = 381, 581 kg

• Total mass returning to Mercury:
∑
Mr = 568, 634kg ⇒ 87.45% of escaped mass

(6.502× 105 kg)

Upon closer inspection, this percentage of the original escaped mass returning to Mercury

is independent of mass:

Mreturn

Mesc

=

∑
Mr

Mesc

=
∑

Pr
Sfrmr

Mesc

=
∑(

MescFr
mr

)
Sfrmr

Mesc

=
∑

FrSfr (6.4)

So, this percentage is purely a function of the particle size distribution of the regolith (i.e.

Fr) and the probability of each grain size to return to the planet (Sfr, which itself is heavily

influenced by β). These important values are consolidated in Table 6.2 for convenience.

Thus, this study finds that for an impact that can eject regolith faster than Mercury’s es-

cape velocity, approximately 40% of escaped ejecta particles composing 87.45% of the escaped

mass will return to Mercury over the course of 10,000 years and with an average impact speed

of ∼ 5.3 km s-1. This has the implication that Mercury’s meteoroid environment almost cer-

tainly is composed partially of material originating from itself. If unimpeded, these particles

will re-impact Mercury’s surface and further contribute to surface processes such as boulder
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decimation, regolith breakup and gardening, melt production, volatile vaporization and topo-

graphic diffusion.

6.2 Potential Improvements and Future Work

This section will list various limitations of this investigation.

To keep the number of simulations to be run to a manageable amount, compromises in

possible impact parameters must be made. The two most notable compromises in this project

are the decision to consider only one impact velocity and one initial time epoch. The importance

of impact velocity to the scaling of impacts is discussed in the earlier chapters. The initial time

epoch would influence the orbital evolution of particles and how they interact with the other

solar system bodies. However, given that the orbital period of Neptune – the most distant body

considered in the simulations – is 165 years and the timescales considered in this project are

multiple thousands, all planets are capable of completing a multitude of orbits. This implies that

the test particles are subject to the gravity of solar system bodies in a wide range of orientations.

Thus, considering multiple initial epochs (during the Solar System’s current period of stability),

instead of just one, would likely not significantly alter the trends of particle motion on the

timescales considered.

On a note related to particle motion over the span of thousands of years, one should typ-

ically consider particle collisional lifetimes. That is: over time, interplanetary dust particles

tend to collide with other dust particles, further fragmenting them into smaller pieces. The col-

lisional lifetimes for particles depend on their position in the solar system and their mass/size.

According to [81] and [44], the collisional lifetimes of the particles with mass ∼ 10−12 − 10−6

kg is on the order of a few thousand years to many tens of thousands of years. Reference [30]

emphasizes the importance of a collisional lifetime multiplier Fcoll for different sized particles

and [81] finds that this multiplier becomes important for particles of radii larger than a few hun-

dred micron. Because a majority of the test particles in this project are smaller than 50 micron

and maintain orbits near Mercury (∼ 0.4 AU), the average collisional lifetime is likely on the

order of the timescales of the simulations (5,000 - 10,000 years). The inclusion of a collisional

lifetime would further increase the number of small particles, which would ultimately lower the
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percentage of particles returning to Mercury. Though, because a majority of the mass return-

ing to Mercury is contained in the 500 µm to 1000 µm size range, and these particles should

consider Fcoll = 50 [81], it is unlikely that the percentage of ejecta mass returning would be

significantly effected (especially because most of the mass return happens within 1000 years;

see Table 5.2).

A final potential shortcoming is that a particle cumulative size-frequency distribution was

not used. As discussed earlier, particle size is a strong indicator of if ejecta will return to

Mercury or not and the amount of particles with radius larger than 500 µm is the primary

source of mass returning to Mercury. Thus, using an actual size distribution of particles would

greatly refine the results. Still, the current results of this project should provide meaningful

insight into how much material originating from Mercury composes its meteoroid population.

Aside from conducting more simulations, implementing collisional lifetimes, and using a

particle size frequency distribution, future work should include simulating impacts on Mercury

over the course of millions of years (see [21, 26, 29]) and investigating the equilibrium state

(and if there exists an equilibrium) of how much Mercury ejecta is in the meteoroid population

at any given time.

6.3 Conclusion

The planet Mercury is subjected to some of the highest velocity impacts in the Solar System.

Because it does not have an atmosphere and has a relatively low surface gravity, regolith ejecta

only requires meter-sized projectiles to have 18% of the average impact velocity to escape

Mercury’s Hill sphere (Fig. 4.5). In addition, it also hosts one of the highest cratering rates

in the inner Solar System meaning that, on average, Mercury likely expels the most surface

material of any major inner Solar System body. This thesis aimed to understand how much of

this ejected material will come back to Mercury to contribute to micrometeoroid bombardment,

one of the dominant surface processes on Mercury.

Using the ejecta-scaling relationships of Housen & Holsapple (2011) [17] and the particle

ejection angle and oblique impact adjustments from Richardson et al. (2007) [32], a suite of

impact simulations were conducted to quantify particle ejection velocities. Using the particles’
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launch speed and direction, their motion is ballistically propagated until they reach a few hun-

dred kilometers above the surface. They are then transferred to an N-body code that calculates

their orbital trajectories for thousands of years under the influence of gravity, solar radiation

pressure, and Poynting-Robertson drag. Every particle is monitored for entering into a plane-

tary body’s Hill sphere or approaching within 10 solar radii. If a particle enters a Hill sphere or

close to the Sun, its orbital trajectory ceases to be propagated. It is assumed that once it enters

a Hill sphere, it will eventually impact the surface.

Smaller-scale simulations are first conducted using a few randomly picked impact events

(see Table 4.1) and a timescale of 5000 years. These particular cases each only consider a single

particle radius to understand how particle size affects the likelihood of returning to Mercury.

Radii of 10, 50, 100, 500, and 1000 µm are used. Then, a substantially larger simulation

consisting of 98,496 test particles simulated for 10,000 years is performed. For this simulation,

the same particle sizes are implemented, but in different amounts: 50% of particles have radius

10 µm, 40% are 50 µm, 5% 100 µm, 4% 500 µm, and 1% 1000 µm. This distribution is

interpreted from the findings that Mercury regolith likely has an average radius of 22+46
−18 µm

[78].

The 50, 100, 500, and 1000 µm particles were all found to return to Mercury at high

rates. These particles are not appreciably perturbed by non-gravitational forces. On the other

hand, 10 µm particles re-entered Mercury’s Hill sphere less frequently. This is due to the

more pronounced decelerating effect Poynting-Robertson drag has on smaller particles. An

estimation of the time it takes a 10 µm particle to spiral into the Sun from the orbit of Mercury

is in agreement with our results of the average time-to-capture by the Sun for these sized grains.

Mercury is the dominant terminus for grains 50 micron and larger. The Sun dominates the 10

micron particles. As a general trend, the larger the particle, the more likely it will return. It was

also found that the larger the grain, the higher its impact velocity will be.

Overall, this study estimates that approximately 39% of particles and 87% of mass that

escapes Mercury via an impact event will return on astronomically short time scales. A major

portion of this ejecta is on the order of a few 10s of microns and, by number, will make up

about 80% of returning particles but only 0.2% of returned mass. Alternatively, particles with
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radii greater than a few hundreds of micron compose less than 20% of particles returning to

Mercury, but over 99.5% of the returning mass. The fraction of the total escaped mass that

comes back to Mercury is independent of mass and relies only on the particle size distribution

of the ejecta and the rates at which each grain size returns to Mercury.

Mercury’s meteoroid population is likely to consist of material ejected off of the planet

via impact. Such material can re-impact and play a role in surface alteration processes such as

boulder decimation, regolith breakup and gardening, melt production, volatile vaporization and

topographic diffusion.
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