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#### Abstract

This dissertation is devoted to the study of population models in stochastic environments. We will investigate a two-species lottery model in non-stationary stochastic environment, an $N$-species lottery model in stationary stochastic environment and an age-structured model in random environment.

First, a two-species lottery competition model with non-stationary environmental parameters is studied. We start with viewing the classical discrete lottery model as a Markov process. Then a diffusion process that represents the fraction of sites occupied by adults of the species, as the limit of the Markov process, is derived. A non-autonomous stochastic differential equation that describes the diffusion process, as well as a Fokker-Planck equation on its transitional probability are developed. Existence, uniqueness, and dynamics of solutions for the resulting stochastic differential equation and Fokker-Planck equation are investigated, from which sufficient conditions for coexistence are established. Numerical simulations are presented to illustrate the theoretical results.

Furthermore, a lottery competition model with $N \geq 2$ species in stationary stochastic environments is studied under the assumption that the environmental parameters are i.i.d.. We establish a system of nonlinear SDEs as the diffusion approximation for the discrete lottery model. Then the existence and uniqueness of the well-posed global solutions, along with asymptotic behaviors for the SDE system are investigated. Especially, sufficient conditions under which extinction and persistence occur are constructed, respectively.

Finally, a random age-structured model with random nonlinear birth rate is formulated. Its mathematical theories including well-posedness, co-cycle property and long time dynamics of the solution are developed. The emphasis is given to the asymptotic smoothness and the bounded dissipativeness of the solution to the model, which implies the existence of the random pullback attractor.
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## Chapter 1

## Introduction

### 1.1 Lottery competition model

It is well known that environmental fluctuations play an important role in the formation of ecological communities (see, e.g., $[1,2,3,4,5,6,7,8,9,10,11,12,13]$ and references therein). To investigate the impact of uncertain environmental fluctuations on the structure of an ecological community, mathematical models have been widely used to describe interactions among competing species (see, e.g., $[14,15,16,17,18,19,20,21,22,23,24,25]$ and references therein). One seminal work on ecological competition in temporally fluctuating environments is the lottery model developed by Chesson and Warner in 1981 [26]. The term "lottery" was adopted due to the similarity between Sale's lottery system and ecological competition in patchy environments [26]. Since then the lottery model has been widely used to describe competition among species, as well as to understand interesting ecological phenomena such as organism competition, storage effect, and neutral theory (see, e.g., [27, 28, 29, 30, 26, 31]).

In the representative works [28, 26], Chesson showed that environmental variability had significant impacts on promoting coexistence provided the species had overlapping generations, by analyzing a two-species lottery model. The idea therein was modeling environmental fluctuations by temporally varying reproduction rates and adult mortality rates. Species may take the advantage of fluctuating rates during their favorable periods which are disadvantageous to others, and thus tend to persist. Coexistence, in turn, can result from the asymmetry effects caused by the environmental variability. Such type of asymmetry was referred to as the "storage effect" $[29,30]$. Lottery models with more species and various types of competitions were further studied in [29] and [32], whereby a larger variety of environmental fluctuations such as
pure spatial variation, pure temporal variation and the space-time interaction were considered. More general models and methods were later developed in [3] and [27], from which conclusions consistent with those for two-species models were drawn, that the storage effect is an essential mechanism for coexistence.

Another influential work on lottery models was [33] due to Hatfield, in which a sufficient condition on environmental variability ensuring the coexistence of two competing species was developed, and the probability density function of the stationary distribution was also established. The key idea employed in the analysis there was treating the space occupations of species as continuous evolving diffusion processes, whose drift and diffusion coefficients were derived from the discrete-time lottery model. Theory of diffusion processes was then utilized to establish sufficient conditions for coexistence, as well as to construct the probability density function of the stationary distribution. In fact, in the limit of accelerating and increasing numbers of breeding seasons, the discrete lottery model converges to the continuous lottery model. The coexistence of the species can then be implied by the existence of stochastic boundaries of the stationary distribution [34]. Note the conditions for coexistence in [33] matches precisely with the results derived by Chesson [27], though derived from a different approach. More works concerning the lottery model can be found in $[35,36,37,38,39,40,41]$ and references therein.

The goal of Chapter 2 is to further study the lottery model under non-stationary environments. More precisely, the reproduction rates and adult mortality rates are assumed to be non-stationary stochastic processes with time-dependent moments. To that end, Chapter 2 is organised as follows. First, the classical discrete lottery model is formulated in Section 2.1. Then, an rigorous mathematical derivation for the transition from the discrete lottery model to the continuous lottery model, i.e. the process of the diffusion approximation, is established in Section 2.2. The existence and uniqueness of the global solution to the continuous lottery model is proved in Section 2.3. Long time dynamics of the solution and sufficient conditions for the coexistence of two competing species are also investigated in this section.

Moreover, lottery models with $N>2$ were studied in [33] and [27], where conclusions that were consistent with the two-species lottery model were concluded. However, the results were
drawn under the assumption that all the species should have same death rate, which might not be general enough to describe the practical problems. Thus, the goal of Chapter 3 is to provide more general sufficient conditions for the coexistence among more than two competing species. To that end, we will investigate dynamical behaviors of an $N$-species lottery model in stochastic environments, by applying theory and techniques of stochastic differential equations.

Chapter 3 is organized as follows. First in Section 3.1, a system of stochastic differential equations (SDEs) is derived from diffusion approximation to the discrete lottery system (3.1). Then the existence and uniqueness of a positive global solution to the resulting SDE system is established. The asymptotic behaviors of the SDE system are investigated in Section 3.2. Consequently, sufficient conditions for at least one species to extinct and for at least two species to coexist, are constructed respectively. In order to maintain a smooth presentation, some technical analysis is presented in the Appendix.

### 1.2 Age-structured population model

In 1798, the famous continuous Malthusian model was proposed assuming that the growth rate of population is proportional to the population size by an environmental factor $\lambda$ :

$$
\begin{equation*}
P^{\prime}(t)=\lambda P(t), t \geq 0 . \tag{1.1}
\end{equation*}
$$

However, (1.1) implied the exponential growth of the population, which did not consider the limited resources. Later on, in the logistic model

$$
\begin{equation*}
P^{\prime}(t)=\lambda\left[1-\frac{P(t)}{K}\right] P(t), t \geq 0 \tag{1.2}
\end{equation*}
$$

the environmental parameter was assumed to depend on the maximum population $K$. This model provided a more practical way to describe the dynamics of the population when there was a carrying capacity of the environment. Indeed, the solution of (1.2) could approach the nontrivial equilibrium $K$ when time goes to infinity.

Notice that the Malthus and logistic models did not provide any result about the age distribution of the population. In fact, it is more realistic to consider age dependent birth and death rates when we investigate the population like human. In 1911, the first continuous population model in which the birth and death rates were linear functions of the population densities was formulated by Lotka [42]. Actually, Lotka's model is similar to the Malthus model in the sense that the effects of competition for the limited resources are neglected.

Thus, in 1974, Gurtin [43] investigated a nonlinear age-structured population model in which the birth and death processes were nonlinear functions of population densities. As a consequence, Gurtin's model, corresponding to the logistic age-structured model, provided nontrivial age-dependent equilibrium state.

The third part of this work is devoted to the study of a continuous age-structured model where birth process is modeled by a random process and Ricker's function. It is organised as follows. In Section 4.1, a random age-structured model is formulated. The definition of the solution to the random age-structured model developed in Section 4.1 is given in Section 4.2. The existence and uniqueness of solutions are also presented in this section. Moreover, we verify the co-cycle property in Section 4.3. Finally, the existence of a random pullback attractor is established in Section 4.4, which is the highlight of this work.

## Chapter 2

## 2 - D Lottery Model

### 2.1 The model

Consider two ecological species in a single habitat competing for a limited number of sites. For $t \geq 0$ and $i=1,2$, let $X_{i}(t)$ be the fraction of the sites occupied by adults of the $i$ th species at time $t$. Given any $h>0$, denote by $v_{i}^{h}(t)$ the proportion of adults of the $i$ th species dying during the time period $(t, t+h]$. Then the term $\left(1-v_{i}^{h}(t)\right) X_{i}(t)$ represents the fraction of sites occupied by surviving adults of the $i$ th species during $(t, t+h]$, and the proportion of new sites available for settling by juveniles is $\sum_{i=1}^{2} v_{i}^{h}(t) X_{i}(t)$. Let $\beta_{i}^{h}(t) \in[0,1]$ be the per capita net reproduction by adults of the $i$ th species during time $(t, t+h]$, i.e., for each adult of species $i$ at time $t, \beta_{i}^{h}(t)$ larvae reach the settling stage during $(t, t+h]$. According to an intuitive ecological interpretation that the next generation is given by the sum of surviving adults and new recruitments [28,26], the discrete-time lottery model for $n$ competing species can be formulated as

$$
\begin{equation*}
X_{i}(t+h)=\left(1-v_{i}^{h}(t)\right) X_{i}(t)+\frac{\beta_{i}^{h}(t) X_{i}(t)}{\sum_{i=1}^{2} \beta_{i}^{h}(t) X_{i}(t)} \sum_{i=1}^{2} v_{i}^{h}(t) X_{i}(t), \quad i=1,2, h>0 . \tag{2.1}
\end{equation*}
$$

Let the initial time of the system (2.1) be $t_{0}$, and assume that initial fractions of species satisfy

$$
\begin{equation*}
X_{i}\left(t_{0}\right):=x_{i, 0}>0, \quad x_{1,0}+x_{2,0}=1, \quad i=1,2 . \tag{2.2}
\end{equation*}
$$

It follows from (2.1) and (2.2) that

$$
X_{1}(t)+X_{2}(t)=1, \forall t \geq t_{0} .
$$

For simplicity, throughout this chapter, we denote $X_{1}(t)$ as $X(t)$. Then, $X_{2}(t)=1-X(t)$.
Since the environment fluctuates stochastically about time, it is natural to assume the time dependent parameters $v_{i}^{h}(t)$ and $\beta_{i}^{h}(t)$ to be stochastic processes. It is worth to mention that most of existing works ( $[44,45,46]$ ) on the system (2.1)-(2.2) considered stationary environment, in which both $v_{i}^{h}(t)$ and $\beta_{i}^{h}(t)$ are stationary processes with constant moments. Nonetheless, the stochastic process with constant moments are at most approximations to temporal environmental fluctuations. The lottery model with the non-stationary environmental parameters was first studied by Chesson in [44] in which the concept of AEDT was developed.

### 2.2 Diffusion approximation

### 2.2.1 Mathematical foundation

Since the lottery model (2.1) implies that the the proportion of $i$ th species at $t+h$ only depends on the proportion at time $t$, it is intuitive to treat (2.1) as a Markov process. Let $(E, \mathscr{F}, \mathbb{P})$ be a probability space. For each $t \in\{j h: j \in \mathbb{N}\}$, let $\left(v^{h}(t), \beta^{h}(t)\right)$ be nonnegative real-value random variables on $(E, \mathscr{F}, \mathbb{P})$. To be more specific, it is assumed that at any different discrete time instants $t$ and $s,\left(v^{h}(s), \beta^{h}(s)\right)$ and $\left(v^{h}(t), \beta^{h}(t)\right)$ are independent. Due to such an independence structure, by (2.1), the process $X(t)$ is a discrete time Markov chain as the conditional distribution of $X(t+h)$, given $X(t)$, can be determined by $X(t)$ and the distribution of $\left(v^{h}(t), \beta^{h}(t)\right)$.

Then, we construct a continuous counterpart of the discrete process $\{X(t)\}_{t \in\{j h: j \in \mathbb{N}\}}$. Define the space $\Omega=C([0, \infty), \mathbb{R})$ to be the collection of all continuous paths from $[0, \infty)$ into $\mathbb{R}$. For any real number $s \geq 0$ and $\omega \in \Omega$, set $x(s, \omega)=\omega(s)$ and define the metric on $\Omega$ by

$$
\rho\left(\omega, \omega^{\prime}\right)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{\sup _{0 \leq s \leq n}\left|x(s, \omega)-x\left(s, \omega^{\prime}\right)\right|}{1+\sup _{0 \leq s \leq n}\left|x(s, \omega)-x\left(s, \omega^{\prime}\right)\right|}, \quad \forall \omega, \omega^{\prime} \in \Omega .
$$

Consequently, $(\Omega, \rho)$ is a complete separable metric space [47]. Next, let $\mathscr{M}$ be the Borel $\sigma$-field on $\left(\Omega_{s}, D\right)$, i.e., $\mathscr{M}=\sigma[x(s): s \geq 0]$ [47]. For any $s_{1}, s_{2}>0$, define

$$
\mathscr{M}_{s_{1}, s_{2}}=\sigma\left[x(s): s_{1} \leq s \leq s_{2}\right] \text { and } \mathscr{M}_{s_{1}}=\sigma\left[x(s): s \geq s_{1}\right] .
$$

Let $x_{t_{0}, x}$ be the convex combination of $X(t)$ with $X\left(t_{0}\right)=x$, i.e., for any $q \in E$ let
$x_{t_{0}, x}(s, q)= \begin{cases}X\left(t_{0}, q\right), & \text { for } s=t_{0}, \\ \frac{(j+1) h-s}{h} X\left(t_{0}+j h, q\right)+\frac{s-j h}{h} X\left(t_{0}+(j+1) h, q\right), & \text { for } j h \leq s<(j+1) h, j \in \mathbb{N} .\end{cases}$

Then $x_{t_{0}, x}(s, q)$ is a continuous time process on $(E, \mathscr{F}, P)$ and defines a measurable mapping from $(E, \mathscr{F})$ into $\left(\Omega, \mathscr{M}_{t_{0}}\right)$ given by $q \mapsto x_{t_{0}, x}(\cdot, q)$. Therefore it induces a probability measure $P_{t_{0}, x}^{h}$ on $\left(\Omega, \mathscr{M}_{t_{0}}\right)$ that satisfies

$$
\left\{\begin{array}{l}
P_{t_{0}, x}^{h}\left[x_{t_{0}, x}\left(t_{0}\right)=x\right]=1, \\
P_{t_{0}, x}^{h}\left[x_{t_{0}, x}(s)=\frac{(j+1) h-s}{h} X\left(t_{0}+j h\right)+\frac{s-j h}{h} X\left(t_{0}+(j+1) h\right), j h \leq s<(j+1) h\right]=1, \quad j \in \mathbb{N}, \\
P_{t_{0}, x}^{h}\left[x_{t_{0}, x}\left(t_{0}+(j+1) h\right) \in \Gamma \mid \mathscr{M}_{t_{0}+j h}\right]=\Pi_{h}\left(t_{0}, x, t_{0}+j h, \Gamma\right), \quad j \in \mathbb{N} \text { and } \Gamma \in \mathscr{B}_{\mathbb{R}},
\end{array}\right.
$$

where $\mathscr{B}_{\mathbb{R}}$ is the Borel $\sigma$-algebra in $\mathbb{R}$, and $\Pi_{h}\left(t_{0}, x, t_{0}+t, \cdot\right)$ is the probability transition function of $X(t)$ on $\mathbb{R}$ for any $t \in\{j h: j \in \mathbb{N}\}$. Finally, we cite Theorem 11.2.3 in [47].

Theorem 1. Assume that in addition to being continuous, the drift and diffusion coefficients have the property that for each $x \in \mathbb{R}^{N}$ the martingale problem with the coefficients has exactly one solution $P_{x}$ starting from $x$. Then, $P_{t_{0}, x}^{h} \rightarrow P_{t_{0}, x}$ as $h \rightarrow 0$ uniformly on compact subset of $\mathbb{R}^{N}$.

Remark 1. Theorem 11.2.3 in [47] states the weak convergence of $P_{t_{0}, x}^{h}$ to $P_{t_{0}, x}$ in the timehomogeneous case. But the proof can be extended to the time-inhomogeneous case as in this work without loss of generality.

Remark 2. The drift coefficient (2.11) and diffusion coefficient (2.12) will be derived in the following section. They can guarantee the existence and the uniqueness of the solution to (2.14), which means the martingale problem with (2.11) and (2.12) has exactly one solution.

### 2.2.2 Derivation of the diffusion approximation

Essentially, the diffusion approximation of $\{X(t)\}_{t \in\{j h: j \in \mathbb{N}\}}$ is a diffusion process characterized by its infinitesimal mean and variance, defined respectively as

$$
\begin{align*}
f(t, x) & =\lim _{h \rightarrow 0} \frac{1}{h} \mathbb{E}[X(t+h)-X(t) \mid X(t)=x]  \tag{2.3}\\
g^{2}(t, x) & =\lim _{h \rightarrow 0} \frac{1}{h} \mathbb{E}\left[(X(t+h)-X(t))^{2} \mid X(t)=x\right] \tag{2.4}
\end{align*}
$$

It follows directly from (2.1) that

$$
\begin{align*}
X(t+h)-X(t) & =-v_{1}^{h}(t) X(t)+\frac{\left(v_{1}^{h}(t) X(t)+v_{2}^{h}(t)(1-X(t))\right) \beta_{1}^{h}(t) X(t)}{\beta_{1}^{h}(t) X(t)+\beta_{2}^{h}(t)(1-X(t))} \\
& =\frac{X(t)(1-X(t))\left(v_{2}^{h}(t) \beta_{1}^{h}(t)-v_{1}^{h}(t) \beta_{2}^{h}(t)\right)}{\beta_{1}^{h}(t) X(t)+\beta_{2}^{h}(t)(1-X(t))} \\
& =\frac{X(t)(1-X(t))\left(\frac{v_{2}^{h}(t) \beta_{1}^{h}(t)}{v_{1}^{h}(t) \beta_{2}^{h}(t)}-1\right)}{\frac{\beta_{1}^{h}(t)}{v_{1}^{h}(t) \beta_{2}^{h}(t)} X(t)+\frac{\beta_{2}^{h}(t)}{v_{1}^{h}(t) \beta_{2}^{h}(t)}(1-X(t))} \\
& =\frac{X(t)(1-X(t))\left(\frac{v_{2}^{h}(t) \beta_{1}^{h}(t)}{v_{1}^{h}(t) \beta_{2}^{h}(t)}-1\right)}{\frac{\left.\beta_{h}^{h}(t)\right)_{2}^{h}(t)}{v_{1}^{h}(t) \beta_{2}^{h}(t)} \frac{1}{v_{2}^{h}(t)} X(t)+\frac{1}{v_{1}^{h}(t)}(1-X(t))} \tag{2.5}
\end{align*}
$$

Here, we use the same notation in [34] and define the stochastic processes $\xi^{h}(t)$ and $\gamma_{i}^{h}(t)$ by

$$
\begin{equation*}
\xi^{h}(t)=\ln \frac{\beta_{1}^{h}(t) v_{2}^{h}(t)}{\beta_{2}^{h}(t) v_{1}^{h}(t)}, \quad \gamma_{i}^{h}(t)=\ln v_{i}^{h}(t)-\ln d_{i}^{h}(t), \quad i=1,2, \tag{2.6}
\end{equation*}
$$

where $d_{i}^{h}(t)$ is the geometric mean of $v_{i}^{h}(t)$. Then $\mathbb{E}\left[\gamma_{i}^{h}(t)\right]=0$ for all $t \geq 0$ and $h>0$. $\xi^{h}(t)$ a crucial environmental parameter that describes interactions between species caused by the environmental fluctuations on a log time scale [26].

Then, plugging (2.6) into (2.5) gives

$$
\begin{equation*}
X(t+h)-X(t)=\frac{d_{1}^{h}(t) d_{2}^{h}(t) X(t)(1-X(t))\left(e^{\xi^{h}(t)}-1\right)}{d_{1}^{h}(t) X(t) e^{\xi^{h}(t)-\gamma_{2}^{h}(t)}+d_{2}^{h}(t)(1-X(t)) e^{-\gamma_{1}^{h}(t)}}, \quad t \in \mathscr{R}, h>0 . \tag{2.7}
\end{equation*}
$$

Consequently, (2.3) and (2.4) become

$$
\begin{equation*}
f(t, x)=\lim _{h \rightarrow 0} \frac{1}{h} \mathbb{E}\left[\frac{R_{h}(t)}{S_{h}(t)}\right], \quad g^{2}(t, x)=\lim _{h \rightarrow 0} \frac{1}{h} \mathbb{E}\left[\frac{R_{h}^{2}(t)}{S_{h}^{2}(t)}\right], \tag{2.8}
\end{equation*}
$$

where

$$
\begin{aligned}
R_{h}(t) & =d_{1}^{h}(t) d_{2}^{h}(t) x(1-x)\left(e^{\xi^{h}(t)}-1\right) \\
S_{h}(t) & =d_{1}^{h}(t) x e^{\xi^{h}(t)-\gamma_{2}^{h}(t)}+d_{2}^{h}(t)(1-x) e^{-\gamma_{1}^{h}(t)}
\end{aligned}
$$

Here, we assume that $\xi^{h}(t)$ and $\gamma_{i}^{h}(t)$ are non-stationary stochastic processes which is different from [34] and other related works in the literature. In particular, assume

$$
\begin{equation*}
\mathbb{E}\left[\xi^{h}(t)\right]=h \mu(t), \quad \operatorname{Var}\left[\xi^{h}(t)\right]=h \sigma^{2}(t), \quad \operatorname{Var}\left[\gamma_{i}^{h}(t)\right]=h \sigma_{i}^{2}(t), \quad t \in \mathscr{R}, h>0 \tag{2.9}
\end{equation*}
$$

Moreover, suppose that

$$
\begin{equation*}
\operatorname{Cov}\left[\gamma_{1}^{h}(t), \xi^{h}(t)\right]=h \theta_{1}(t), \quad \operatorname{Cov}\left[\gamma_{2}^{h}(t),-\xi^{h}(t)\right]=h \theta_{2}(t) \tag{2.10}
\end{equation*}
$$

Furthermore, denote by $v_{i}(t)$ the instantaneous death rate at time $t$, i.e., $v_{i}(t)=\lim _{h \rightarrow 0} v_{i}^{h}(t)$ and let $d_{i}(t)$ be the geometric mean of the instantaneous death rate $v_{i}(t)$. Notice that for any $t \geq 0, v_{i}^{h}(t)$ is non-decreasing with respect to $h$. Thus by the dominated convergence theorem, $d_{i}(t)=\lim _{h \rightarrow 0} d_{i}^{h}(t)$ for all $t \geq 0$.

Now, whereby the assumptions (2.9)-(2.10), Taylor expansion of exponential functions, the following approximation [48, 49],

$$
\mathbb{E}\left[\frac{R(t)}{S(t)}\right] \approx \frac{\mathbb{E}[R(t)]}{\mathbb{E}[S(t)]}-\frac{\operatorname{Cov}[R(t), S(t)]}{\mathbb{E}\left[S^{2}(t)\right]}+\frac{\operatorname{Var}[S(t)] \mathbb{E}[R(t)]}{\mathbb{E}\left[S^{3}(t)\right]}
$$

and the technical calculations similar to those presented in [34], we obtain that

$$
\begin{align*}
f(t, x) & \approx \lim _{h \rightarrow 0} \frac{1}{h}\left(\frac{\mathbb{E}\left[R_{h}(t)\right]}{\mathbb{E}\left[S_{h}(t)\right]}-\frac{\operatorname{Cov}\left[R_{h}(t), S_{h}(t)\right]}{\mathbb{E}\left[S_{h}^{2}(t)\right]}+\frac{\operatorname{Var}\left[S_{h}(t)\right] \mathbb{E}\left[R_{h}(t)\right]}{\mathbb{E}\left[S_{h}^{3}(t)\right]}\right) \\
& =\frac{d_{1}(t) d_{2}(t) x(1-x)}{\left(d_{1}(t) x+d_{2}(t)(1-x)\right)^{2}}\left(d_{1}(t) x C_{1}(t)+d_{2}(t)(1-x) C_{2}(t)\right),  \tag{2.11}\\
g^{2}(t, x) & \approx \lim _{h \rightarrow 0} \frac{1}{h}\left(\frac{\mathbb{E}\left[R_{h}^{2}(t)\right]}{\mathbb{E}\left[S_{h}^{2}(t)\right]}-\frac{\operatorname{Cov}\left[R_{h}^{2}(t), S_{h}^{2}(t)\right]}{\mathbb{E}\left[S_{h}^{4}(t)\right]}+\frac{\operatorname{Var}\left[S_{h}^{2}(t)\right] \mathbb{E}\left[R_{h}^{2}(t)\right]}{\mathbb{E}\left[S_{h}^{6}(t)\right]}\right) \\
& =\left(\frac{d_{1}(t) d_{2}(t) x(1-x)}{d_{1}(t) x+d_{2}(t)(1-x)}\right)^{2} \sigma^{2}(t), \tag{2.12}
\end{align*}
$$

where

$$
\begin{equation*}
C_{1}(t):=\mu(t)-\theta_{2}(t)-\frac{\sigma^{2}(t)}{2}, \quad C_{2}(t):=\mu(t)+\theta_{1}(t)+\frac{\sigma^{2}(t)}{2} . \tag{2.13}
\end{equation*}
$$

Remark 3. From (2.11)-(2.12), we observe that the drift and the diffusion coefficients do not depend on $\sigma_{i}(t)$, which, however, does not imply that the variances of death rates do not play a role in the diffusion process. Indeed, the death rate parameters $v_{i}^{h}(t)(i=1,2)$ do have influence on the parameter $\xi^{h}(t)$, whose variance $\sigma^{2}(t)$ appears in the coefficients of the diffusion process.

Remark 4. The drift and diffusion terms $f$ and $g^{2}$ are the same as those obtained in [34], except that the moment functions $\mu, \sigma^{2}, d_{i}, \theta_{i}(i=1,2)$ here are all time-dependent.

### 2.3 The lottery stochastic differential equation

Because of Theorem 11.2.3 in [47], the solution to the discrete lottery model (2.1) converges weakly to the diffusion process characterized by the drift and diffusion coefficients given by (2.11) and (2.12), respectively. Denote by $Y(t)$ the limiting diffusion process for the solution to the discrete lottery model. It also represents the fraction of the sites occupied by adults of the first species at time $t$. Then $Y(t)$ satisfies the following stochastic differential equation (SDE)

$$
\begin{equation*}
\mathrm{d} Y(t)=f(t, Y(t)) \mathrm{d} t+g(t, Y(t)) \mathrm{d} W(t), \quad t \geq t_{0}, \quad Y\left(t_{0}\right)=y_{0}:=x_{1,0} \in(0,1), \tag{2.14}
\end{equation*}
$$

where $W(t)$ is a one dimensional Brownian motion, and $f(t, \cdot)$ and $g(t, \cdot)>0$ are defined by (2.11) and (2.12), respectively. In this section we first prove the existence of a unique nonnegative solution to the $\operatorname{SDE}$ (2.14), and then investigate its asymptotic behaviors. Throughout this section we assume
(A1) the functions $\mu(t), \sigma(t), \theta_{i}(t), d_{i}(t)(i=1,2)$ are bounded and continuously differentiable for all $t \geq t_{0}$ with

$$
\begin{array}{ll}
\mu^{m} \leq \mu(t) \leq \mu^{M}, & 0<\sigma_{m}^{2} \leq \sigma^{2}(t) \leq \sigma_{M}^{2} \\
\theta_{i}^{m} \leq \theta_{i}(t) \leq \theta_{i}^{M}, & 0<d_{i}^{m} \leq d_{i}(t) \leq d_{i}^{M}, \quad i=1,2
\end{array}
$$

## Remark 5. The non-stationary environmental parameters $\xi^{h}(t), \gamma_{i}^{h}(t)$ may not be bounded,

 even though the moment functions $\mu(t), \sigma(t), d_{i}(t)$ and $\theta_{i}(t)(i=1,2)$ are assumed to be bounded.The following theorem proves the existence, uniqueness and positiveness of solutions to the SDE (2.14). We apply the same approach as in, e.g., [50, 25], with different technical calculations.

Theorem 2. Let Assumption (A1) hold. Then for any $t_{0} \geq 0$ and $y_{0} \in(0,1)$, the SDE (2.14) has a pathwise unique solution $Y(t)=Y\left(t ; t_{0}, y_{0}, \omega\right)$ on $\left(t_{0}, \infty\right)$. Moreover, the solution $Y(t) \in(0,1)$ for all $t \geq t_{0}$ almost surely.

Proof. First, (A1) guarantees that the drift and diffusion coefficients $f(t, Y)$ and $g(t, Y)$ are continuously differentiable in $t$ and locally Lipschitz in $Y$. Then the classical theory for SDEs (see, e.g., $[20,51]$ ) shows that the initial value problem (2.14) possesses a unique local solution $Y(t)$ on $\left[0, \tau_{e}\right)$ with $Y(t) \in(0,1)$ a.s., where $\tau_{e}$ is the explosion time. The existence of a global solution will be proved by showing $\tau_{e}=\infty$ a.s. below.

Let $k_{0}>0$ be a positive integer satisfying $y_{0} \in\left(1 / k_{0}, 1-1 / k_{0}\right)$. For any $k \geq k_{0}$, define the sequence of "stopping times", $\left\{\tau_{k}\right\}$, by

$$
\tau_{k}=\inf \left\{t \in\left[0, \tau_{e}\right): Y(t) \notin\left(\frac{1}{k}, 1-\frac{1}{k}\right)\right\}, k=1,2, \cdots
$$

Clearly $\left\{\tau_{k}\right\}$ is an increasing sequence. Denote by $\tau_{\infty}=\lim _{k \rightarrow \infty} \tau_{k}$, then $\tau_{\infty} \leq \tau_{e}$ a.s. Next, we show that $\tau_{\infty}=\infty$ a.s. by contradiction. Define

$$
V(Y)=\frac{1}{Y}+\frac{1}{1-Y} .
$$

So, $V(Y)>0$ for any $Y \in(0,1)$. According to (2.14) and Itô's Lemma, we have

$$
\begin{equation*}
\mathrm{d} V(Y(t))=\left(f(t, Y(t)) V^{\prime}(Y(t))+\frac{1}{2} g^{2}(t, Y(t)) V^{\prime \prime}(Y(t))\right) \mathrm{d} t+g(t, Y(t)) V^{\prime}(Y(t)) \mathrm{d} W(t) . \tag{2.15}
\end{equation*}
$$

It follows immediately from (A1) that the functions $C_{1}$ and $C_{2}$ defined in (2.13) satisfy

$$
\begin{align*}
C_{1}^{m} & :=\mu^{m}-\theta_{2}^{M}-\frac{\sigma_{M}^{2}}{2} \leq C_{1}(t) \leq \mu^{M}-\theta_{2}^{m}-\frac{\sigma_{m}^{2}}{2}:=C_{1}^{M}  \tag{2.16}\\
C_{2}^{m} & :=\mu^{m}+\theta_{1}^{m}+\frac{\sigma_{m}^{2}}{2} \leq C_{2}(t) \leq \mu^{M}+\theta_{1}^{M}+\frac{\sigma_{M}^{2}}{2}:=C_{2}^{M} \tag{2.17}
\end{align*}
$$

Therefore, for all $Y(t) \in(0,1)$ the drift terms on the right hand side of (2.15) satisfy, respectively,

$$
\begin{align*}
f(t, Y(t)) V^{\prime}(Y(t)) & =\frac{d_{1}(t) d_{2}(t)\left(d_{1}(t) Y(t) C_{1}(t)+d_{2}(t)(1-Y(t)) C_{2}(t)\right)}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{2}}(2 Y(t)-1) V(Y(t)) \\
& \leq \frac{d_{1}^{M} d_{2}^{M}\left(d_{1}^{M}+d_{2}^{M}\right) \max _{i=1,2}\left\{\left|C_{i}^{m}\right|,\left|C_{i}^{M}\right|\right\}}{\left(\min \left\{d_{1}^{m}, d_{2}^{m}\right\}\right)^{2}} V(Y(t)):=K_{1} V(Y(t)),(2.18)  \tag{2.18}\\
g^{2}(t, Y(t)) V^{\prime \prime}(Y(t)) & =\frac{d_{1}^{2}(t) d_{2}^{2}(t) \sigma^{2}(t)}{\left(d_{1} Y(t)+d_{2}(1-Y(t))\right)^{2}} \cdot\left(\frac{(1-Y(t))^{2}}{Y(t)}+\frac{Y^{2}(t)}{1-Y(t)}\right) \\
& \leq \frac{\left(d_{1}^{M} d_{2}^{M}\right)^{2} \sigma_{M}^{2}}{\left(\min \left\{d_{1}^{m}, d_{2}^{m}\right\}\right)^{2}} V(Y(t)):=K_{2} V(Y(t)) \tag{2.19}
\end{align*}
$$

Combining (2.18), (2.19) and (2.15) results in

$$
\begin{equation*}
\mathrm{d} V(Y(t))=K V(Y(t)) \mathrm{d} t+g(t, Y(t)) V^{\prime}(Y(t)) \mathrm{d} W(t), \quad K=\max \left\{K_{1}, K_{2}\right\} \tag{2.20}
\end{equation*}
$$

In order to show $\tau_{\infty}=\infty$ a.s., assume (for contradiction) that there exist $T>0$ and $\varepsilon>0$ such that $\mathbb{P}\left(\tau_{\infty} \leq T\right)>\varepsilon$. Since $\left\{\tau_{k}\right\}$ is an increasing sequence, there exists $N \geq k_{0}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\tau_{k} \leq T\right)>\frac{\varepsilon}{2}, \text { for all } k \geq N \tag{2.21}
\end{equation*}
$$

Then it follows from (2.20) that

$$
V\left(Y\left(\tau_{k} \wedge T\right)\right) \leq V\left(Y\left(t_{0}\right)\right)+\int_{t_{0}}^{\tau_{k} \wedge T} K V(Y(t)) \mathrm{d} t+\int_{t_{0}}^{\tau_{k} \wedge T} g(t, Y(t)) V^{\prime}(Y(t) \mathrm{d} W(t) .
$$

Taking expectations of the inequality above gives

$$
\begin{align*}
\mathbb{E}\left[V\left(Y\left(\tau_{k} \wedge T\right)\right)\right] & \leq V\left(Y\left(t_{0}\right)\right)+\mathbb{E}\left[\int_{t_{0}}^{\tau_{k} \wedge T} K V(Y(t)) \mathrm{d} t\right] \\
& \leq V\left(Y\left(t_{0}\right)\right)+\int_{\Omega} \int_{t_{0}}^{T} \chi_{\left[t_{0}, \tau_{k}(\omega) \wedge T\right]}(t) K V(Y(t)) \mathrm{d} t \mathrm{~d} \mathbb{P} \tag{2.22}
\end{align*}
$$

where $\chi$ is the indicator function, $\Omega$ is the sample space and $\mathbb{P}$ the probability measure. Then, we divide $\Omega$ into
$\Omega_{1}(t)=\left\{\omega \in \Omega: \tau_{k}(\omega)<t\right\}, \quad \Omega_{2}(t)=\left\{\omega \in \Omega: t \leq \tau_{k}(\omega) \leq T\right\}, \quad \Omega_{3}=\left\{\omega \in \Omega: \tau_{k}(\omega)>T\right\}$,
and apply Fubini's Theorem to obtain

$$
\begin{aligned}
\mathbb{E}\left[V\left(Y\left(\tau_{k} \wedge T\right)\right)\right] \leq & V\left(Y\left(t_{0}\right)\right)+\int_{t_{0}}^{T} \int_{\Omega_{1}(t) \cup \Omega_{2}(t) \cup \Omega_{3}} \chi_{\left[t_{0}, \tau_{k}(\omega) \wedge T\right]}(t) K V(Y(t)) \mathrm{dP} \mathrm{~d} t \\
\leq & V\left(Y\left(t_{0}\right)\right)+\int_{t_{0}}^{T} \int_{\Omega_{1}(t)} K V\left(Y\left(\tau_{k} \wedge t\right)\right) \mathrm{d} \mathbb{P} \mathrm{~d} t+\int_{t_{0}}^{T} \int_{\Omega_{3}} \chi_{\left.t_{0}, T\right]}(t) K V(Y(t)) \mathrm{d} \mathbb{P} \mathrm{~d} t \\
& +\int_{t_{0}}^{T} \int_{\Omega_{2}(t)} \chi_{\left[t_{0}, \tau_{k}(\omega)\right]}(t) K V(Y(t)) \mathrm{dP} \mathrm{P} t \\
= & V\left(Y\left(t_{0}\right)\right)+\int_{t_{0}}^{T} \int_{\Omega_{1}(t) \cup \Omega_{2}(t) \cup \Omega_{3}} K V\left(Y\left(\tau_{k} \wedge t\right)\right) \mathrm{dPP} \mathrm{~d} t \\
= & V\left(Y\left(t_{0}\right)\right)+K \int_{t_{0}}^{T} \mathbb{E}\left[V\left(Y\left(\tau_{k} \wedge t\right)\right)\right] \mathrm{d} t
\end{aligned}
$$

Applying Gronwall's Lemma to the above inequality gives

$$
\begin{equation*}
\mathbb{E}\left[V\left(Y\left(\tau_{k} \wedge T\right)\right)\right] \leq V\left(t_{0}\right) \cdot e^{K\left(T-t_{0}\right)} \tag{2.23}
\end{equation*}
$$

Moreover, due to (2.21) we have

$$
\begin{equation*}
\mathbb{E}\left[V\left(Y\left(\tau_{k} \wedge T\right)\right)\right] \geq \int_{\Omega_{1}(t) \cup \Omega_{2}(t)} V\left(Y\left(\tau_{k} \wedge T\right)\right) \mathrm{d} \mathbb{P}=\int_{\Omega_{1}(t) \cup \Omega_{2}(t)} V\left(Y\left(\tau_{k}(\omega)\right)\right) \mathrm{d} \mathbb{P} \geq\left(k+\frac{1}{1-\frac{1}{k}}\right) \frac{\varepsilon}{2} . \tag{2.24}
\end{equation*}
$$

Combining (2.23) and (2.24) results in

$$
V\left(t_{0}\right) \cdot e^{K\left(T-t_{0}\right)} \geq\left(k+\frac{1}{1-\frac{1}{k}}\right) \frac{\varepsilon}{2}, \quad k \geq N .
$$

Because $K$ is independent of $k$, the above inequality fails as $k \rightarrow \infty$. Thus, $\tau_{\infty}=\infty$ a.s. and as a result $\tau_{e}=\infty$. The proof is complete.

Theorem 2 not only shows the existence and the uniqueness of the global pathwise solution to (2.3), but also implies that the species cannot extinct at any finite time. However, this result does not exclude the scenarios that the $Y(t)$ converge to 0 or 1 in the long run. When the environmental parameters $\mu, \sigma$, and $\theta$ are constants, the probability density of the stationary distribution was obtained in [33]. Nonetheless, the non-autonomous SDE (2.14) with nonstationary environmental parameters $\mu(t), \sigma(t)$, and $\theta(t)$ may not converge to a stationary process as time goes to infinity. Thus, it is more interesting but challenging to achieve the asymptotic behaviors of the non-autonomous SDE. In the following theorem, we prove the solutions to (2.1) with different initial values will converge to each other, which means the attractor consists of a single trajectory when the sample point $\omega$ is fixed. First, we construct sufficient conditions under which all solutions of (2.14) converge in $L^{1}(\Omega)$, i.e., given any $t_{0} \geq 0$, and $y_{1}, y_{2} \in(0,1)$ the solutions of (2.14) with initial conditions $Y\left(t_{0}\right)=y_{1}$ and $Y\left(t_{0}\right)=y_{2}$ satisfy

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\Omega}\left|Y\left(t ; t_{0}, y_{1}, \omega\right)-Y\left(t ; t_{0}, y_{2}, \omega\right)\right| \mathrm{d} \omega=0 . \tag{2.25}
\end{equation*}
$$

The following assumptions will be needed.
(A2) $d_{1}^{M} \sigma_{M}^{2}-\sigma_{m}^{2}<2 \mu^{m}+2 \theta_{1}^{m}$,
(A3) $\sigma_{M}^{2}-d_{2}^{m} \sigma_{m}^{2} \leq 2 \mu^{m}-2 \theta_{2}^{M}$,
(A4) $\left(\frac{d_{2}^{M}}{2 d_{1}^{m}}+d_{1}^{M}\right) \sigma_{M}^{2}-\frac{3}{2} \sigma_{m}^{2}<-\left(\frac{d_{2}^{M}}{d_{1}^{m}}+1\right) \mu^{M}+2 \mu^{m}-\frac{d_{2}^{M}}{d_{1}^{m}} \theta_{1}^{M}+2 \theta_{1}^{m}+\theta_{2}^{m}$,
(A5) $d_{2}^{M} \sigma_{M}^{2}-d_{1}^{m} \sigma_{m}^{2} \leq-2\left(d_{1}^{m}+d_{2}^{M}\right) \mu^{M}+2 d_{1}^{m} \theta_{2}^{m}-2 d_{2}^{M} \theta_{1}^{M}$,
(A6) $d_{1}^{M} \leq 2 d_{2}^{m}$.
Theorem 3. Assume (A1)-(A2) hold. Then all solutions of equation (2.14) with different initial values converge in $L^{1}(\Omega)$ as $t \rightarrow \infty$, if either (A3)-(A4), or (A5)-(A6) hold.

Proof. The following transformation [44] could help us reduce the complicity of analyzing dynamics of $Y(t)$. Let

$$
Z(t)=Z\left(t ; t_{0}, z_{0}\right)=\ln \frac{Y\left(t ; t_{0}, y_{0}\right)}{1-Y\left(t ; t_{0}, y_{0}\right)}, \quad z_{0}=\ln \frac{y_{0}}{1-y_{0}}
$$

Notice that this is a monotone transformation that transform the domain of state from $Y \in(0,1)$ to $Z \in(-\infty, \infty)$. Then according to Itô's formula and (2.14),

$$
\begin{align*}
\mathrm{d} Z(t)= & \left(\frac{1}{Y(t)(1-Y(t))} \frac{d_{1}(t) d_{2}(t) Y(t)(1-Y(t))}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{2}}\left(d_{1}(t) Y(t) C_{1}(t)+d_{2}(t)(1-Y(t)) C_{2}(t)\right)\right. \\
& \left.+\frac{1}{2}\left(-\frac{1}{Z^{2}(t)}+\frac{1}{(1-Y(t))^{2}}\right) \frac{\left(d_{1}(t) d_{2}(t) Y(t)(1-Y(t))\right)^{2}}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{2}} \sigma^{2}(t)\right) \mathrm{d} t \\
& +\left(\frac{1}{Y(t)(1-Y(t))} \frac{d_{1}(t) d_{2}(t) Y(t)(1-Y(t))}{d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))} \sigma(t)\right) \mathrm{d} W(t) \\
= & \frac{F(t) Y(t)-G(t)}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{2}} \mathrm{~d} t+\frac{d_{1}(t) d_{2}(t) \sigma(t)}{d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))} \mathrm{d} W(t) \tag{2.26}
\end{align*}
$$

where $C_{1}(t)$ and $C_{2}(t)$ are defined in (2.13), $Y(t)=\frac{e^{Z(t)}}{1+e^{Z(t)}}$, and

$$
\begin{align*}
F(t) & =d_{1}^{2}(t) d_{2}(t) C_{1}(t)+d_{1}^{2}(t) d_{2}^{2}(t) \sigma^{2}(t)-d_{1}(t) d_{2}^{2}(t) C_{2}(t)  \tag{2.27}\\
G(t) & =-d_{1}(t) d_{2}^{2}(t) C_{2}(t)+\frac{1}{2} d_{1}^{2}(t) d_{2}^{2}(t) \sigma^{2}(t) \tag{2.28}
\end{align*}
$$

$$
\text { Assume } z_{0}^{1}, z_{0}^{2} \in \mathscr{R} \text { with } z_{0}^{1}>z_{0}^{2} \text { and } \omega \in \Omega \text {, let } Z_{1}(t)=Z\left(t ; t_{0}, z_{0}^{1}, \omega\right) \text { and } Z_{2}(t)=Z\left(t ; t_{0}, z_{0}^{2}, \omega\right)
$$ be two solutions of the $\operatorname{SDE}$ (2.26) with initial values $Z\left(t_{0}\right)=z_{0}^{1}$ and $Z\left(t_{0}\right)=z_{0}^{2}$, respectively. Denote by $\Delta_{Z}(t)=Z_{1}(t)-Z_{2}(t)$, then $\Delta_{Z}$ satisfies

$$
\begin{align*}
\mathrm{d} \Delta_{\mathrm{Z}}(t)= & \frac{\left(F(t) Y_{1}-G(t)\right)\left(\left(d_{1}(t)-d_{2}(t)\right) Y_{2}+d_{2}(t)\right)^{2}}{\left(d_{1}(t) Y_{1}+d_{2}(t)\left(1-Y_{1}\right)\right)^{2}\left(d_{1}(t) Y_{2}+d_{2}(t)\left(1-Y_{2}\right)\right)^{2}} \mathrm{~d} t \\
& -\frac{\left(F(t) Y_{2}-G(t)\right)\left(\left(d_{1}(t)-d_{2}(t)\right) Y_{1}^{2}+d_{2}(t)\right)^{2}}{\left(d_{1}(t) Y_{1}+d_{2}(t)\left(1-Y_{1}\right)\right)^{2}\left(d_{1}(t) Y_{2}+d_{2}(t)\left(1-Y_{2}\right)\right)^{2}} \mathrm{~d} t \\
& +\frac{d_{1}(t) d_{2}(t) \sigma(t)\left(d_{1}(t)-d_{2}(t)\right)\left(Y_{2}-Y_{1}\right)}{\left(d_{1}(t) Y_{1}+d_{2}(t)\left(1-Y_{1}\right)\right)\left(d_{1}(t) Y_{2}+d_{2}(t)\left(1-Y_{2}\right)\right)} \mathrm{d} W(t), \\
= & \frac{F(t) H_{1}(t)+G(t) H_{2}(t)}{H_{3}^{2}(t)} \Delta_{Y}(t) \mathrm{d} t+H_{4}(t) \Delta_{Y}(t) \mathrm{d} W(t), \tag{2.29}
\end{align*}
$$

where $Y_{i}=Y_{i}(t)=\frac{e^{Z_{i}(t)}}{1+e^{Z_{i}(t)}}$ for $i=1,2, \Delta_{Y}(t)=Y_{1}(t)-Y_{2}(t)$ and

$$
\begin{aligned}
& H_{1}(t)=-\left(d_{1}(t)-d_{2}(t)\right)^{2} Y_{1} Y_{2}+d_{2}^{2}(t) \\
& H_{2}(t)=\left(d_{1}(t)-d_{2}(t)\right)^{2}\left(Y_{1}+Y_{2}\right)+2\left(d_{1}(t)-d_{2}(t)\right) d_{2}(t), \\
& H_{3}(t)=\left(d_{1}(t) Y_{1}+d_{2}(t)\left(1-Y_{1}\right)\right)\left(d_{1}(t) Y_{2}+d_{2}(t)\left(1-Y_{2}\right)\right), \\
& H_{4}(t)=\frac{d_{1}(t) d_{2}(t) \sigma(t)\left(d_{2}(t)-d_{1}(t)\right)}{H_{3}(t)}
\end{aligned}
$$

Next, integrating the SDE (2.29) gives

$$
\begin{equation*}
\Delta_{Z}(t)=z_{0}^{1}-z_{0}^{2}+\int_{t_{0}}^{t} \frac{F(s) H_{1}(s)+G(s) H_{2}(s)}{H_{3}^{2}(s)} \Delta_{Y}(s) \mathrm{d} s+\int_{t_{0}}^{t} H_{4}(s) \Delta_{Y}(s) \mathrm{d} W(s) . \tag{2.30}
\end{equation*}
$$

$F(s) H_{1}(s)$ and $G(s) H_{2}(s)$ can be simplified to be

$$
\begin{aligned}
F(s) H_{1}(s)= & d_{1}(s) d_{2}(s)\left(d_{1}(s) C_{1}(s)+d_{1}(s) d_{2}(s) \sigma^{2}(s)-d_{2}(s) C_{2}(s)\right) \\
& \cdot\left(d_{2}^{2}(s)-\left(d_{1}(s)-d_{2}(s)\right)^{2} Y_{1} Y_{2}\right) \\
G(s) H_{2}(s)=\frac{1}{2} & d_{1}(s) d_{2}^{2}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right) \\
& \cdot\left(\left(d_{1}(s)-d_{2}(s)\right)^{2}\left(Y_{1}+Y_{2}\right)+2\left(d_{1}(s)-d_{2}(s)\right) d_{2}(s)\right)
\end{aligned}
$$

which, after being rearranged, give

$$
\begin{align*}
F(s) H_{1}(s)+G(s) H_{2}(s)= & d_{1}(s) d_{2}^{2}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right)\left(d_{1}(s)-d_{2}(s)\right)^{2}\left(\frac{Y_{1}+Y_{2}}{2}-Y_{1} Y_{2}\right) \\
& +d_{1}(s) d_{2}^{3}(s)\left(d_{1} C_{1}+d_{2} C_{2}\right)+d_{1}^{2}(s) d_{2}^{3}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right) \\
& -d_{1}(s) d_{2}(s)\left(d_{1} C_{1}+d_{2} C_{2}\right)\left(d_{1}(s)-d_{2}(s)\right)^{2} Y_{1} Y_{2} . \tag{2.31}
\end{align*}
$$

Plugging (2.31) into (2.30) then taking expectation of the resulting equation gives

$$
\begin{equation*}
\mathbb{E}\left[\Delta_{Z}(t)\right]=z_{0}^{1}-z_{0}^{2}+\mathbb{E}\left[\int_{t_{0}}^{t} \frac{C_{3}(s)+C_{4}(s)}{H_{3}^{2}(s)} \Delta_{Y}(s) \mathrm{d} s\right], \tag{2.32}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{3}(s)= & d_{1}(s) d_{2}^{2}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right)\left(d_{1}(s)-d_{2}(s)\right)^{2}\left(\frac{Y_{1}+Y_{2}}{2}-Y_{1} Y_{2}\right) \\
C_{4}(s)= & d_{1}(s) d_{2}^{3}(s)\left(d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s)\right)+d_{1}^{2}(s) d_{2}^{3}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right) \\
& -d_{1}(s) d_{2}(s)\left(d_{1}(s)-d_{2}(s)\right)^{2}\left(d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s)\right) Y_{1} Y_{2}
\end{aligned}
$$

Note that under Assumptions (A1) and (A2)

$$
\begin{equation*}
-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s) \leq-2 \mu^{m}-2 \theta_{1}^{m}-\sigma_{m}^{2}+d_{1}^{M} \sigma_{M}^{2}:=K_{3}<0 \tag{2.33}
\end{equation*}
$$

Moreover, since $d_{i}(t)>0$ for $i=1,2$ and $Y_{1}, Y_{2} \leq 1$, then $\frac{Y_{1}+Y_{2}}{2}-Y_{1} Y_{2} \geq 0$ and thus

$$
\begin{equation*}
C_{3}(s) \leq 0 \tag{2.34}
\end{equation*}
$$

Next, we estimate $C_{4}(s)$ under two cases, where $d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s)$ is positive or negative, respectively. Indeed, $d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s)>0$ under Assumption (A3), and $d_{1}(s) C_{1}(s)+$ $d_{2}(s) C_{2}(s)<0$ under Assumption (A5).
(i) Notice the inequality (2.33) shows that $C_{2}(s)>\frac{d_{1}(s) \sigma^{2}(s)}{2}$. Thus by Assumptions (A1) and (A3), and (2.16)-(2.17)

$$
\begin{aligned}
d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s) & >d_{1}(s)\left(C_{1}(s)+d_{2}(s) \frac{\sigma^{2}(s)}{2}\right) \\
& \geq \frac{d_{1}(s)}{2}\left(2 \mu^{m}-2 \theta_{2}^{M}-\sigma_{M}^{2}+d_{2}^{m} \sigma_{m}^{2}\right) \geq 0
\end{aligned}
$$

and because of $Y_{1}, Y_{2} \geq 0$, (2.16)-(2.17) and Assumptions (A1) and (A4), we get

$$
\begin{align*}
C_{4}(s) & \leq d_{1}^{2}(s) d_{2}^{3}(s)\left(C_{1}(s)+\frac{d_{2}(s)}{d_{1}(s)} C_{2}(s)-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right) \\
& \leq\left(d_{1}^{m}\right)^{2}\left(d_{2}^{m}\right)^{3}\left(C_{1}^{M}+\frac{d_{2}^{M}}{d_{1}^{m}} C_{2}^{M}-2 C_{2}^{m}+d_{1}^{M} \sigma_{M}^{2}\right):=K_{4}<0 . \tag{2.35}
\end{align*}
$$

(ii) Since $C_{2}(s) \geq 0$, then by Assumption (A5) and (2.16)-(2.17) we have

$$
\begin{align*}
d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s) & \leq d_{1}(s)\left(C_{1}^{M}+\frac{d_{2}^{M}}{d_{1}^{m}} C_{2}^{M}\right) \\
& =d_{1}(s)\left(\mu^{M}-\theta_{2}^{m}-\frac{1}{2} \sigma_{m}^{2}+\frac{d_{2}^{M}}{d_{1}^{m}}\left(\mu^{M}+\theta_{1}^{M}+\frac{1}{2} \sigma_{M}^{2}\right)\right) \\
& \leq 0 \tag{2.36}
\end{align*}
$$

and therefore, from $Y_{1}, Y_{2} \leq 1$ it follows that

$$
\begin{align*}
C_{4}(s) \leq & d_{1}^{2}(s) d_{2}(s)\left(d_{1}(s) C_{1}(s)+d_{2}(s) C_{2}(s)\right)\left(-d_{1}(s)+2 d_{2}(s)\right) \\
& +d_{1}^{2}(s) d_{2}^{3}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right) \tag{2.37}
\end{align*}
$$

Assumptions (A1) and (A6) guarantee that

$$
-d_{1}(s)+2 d_{2}(s) \geq-d_{1}^{M}+2 d_{2}^{m} \geq 0
$$

and thus, (2.37) and (2.33) imply that

$$
C_{4}(s) \leq d_{1}^{2}(s) d_{2}^{3}(s)\left(-2 C_{2}(s)+d_{1}(s) \sigma^{2}(s)\right) \leq\left(d_{1}^{m}\right)^{2}\left(d_{2}^{m}\right)^{3} K_{3}<0 .
$$

Since $z_{0}^{1}-z_{0}^{2}>0$, then $\Delta_{Z}(t)=\Delta_{Z}\left(t ; t_{0}, z_{0}^{1}-z_{0}^{2}, \omega\right) \geq 0$ for all $t \geq t_{0}$ and any $\omega \in \Omega$ due to the uniqueness of solutions. The monotonicity of the transformation $Z(t)$ implies that $\Delta_{Y}=\Delta_{Y}\left(t ; t_{0}, y_{0}^{1}-y_{0}^{2}, \omega\right) \geq 0$ for all $t \geq t_{0}$ and any $\omega \in \Omega$. Note that $H_{3}(t) \leq\left(d_{1}^{M}+d_{2}^{M}\right)^{2}$, and inserting (2.34) and (2.35) into (2.32) gives

$$
\begin{equation*}
\mathbb{E}\left[\Delta_{Z}(t)\right] \leq z_{0}^{1}-z_{0}^{2}+\frac{K_{4}}{\left(d_{1}^{M}+d_{2}^{M}\right)^{4}} \mathbb{E}\left[\int_{t_{0}}^{t} \Delta_{Y}(s) \mathrm{d} s\right] \tag{2.38}
\end{equation*}
$$

Similarly, inserting (2.34) and (2.37) into (2.32) shows

$$
\begin{equation*}
\mathbb{E}\left[\Delta_{Z}(t)\right] \leq z_{0}^{1}-z_{0}^{2}+\frac{\left(d_{1}^{m}\right)^{2}\left(d_{2}^{m}\right)^{3} K_{3}}{\left(d_{1}^{M}+d_{2}^{M}\right)^{4}} \mathbb{E}\left[\int_{t_{0}}^{t} \Delta_{Y}(s) \mathrm{d} s\right] \tag{2.39}
\end{equation*}
$$

Moreover, applying the mean value Theorem results in the existence of $y \in(0,1)$ such that

$$
\mathbb{E}\left[\Delta_{Z}(t)\right]=\mathbb{E}\left[\left(\frac{1}{y}+\frac{1}{1-y}\right) \Delta_{Y}(t)\right] \geq 4 \mathbb{E}\left[\Delta_{Y}(t)\right]
$$

The above inequality, along with (2.38)-(2.39) and the Fubini Theorem give

$$
\mathbb{E}\left[\Delta_{Y}(t)\right] \leq \frac{z_{0}^{1}-z_{0}^{2}}{4}+\frac{\alpha}{4} \int_{t_{0}}^{t} \mathbb{E}\left[\Delta_{Y}(s)\right] \mathrm{d} s \text { with } \alpha:=\frac{\max \left\{K_{4},\left(d_{1}^{m}\right)^{2}\left(d_{2}^{m}\right)^{3} K_{3}\right\}}{\left(d_{1}^{M}+d_{2}^{M}\right)^{4}}<0 .
$$

It follows immediately from Gronwall's Lemma that

$$
\mathbb{E}\left[\Delta_{Y}(t)\right] \leq \frac{z_{0}^{1}-z_{0}^{2}}{4} e^{\frac{\alpha}{4}\left(t-t_{0}\right)} \rightarrow 0, \text { as } t \rightarrow \infty,
$$

which confirms that all solutions with different initial values converge in $L^{1}(\Omega)$. The proof is complete.

The assumptions in the theorem above only consist of the upper and lower bounds of the moments of the non-stationary parameters. The following corollary provides a set of timedependent conditions, which are weaker than assumptions in Theorem 3.
(B2) there exists $\varepsilon>0$ such that $\left(1-d_{1}(t)\right) \sigma^{2}(t)+2 \mu(t)+2 \theta_{1}(t) \geq \varepsilon$ for $t \in\left[t_{0}, T\right]$,
(B3) $\left(1-d_{2}(t)\right) \sigma^{2}(t) \leq 2 \mu(t)-2 \theta_{2}(t)$ for $t \in\left[t_{0}, T\right]$,
(B4) there exists $\varepsilon>0$ such that for $t \in\left[t_{0}, T\right]$,

$$
\left(d_{1}(t)-d_{2}(t)\right) \mu(t)+\left(2 d_{1}(t)-d_{2}(t)\right) \theta_{1}(t)+d_{1}(t) \theta_{2}(t)+\left(\frac{3 d_{1}(t)}{2}-d_{1}^{2}(t)-\frac{d_{2}(t)}{2}\right) \sigma^{2}(t)
$$ is greater than $\varepsilon$,

(B5) $\left(d_{2}(t)-d_{1}(t)\right) \sigma^{2}(t) \leq-2\left(d_{1}(t)+d_{2}(t)\right) \mu(t)+2\left(d_{1}(t) \theta_{2}(t)-d_{2}(t) \theta_{1}(t)\right)$ for $t \in\left[t_{0}, T\right]$,
(B6) $d_{1}(t) \leq 2 d_{2}(t)$ for $t \in\left[t_{0}, T\right]$.
Corollary 1. Assume (A1) and (B2) hold. Then all solutions of equation (2.14) with different initial values converge in $L^{1}(\Omega)$ as $t \rightarrow \infty$, if either (B3)-(B4), or (B5)-(B6) hold.

Theorem 3 and Corollary 1 show that for each fixed $\omega \in \Omega$, there is a limiting trajectory that attracts all the solutions start from different initial value. Consequently, the existence of a time-dependent limiting process for the non-autonomous $\operatorname{SDE}$ (2.14) as $t \rightarrow \infty$ is ensured. On the other side, the coexistence of two species means the proportion of the first species $Y(t)$ is stochastic persistent, i.e., $\operatorname{Pr}\left(\lim _{t \rightarrow \infty} Y(t)=1\right)=\operatorname{Pr}\left(\lim _{t \rightarrow \infty} Y(t)=0\right)=0$ [34]. Therefore, Theorem 3 and Corollary 1 cannot exclude the case in which $Y(t)$ approaches 0 or 1 as $t \rightarrow \infty$ and hence do not confirm the coexistence of the two species. In the following theorem, we further establish sufficiently conditions for coexistence in the sense of stochastic persistence of $Y(t)$.

Theorem 4. Let Assumptions (A1), (A2), and (A5) hold. In addition, assume that
(A7) $d_{2}(t) \leq d_{1}(t) \leq 2 d_{2}(t)$ for all $t \geq t_{0}$.

Then there exists a deterministic function $Y^{*}(t) \in\left[Y_{m}^{*}, Y_{M}^{*}\right]$ for all $t \geq t_{0}$ with $Y_{m}^{*}>0$ and $Y_{M}^{*}<1$ such that

$$
\limsup _{t \rightarrow \infty}\left(Y(t)-Y^{*}(t)\right) \geq 0, \quad \liminf _{t \rightarrow \infty}\left(Y(t)-Y^{*}(t)\right) \leq 0, \quad \text { a.s. }
$$

Proof. To reduce the complexity, we still apply the same transformation in Theorem 2.10. Let $Z(Y(t))=\ln \frac{Y(t)}{1-Y(t)}$. Then by Itô's Lemma, $Z(t)$ satisfies the SDE

$$
\begin{align*}
\mathrm{d} Z(t) & =U(Y(t), t) \mathrm{d} t+\frac{d_{1}(t) d_{2}(t) \sigma(t)}{d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))} \mathrm{d} W(t), \quad \text { with }  \tag{2.40}\\
U(Y(t), t): & =\frac{F(t) Y(t)-G(t)}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{2}} \tag{2.41}
\end{align*}
$$

where $F(t)$ and $G(t)$ are defined by (2.27)-(2.28).
Whereby Assumptions (A1) and (A2), the inequality (2.33) still holds and thus

$$
\begin{equation*}
G(t) \leq \frac{1}{2} d_{1}^{m}\left(d_{2}^{m}\right)^{2}\left(-2 \mu^{m}-2 \theta_{1}^{m}-\sigma_{m}^{2}+d_{1}^{M} \sigma_{M}^{2}\right):=G^{M}<0, \quad \forall t \geq t_{0} . \tag{2.42}
\end{equation*}
$$

Moreover, by Assumption (A1) and (2.42) we get

$$
\begin{equation*}
0>G(t) \geq \frac{1}{2} d_{1}^{M}\left(d_{2}^{M}\right)^{2}\left(-2 \mu^{M}-2 \theta_{1}^{M}-\sigma_{M}^{2}+d_{1}^{m} \sigma_{m}^{2}\right):=G^{m}, \quad \forall t \geq t_{0} \tag{2.43}
\end{equation*}
$$

The inequalities (2.42) and (2.33) along with Assumption (A5) imply that

$$
C_{3}(t):=d_{1}(t) C_{1}(t)+\frac{1}{2} d_{1}(t) d_{2}(t) \sigma^{2}(t)<d_{1}(t) C_{1}(t)+d_{2}(t) C_{2}(t) \leq 0, \quad \forall t \geq t_{0}
$$

Combining (2.43) and (2.36) gives

$$
\begin{equation*}
d_{1}^{M} d_{2}^{M} C_{3}^{m}+G^{m}<d_{1}(t) d_{2}(t) C_{3}(t)+G(t)=F(t)<0, \quad \forall t \geq t_{0} \tag{2.44}
\end{equation*}
$$

where $C_{3}^{m}=d_{1}^{M}\left(\mu^{m}-\theta_{2}^{M}-\frac{\sigma_{M}^{2}}{2}\right)+\frac{1}{2} d_{1}^{m} d_{2}^{m} \sigma_{m}^{2}$.
Consequently, $U(Y(t), t)=0$ always has a positive root $Y^{*}(t)=G(t) / F(t)$. Furthermore, due to (2.42) and (2.44)

$$
\begin{equation*}
Y^{*}(t) \geq \frac{G^{M}}{d_{1}^{M} d_{2}^{M} C_{3}^{m}+G_{m}}:=Y_{m}^{*}>0, \quad \forall t \geq t_{0} . \tag{2.45}
\end{equation*}
$$

Besides, using that $C_{3}(t) \leq d_{1}^{m}\left(\mu^{M}-\theta_{2}^{m}-\frac{\sigma_{m}^{2}}{2}\right)+\frac{1}{2} d_{1}^{M} d_{2}^{M} \sigma_{M}^{2}:=C_{3}^{M}<0$, and noticing that $Y^{*}(t)$ is a decreasing function with respect to $G$ result in

$$
\begin{equation*}
Y^{*}(t) \leq \frac{G^{m}}{d_{1}^{m} d_{2}^{m} C_{3}^{M}+G^{m}}:=Y_{M}^{*}<1, \quad \forall t \geq t_{0} \tag{2.46}
\end{equation*}
$$

Next, we show that $\limsup _{t \rightarrow \infty}\left(Y(t)-Y^{*}(t)\right) \geq 0$ a.s. by contradiction. Assume it is not true. Then there exists $\varepsilon \in(0,1)$ sufficiently small, such that

$$
\mathbb{P}\left[\Omega_{4}(t)\right]>\frac{1}{2} \varepsilon \quad \text { for } \quad \Omega_{4}(t)=\left\{\omega: \limsup _{t \rightarrow \infty}\left(Y(t, \omega)-Y^{*}(t)\right) \leq-\varepsilon\right\}
$$

Hence, for every $\omega \in \Omega_{4}(t)$, there exists $T_{1}(\omega, \varepsilon)$ such that

$$
\begin{equation*}
Y(t, \omega)-Y^{*}(t) \leq-\frac{1}{2} \varepsilon, \quad \forall t \geq T_{1}(\omega, \varepsilon) \tag{2.47}
\end{equation*}
$$

Due to (2.42) and (2.44), the function $U$ defined in (2.41) satisfies $U(Y=0, t)>0$ and $U(Y=$ $1, t)<0$ for all $t \geq t_{0}$. Moreover, under Assumption (A7)

$$
\begin{aligned}
\frac{\partial U}{\partial Y} & =\frac{-F(t) d_{1}(t) Y(t)+F(t) d_{2}(t) Y(t)+2 G(t) d_{1}(t)+F(t) d_{2}(t)-2 G(t) d_{2}(t)}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{3}} \\
& =\frac{F(t) Y(t)\left(2 d_{2}(t)-d_{1}(t)\right)+F(t) d_{2}(t)(1-Y(t))+2 G(t)\left(d_{1}(t)-d_{2}(t)\right)}{\left(d_{1}(t) Y(t)+d_{2}(t)(1-Y(t))\right)^{3}}<0
\end{aligned}
$$

which means that $U(Y, t)$ is a decreasing function with respect to $Y$ for any $Y \in(0,1)$ and $t \geq t_{0}$. This together with (2.47) give

$$
\begin{equation*}
U(Y(t, \omega), t) \geq U\left(Y^{*}(t)-\frac{1}{2} \varepsilon, t\right)>U\left(Y^{*}(t)\right)=0, \quad \forall t \geq T_{1}(\omega, \varepsilon) \tag{2.48}
\end{equation*}
$$

Plugging (2.48) into (2.40) gives

$$
\begin{aligned}
Z(Y(t, \omega)) \geq Z\left(y_{0}\right) & +\int_{t_{0}}^{T_{1}(\omega, \varepsilon)} U(Y(s), s) \mathrm{d} s+U\left(Y^{*}(t)-\frac{1}{2} \varepsilon, t\right)\left(t-T_{1}(\omega, \varepsilon)\right) \\
& +\int_{t_{0}}^{t} \frac{d_{1}(s) d_{2}(s) \sigma(s)}{d_{1}(s) Y(s)+d_{2}(s)(1-Y(s))} \mathrm{d} W(s, \omega), \quad \forall t \geq T_{1}(\omega, \varepsilon)
\end{aligned}
$$

Then the large number theorem of martingales implies there exists $\Omega_{5} \in \Omega$ with $\mathbb{P}\left[\Omega_{5}\right]=1$ such that

$$
\liminf _{t \rightarrow \infty} \frac{1}{t} Z(Y(t, \omega)) \geq U\left(Y^{*}(t)-\frac{1}{2} \varepsilon, t\right)>0, \quad \omega \in \Omega_{4}(t) \cap \Omega_{5}, t \geq T_{1}(\omega, \varepsilon)
$$

Consequently, $\lim _{t \rightarrow \infty} Z(Y(t, \omega))=\infty$, i.e., $\lim _{t \rightarrow \infty} Y(t, \omega)=1$, which contradicts (2.46) and (2.47). Therefore $\limsup _{t \rightarrow \infty}\left(Y(t)-Y^{*}(t)\right) \geq 0$ a.s.

In order to prove $\liminf _{t \rightarrow \infty}\left(Y(t)-Y^{*}(t)\right) \leq 0$ a.s. We again assume for contradiction that it does not hold. Then there exists $\varepsilon \in(0,1)$ sufficiently small, such that

$$
\mathbb{P}\left[\Omega_{6}(t)\right]>\frac{1}{2} \varepsilon \quad \text { for } \quad \Omega_{6}(t)=\left\{\omega: \liminf _{t \rightarrow \infty}\left(Y(t, \omega)-Y^{*}(t)\right) \geq \varepsilon\right\} .
$$

Hence, for every $\omega \in \Omega_{6}(t)$, there exists $T_{2}(\omega, \varepsilon)$ such that

$$
\begin{equation*}
Y(t, \omega)-Y^{*}(t) \geq \frac{1}{2} \varepsilon, \quad \forall t \geq T_{2}(\omega, \varepsilon) \tag{2.49}
\end{equation*}
$$

Going through similar process as above, we obtain that $\lim _{t \rightarrow \infty} Z(Y(t, \omega))=-\infty$, i.e., $\lim _{t \rightarrow \infty} Y(t, \omega)=0$, which contradiccts (2.45) and (2.49). Therefore

$$
\liminf _{t \rightarrow \infty}\left(Y(t)-Y^{*}(t)\right) \leq 0 \quad \text { a.s. }
$$

The proof is complete.

Theorem 4 shows that that $Y(t)$ will oscillate infinitely often around the time-dependent trajectory $Y^{*}(t)$ that is away from 0 and 1 , which implies the coexistence of 2 species. When $Y^{*}(t)$ is a constant, this means $Y(t)$ is stochastic bounded [28]. Here, because $0<Y_{m}^{*} \leq$ $Y^{*}(t) \leq Y_{M}^{*}<1$, Theorem 4 generalizes this concept of coexistence to the case with $Y^{*}(t)$ time-dependent. Hence, the two species also coexist in the sense of generalized stochastic boundedness.

Clearly, the Assumption (A7) in Theorem 4 is stronger that the Assumption (A6) in Theorem 3. Therefore, under the assumptions of Theorem 4, we can also obtain the limiting process
that attracts all solutions with differential values. Thus, the additional condition of $d_{1}(t) \geq d_{2}(t)$ in Assumption (A7) essentially puts a balance between the death rates of two species, which promotes their coexistence [52]. It is worth noting that for the special non-stationary case where the $\operatorname{SDE}$ (2.14) has periodic parameters, i.e., $\sigma(t), d_{i}(t), \mu(t)$, and $\theta_{i}(t)$ are periodic functions with the same period, conditions weaker than those in Theorem 4 for the coexistence may be obtained by utilizing the method of Lyapunov exponents [53].

### 2.4 Fokker-Planck equation for the lottery model

In the previous section, we establish the unique global solution to $\operatorname{SDE~(2.1)~and~analyze~}$ the long-term dynamics of the solution. Indeed, the fraction of sites occupied by each species, i.e., path-wise dynamics of the states are studied. This section is devoted to the probabilistic behavior of states. In particular, we first derive the Fokker-Planck equation on the transition probability density of the diffusion process, and then prove the existence and uniqueness of the solution.

Note that $Y(t)$ is the diffusion process determined by the drift and diffusion coefficients $f$ and $g$ defined in (2.11) and (2.12). For any $(s, x) \in \mathbb{R}^{+} \times(0,1)$ and $(t, y) \in(s, \infty) \times(0,1)$, let $P(t, y \mid s, x)=\mathbb{P}[Y(t) \leq y \mid Y(s)=x]$ be the transition probability and denote $p(t, y \mid s, x)$ as the corresponding transition probability density. The following lemma shows $p(t, y \mid s, x)$ satisfies Fokker-Planck equation.

Lemma 1. For any $(s, x) \in(0, \infty) \times(0,1)$ and $(t, y) \in(s, \infty) \times(0,1)$, if the continuous partial derivatives $\frac{\partial}{\partial t} p(t, y \mid s, x), \frac{\partial}{\partial y}(f(t, y) p(t, y \mid s, x)), \frac{\partial^{2}}{\partial^{2} y}\left(g^{2}(t, y) p(t, y \mid s, x)\right)$ exist, the transition probability density $p(t, y \mid s, x)$ satisfies the Fokker-Planck equation

$$
\frac{\partial}{\partial t} p(t, y \mid s, x)=-\frac{\partial}{\partial y}(f(t, y) p(t, y \mid s, x))+\frac{1}{2} \frac{\partial^{2}}{\partial^{2} y}\left(g^{2}(t, y) p(t, y \mid s, x)\right),
$$

with the boundary condition $p(s, y \mid s, x)=\delta(y-x)$, where $\delta$ is the Dirac function.

Proof. Since $p(t, y \mid s, x)$ is the transition probability density function, $p(s, y \mid s, x)=\delta(y-x)$ holds automatically. Next, for any $\phi \in C_{c}^{2}(0,1)$ we estimate

$$
\begin{aligned}
\mathscr{I} & :=\int_{0}^{1} \frac{\partial}{\partial t} \phi(y) p(t, y \mid s, x) \mathrm{d} y=\frac{\partial}{\partial t} \int_{0}^{1} \phi(y) p(t, y \mid s, x) \mathrm{d} y \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(\int_{0}^{1} \phi(y) p(t+h, y \mid s, x) \mathrm{d} y-\int_{0}^{1} \phi(z) p(t, z \mid s, x) \mathrm{d} z\right) .
\end{aligned}
$$

To that end, first use the Kolmogorov-Chapman equation and Fubini's Theorem to obtain

$$
\begin{align*}
\mathscr{I} & =\lim _{h \rightarrow 0} \frac{1}{h}\left(\int_{0}^{1} \phi(y)\left(\int_{0}^{1} p(t+h, y \mid t, z) p(t, z \mid s, x) d z\right) \mathrm{d} y-\int_{0}^{1} \phi(z) p(t, z \mid s, x) \mathrm{d} z\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(\int_{0}^{1}\left(\int_{0}^{1} \phi(y) p(t+h, y \mid t, z) \mathrm{d} y\right) p(t, z \mid s, x) \mathrm{d} z-\int_{0}^{1} \phi(z) p(t, z \mid s, x) \mathrm{d} z\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{h} \int_{0}^{1}\left(\int_{0}^{1} \phi(y) p(t+h, y \mid t, z) \mathrm{d} y-\phi(z)\right) p(t, z \mid s, x) \mathrm{d} z \\
& =\int_{0}^{1}\left(\lim _{h \rightarrow 0} \frac{1}{h} \int_{0}^{1}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y\right) p(t, z \mid s, x) \mathrm{d} z . \tag{2.50}
\end{align*}
$$

To further estimate $\mathscr{I}$, we split the inner integral in (2.50) into two parts. More precisely, let $\varepsilon$ be an arbitrary positive number and write

$$
\begin{align*}
\int_{0}^{1}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y= & \int_{|z-y|>\varepsilon}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y \\
& +\int_{|z-y| \leq \varepsilon}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y \tag{2.51}
\end{align*}
$$

Then by using the property of the probability density of a diffusion process [54], there exists $K=K(\phi)$ such that

$$
\begin{equation*}
\int_{|z-y|>\varepsilon}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y \leq K \int_{|z-y|>\varepsilon} p(t+h, y \mid t, z) \mathrm{d} y \leq \mathbf{o}(h) \tag{2.52}
\end{equation*}
$$

On the other side, by Taylor's expansion of $\phi$ at $z$ and (2.3) - (2.4) again,

$$
\begin{align*}
& \frac{1}{h} \int_{|z-y| \leq \varepsilon}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y \\
= & \frac{1}{h} \int_{|z-y| \leq \varepsilon}\left(\phi^{\prime}(z)(y-z)+\frac{1}{2} \phi^{\prime \prime}(z)(y-z)^{2}\right) p(t+h, y \mid t, z) \mathrm{d} y+\mathbf{o}\left(\varepsilon^{2}\right) \\
= & \phi^{\prime}(z) f(t, z)+\frac{1}{2} \phi^{\prime \prime}(z) g^{2}(t, z)+\mathbf{o}\left(\varepsilon^{2}\right) . \tag{2.53}
\end{align*}
$$

Applying estimates (2.52) and (2.53) to (2.51) and letting $\varepsilon \rightarrow 0$ gives

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{h} \int_{0}^{1}(\phi(y)-\phi(z)) p(t+h, y \mid t, z) \mathrm{d} y=\phi^{\prime}(z) f(t, z)+\frac{1}{2} \phi^{\prime \prime}(z) g^{2}(t, z) . \tag{2.54}
\end{equation*}
$$

Now inserting (2.54) into (2.50) and integrating by parts results in

$$
\begin{aligned}
\int_{0}^{1} \frac{\partial}{\partial t} \phi(y) p(t, y \mid s, x) \mathrm{d} y & =\int_{0}^{1}\left(f(t, z) \phi^{\prime}(z)+\frac{1}{2} g^{2}(t, z) \phi^{\prime \prime}(z)\right) p(t, z \mid s, x) \mathrm{d} z \\
& =\int_{0}^{1}\left(-\frac{\partial}{\partial z}(a(t, z) p(t, z \mid s, x))+\frac{\partial^{2}}{\partial^{2} z}\left(\frac{1}{2} b^{2}(t, z) p(t, z \mid s, x)\right)\right) f(z) d z \\
& =\int_{0}^{1}\left(-\frac{\partial}{\partial y}(f(t, y) p(t, y \mid s, x))+\frac{\partial^{2}}{\partial^{2} y}\left(\frac{1}{2} g^{2}(t, y) p(t, y \mid s, x)\right)\right) \phi(y) \mathrm{d} y .
\end{aligned}
$$

Since $\phi$ is an arbitrary function in $C_{c}^{2}(0,1)$ and $p(t, y \mid s, x)$ is continuous, the above equation implies that

$$
\begin{equation*}
\frac{\partial}{\partial t} p(t, y \mid s, x)=-\frac{\partial}{\partial y}(f(t, y) p(t, y \mid s, x))+\frac{1}{2} \frac{\partial^{2}}{\partial^{2} y}\left(g^{2}(t, y) p(t, y \mid s, x)\right) \tag{2.55}
\end{equation*}
$$

for all $(s, x) \in(0, \infty) \times(0,1)$ and $(t, y) \in(s, \infty) \times(0,1)$. The proof is complete.
Recall that $Y(t)$ is the diffusion approximation of the discrete lottery model. Hence, 0 and 1 are invariant for $Y$, i.e., if $Y(\tau)=0$ or $Y(\tau)=1$ for some $\tau>t_{0}$, then $Y(t)$ cannot get back to $(0,1)$ for $t>\tau$, which implies that we have an absorbing barrier problem [55]. From (2.55) we can formulate the Fokker-Planck equation corresponding to the SDE (2.14) as

$$
\begin{equation*}
\frac{\partial}{\partial t} p\left(t, y \mid t_{0}, y_{0}\right)=-\frac{\partial}{\partial y}\left(f(t, y) p\left(t, y \mid t_{0}, y_{0}\right)\right)+\frac{1}{2} \frac{\partial^{2}}{\partial^{2} y}\left(g^{2}(t, y) p\left(t, y \mid t_{0}, y_{0}\right)\right) \text { in }(0, \infty) \times(0,1) \tag{2.56}
\end{equation*}
$$

with boundary and initial conditions

$$
\begin{equation*}
p\left(t, 0 \mid t_{0}, y_{0}\right)=p\left(t, 1 \mid t_{0}, y_{0}\right)=0 \text { for } t>t_{0}, \quad p\left(t_{0}, y \mid t_{0}, y_{0}\right)=\delta\left(y-y_{0}\right) \text { for } y \in(0,1) \tag{2.57}
\end{equation*}
$$

Next, we prove the existence and uniqueness of solutions for the above partial differential equation system (2.56)-(2.57). The diffusion coefficient satisfies $g(t, 0)=g(t, 1)$ which yields that (2.56) is a degenerate parabolic equation. We cannot apply the classical existence theorems directly. However, the transformation

$$
Z(t)=\ln \frac{Y(t)}{1-Y(t)}, \quad t \geq t_{0}
$$

will help us overcome the technical difficulties resulted from the degeneracy of (2.56).
Denote by $Q(t, z \mid s, x)=\mathbb{P}[Z(t) \leq z \mid Z(s)=x]$ the transition probability of the process $Z(t)$, and by $q(t, z \mid s, x)$ the corresponding transition probability density of $Z(t)$. Since $Z$ is strictly increasing with respect to $Y$, and given any $y_{0} \in(0,1)$,

$$
\begin{aligned}
P\left(t, y \mid t_{0}, y_{0}\right) & =\mathbb{P}\left[Y(t) \leq y \mid Y\left(t_{0}\right)=y_{0}\right] \\
& =\mathbb{P}\left[\left.Z(t) \leq \ln \frac{y}{1-y} \right\rvert\, Z\left(t_{0}\right)=z_{0}\right]=Q\left(t, \left.\ln \frac{y}{1-y} \right\rvert\, t_{0}, \ln \frac{y_{0}}{1-y_{0}}\right) .
\end{aligned}
$$

Differentiating both sides of the above equations results in the following relation between the transition probability densities of $Z(t)$ and $Y(t)$

$$
\begin{equation*}
p\left(t, y \mid t_{0}, y_{0}\right)=q\left(t, \left.\ln \frac{y}{1-y} \right\rvert\, t_{0}, \ln \frac{y_{0}}{1-y_{0}}\right) \frac{1}{y(1-y)} . \tag{2.58}
\end{equation*}
$$

Since, $q\left(t, z \mid t_{0}, z_{0}\right)$ is a transition probability density,

$$
\begin{aligned}
\int_{0}^{1} p\left(t, y \mid t_{0}, u_{0}\right) \mathrm{d} y & =\int_{0}^{1} q\left(t, \left.\ln \frac{y}{1-y} \right\rvert\, t_{0}, \ln \frac{y_{0}}{1-y_{0}}\right) \frac{1}{y(1-y)} \mathrm{d} y \\
& =\int_{0}^{1} q\left(t, \left.\ln \frac{y}{1-y} \right\rvert\, t_{0}, \ln \frac{y_{0}}{1-y_{0}}\right) \mathrm{d}\left(\ln \frac{y}{1-y}\right) \\
& =\int_{0}^{1} q\left(t, z \mid t_{0}, \ln \frac{y_{0}}{1-y_{0}}\right) \mathrm{d} z=1
\end{aligned}
$$

Thus, it suffices to prove the existence of solutions for the equation satisfied by $q\left(t, z \mid t_{0}, z_{0}\right)$. Note that $Z(t)$ satisfies the $\operatorname{SDE}$ (2.26) which is equivalent to

$$
\mathrm{d} Z(t)=\tilde{f}(t, Z) \mathrm{d} t+\tilde{g}(t, Z) \mathrm{d} W(t)
$$

with

$$
\begin{aligned}
\tilde{f}(t, z) & =\frac{d_{1}(t) d_{2}(t)\left(1+e^{z}\right)}{\left(d_{1}(t) e^{z}+d_{2}(t)\right)^{2}}\left(e^{z} d_{1}(t) C_{1}(t)+d_{2}(t) C_{2}(t)+\frac{1}{2} d_{1}(t) d_{2}(t) \sigma^{2}(t)\left(e^{z}-1\right)\right) \\
\tilde{g}(t, z) & =\frac{d_{1}(t) d_{2}(t)\left(1+e^{z}\right) \sigma(t)}{d_{1}(t) e^{z}+d_{2}(t)}
\end{aligned}
$$

It follows from (2.55) that $q\left(t, z \mid t_{0}, z_{0}\right)$ satisfies the Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial}{\partial t} q\left(t, z \mid t_{0}, z_{0}\right)=-\frac{\partial}{\partial z}\left(\tilde{f}(t, z) q\left(t, z \mid t_{0}, z_{0}\right)\right)+\frac{1}{2} \frac{\partial^{2}}{\partial^{2} z}\left(\tilde{g}^{2}(t, z) q\left(t, z \mid t_{0}, z_{0}\right)\right) \text { in }(0, \infty) \times \mathbb{R} \tag{2.59}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
q\left(t_{0}, z \mid t_{0}, z_{0}\right)=\boldsymbol{\delta}\left(z-z_{0}\right) \quad \text { for } z \in \mathscr{R} \tag{2.60}
\end{equation*}
$$

Notice that there is no boundary condition in the new PDE (2.59) that possesses the whole real line as its boundary condition. In addition, assumption [(A1)] includes that $\sigma(t) \geq \sigma_{m}^{2}>0$ for all $t \geq t_{0}$. Then the problem (2.59)-(2.60) is uniformly parabolic on $[0, \infty) \times \mathbb{R}$. The existence of classical solutions for (2.59)-(2.60) is ensured by the results in [56] (Theorem 11, Chapter 1) and [57] (Theorem 3), and the uniqueness of a classical solution is ensured by [58] (Theorem 9.4.3, Chapter 9). Moreover, the proof in [58] (Theorem 6.6.2, Chapter 6) shows that the unique classical solution of (2.59)-(2.60) is a probability density. We conclude the above result in the following theorem.

Theorem 5. Let Assumption (A1) hold. Then, the problem (2.56)-(2.57) has a unique classical solution $p\left(t, y \mid t_{0}, y_{0}\right)$. Moreover, $p\left(t, y \mid t_{0}, y_{0}\right)$ is a probability density.

In fact, the solution to (2.59)-(2.60) may exist uniquely in more general sense (see, e.g., [58], Theorem 6.6.2, Chapter 6 and [58], Theorem 9.4.3, Chapter 9). Hence, Theorem 5 can then be generalized to the following version. But the solution may not be a probability density.

Theorem 6. Let $\mu(t), \sigma(t), \theta_{i}(t), d_{i}(t)(i=1,2)$ be bounded Lebesgue measurable functions on $\left[t_{0}, \infty\right)$, and assume that $\inf _{t \geq t_{0}}\{\sigma(t)\}>0$. Then the problem (2.56)-(2.57) has a unique solution $p\left(t, y \mid t_{0}, y_{0}\right)$. However, $p\left(t, y \mid t_{0}, y_{0}\right)$ is a sub-probability density with $\int_{0}^{1} p\left(t, y \mid t_{0}, y_{0}\right) \mathrm{d} y \leq 1$.

Remark 6. In Theorem 6, the solution of the problem (2.56)-(2.57) exists in the sense that for every function $\varphi \in C_{c}^{\infty}(0,1)$ there exists a set of full measure subset $J_{\varphi}$ (see [58]) of $(0, \infty)$ such that for all $t \in J_{\varphi}$ we have

$$
\int_{0}^{1} \varphi \cdot p\left(t, y \mid t_{0}, y_{0}\right) \mathrm{d} y-\int_{0}^{1} \varphi \cdot \delta\left(y-y_{0}\right) \mathrm{d} y=\lim _{\tau \rightarrow 0+} \int_{\tau}^{t} \int_{0}^{1} L_{f, g}(\varphi) \cdot p\left(r, y \mid t_{0}, y_{0}\right) \mathrm{d} y \mathrm{~d} r
$$

where $L_{f, g}(\varphi)=\frac{1}{2} g^{2}(t, y) \frac{\partial^{2} \varphi}{\partial y^{2}}+f(t, y) \frac{\partial \varphi}{\partial y}$.
Notice that in Theorem 6, weaker assumptions on the environment parameters result in a sub-probability density. To be specific, the environment parameters in Theorem 6 do not need to be continuous, which implies one of the species may extinct in an extreme scenario with fierce environmental fluctuations.

### 2.5 Numerical simulations

In this section, numerical simulations are presented to illustrate the theoretical results obtained in Section 2.3. Throughout this section, the initial time is assumed to be $t_{0}=0$. Moreover, we choose the following set of time-dependent moment functions that satisfy assumptions (A1), (B2), (B5), (B6), and (A7), for the non-stationary environmental processes.

$$
\begin{cases}\mu(t)=\frac{1+2 t}{1+t}+\frac{0.5 \cos e^{t}}{2+\cos \left(\sqrt{2} e^{t}\right)}, & \sigma(t)=\frac{15+20 t}{1+t}+\frac{\cos e^{t}}{2+\cos \left(\sqrt{2} e^{t}\right)},  \tag{2.61}\\ d_{1}(t)=\frac{1+3 t}{5+10 t}+\frac{0.1 \cos e^{t}}{2+\cos \left(\sqrt{2} e^{t}\right)}, & d_{2}(t)=\frac{1+t}{7+5 t}+\frac{0.05 \cos e^{t}}{2+\cos \left(\sqrt{2} e^{t}\right)}, \\ \theta_{1}(t)=\frac{0.5 \cos e^{t}}{2+\cos \left(\sqrt{2} e^{t}\right)}, & \theta_{2}(t)=-\frac{0.25 \cos e^{t}}{2+\cos \left(\sqrt{2} e^{t}\right)} .\end{cases}
$$

First, in Figure 2.1 below, for a fixed sample point $\omega \in \Omega$, simulated solutions of the SDE (2.14) with 10 different initial values $\left\{y_{j}\right\}_{j=1, \cdots, 10}$ are presented. We can easily observe that 10 solutions converge to a non-stationary process, as time goes on, even though they have different starting points. This phenomenon can be addressed by AEDT in [44], that describes asymptotic dynamics of $Y(t)$ only determined by the environment rather than the initial states in the context of lottery models.


Figure 2.1: Solutions to (2.14) using 10 different initial values with the same sample $\omega \in \Omega$.

Furthermore, it is more convincing to describe the observation from Figure 2.1 with statistics. More precisely, in Figure 2.2 below, with the sample point $\omega \in \Omega$ fixed, the empirical average and variance of 100 solutions with 100 different initial values are plotted. Given initial values $y_{j} \in(0,1)$ for $j=1, \cdots, 100$, the average of solution $\bar{Y}(t)=\frac{1}{100} \sum_{j=1}^{100} Y\left(t ; t_{0}, y_{j}, \omega\right)$ is plotted on the left, and the variance $V(Y(t))=\frac{1}{100} \sum_{j=1}^{100}\left(Y\left(t ; t_{0}, y_{j}, \omega\right)-\bar{Y}(t)\right)^{2}$ is plotted on the right. As the variance approaches 0 , all solutions converge pathwise.

Notice that the convergence in Figure 2.1 is in fact almost sure convergence with respect to the initial values, which is different as the convergence described in Theorem 3. In order to show the convergence in mean, we should let $\omega \in \Omega$ be free. So, we choose two arbitrary initial conditions $y_{1}, y_{2} \in(0,1)$ and compute the mean of their difference $\mid Y\left(t ; t_{0}, y_{1}, \omega_{i}\right)-$ $Y\left(t ; t_{0}, y_{2}, \omega_{i}\right) \mid$ with 1000 difference samples $\omega_{i} \in \Omega, i=1, \cdots, 1000$. In Figure 2.3 below, the 1000 difference $\left|Y\left(t ; t_{0}, y_{1}, \omega_{i}\right)-Y\left(t ; t_{0}, y_{2}, \omega_{i}\right)\right|$ are presented on the left, and the average of the difference $\frac{1}{1000} \sum_{i=1}^{1000}\left|Y\left(t ; t_{0}, y_{1}, \omega_{i}\right)-Y\left(t ; t_{0}, y_{2}, \omega_{i}\right)\right|$ as an simulation of the mean difference


Figure 2.2: Average and variance of solutions to (2.14) using 100 different initial values with the same sample $\omega \in \Omega$.
$\mathbb{E}\left[\left|Y\left(t ; t_{0}, y_{1}\right)-Y\left(t ; t_{0}, y_{2}\right)\right|\right]$ is plotted on the right. Thus, the right part of the above figure


Figure 2.3: Convergence in mean of solutions of (2.14).
confirms the convergence in mean for two solutions to (2.14) with two initial values.
In addition, to investigate the influence of environmental fluctuations on coexistence of species, we compare the continuous deterministic lottery model with (2.14). To that end, we just need to let the variances of the environmental parameters be zero. Therefore, $v_{i}^{h}(t)$ and $\xi^{h}(t)$ are deterministic functions and
$\xi^{h}=\mathbb{E}\left[\xi^{h}(t)\right]=h \mu(t), \quad$ and $\quad v_{i}^{h}(t)=e^{\mathbb{E}\left[\ln v_{i}^{h}(t)\right]}=d_{i}^{h}(t), \quad \gamma_{i}(t)=\mathbb{E}\left[\gamma_{i}(t)\right]=0, \quad i=1,2$.

Inserting the above equations into the difference equation (2.7) we obtain its deterministic counterpart

$$
X(t+h)-X(t)=\frac{d_{1}^{h}(t) d_{2}^{h}(t) X(t)\left(1-X(t)\left(e^{h \mu(t)}-1\right)\right.}{d_{1}^{h}(t) X(t) e^{h \mu(t)}+d_{2}^{h}(t)(1-X(t))} .
$$

Then, we divide both sides of the above equation by $h$ and let $h \rightarrow 0$. Applying

$$
\lim _{h \rightarrow 0} d_{i}^{h}(t)=d_{i}(t), \text { for } i=1,2 \text { and } \lim _{h \rightarrow 0} \frac{e^{h \mu(t)}-1}{h}=\mu(t)
$$

results in the continuous deterministic lottery model

$$
\begin{equation*}
\frac{\mathrm{d} X(t)}{\mathrm{d} t}=\frac{d_{1}(t) d_{2}(t) X(t)(1-X(t) \mu(t)}{d_{1}(t) X(t)+d_{2}(t)(1-X(t))} \tag{2.62}
\end{equation*}
$$

With the same set of functions $\mu(t), d_{1}(t)$ and $d_{2}(t)$ as in (2.61), we simulate solutions of the ODE (2.62) using three different initial values. Then, we compare them with solutions to solutions of the $\operatorname{SDE}(2.14)$ with the same initial values. Figure 2.4 shows that even if $X(t)$ starts from different the initial values, eventually, it approaches 1 in the deterministic case. Recall that $X(t)$ represents that fraction of the sites that occupied by the first species. Thus, the second species eventually becomes extinct. This phenomena is also consistent with Chesson's coexistence theory that environmental fluctuations promote coexistence of species [28].


Figure 2.4: Solutions to the ODE (2.62) with initial values $0.25,0.5,0.75$ (plotted by dashed lines) compared with solutions to the SDE (2.14) with the same initial values (plotted by solid lines).


Figure 2.5: Numerical solutions of PDE system (2.56)-(2.57) with initial condition $p_{0}(y)$.

Finally, we simulate the Fokker-Planck equation (2.56) with coefficients determined by functions in (2.61). We choose 0.3 is the initial value of (2.14). In order to approximate the initial condition $p_{0}(y)=\boldsymbol{\delta}(y-0.3)$, we apply the piecewise continuous function that peaks at $y=0.3$ and satisfies $\int_{0}^{1} p_{0}(y) \mathrm{d} y=1$ :

$$
p_{0}(y)= \begin{cases}0, & 0 \leq y \leq 0.2 \\ 22.523 e^{\frac{1}{100(y-0.3)^{2}-1}}, & 0.2<y<0.4 \\ 0, & 0.4 \leq x \leq 1\end{cases}
$$

The numerical solution of PDE system (2.56)-(2.57) with the initial condition $p_{0}(y)=$ $\boldsymbol{\delta}(y-0.3)$ is shown in Figure 2.5a. A two dimensional view from the time axis of the 3 dimensional graph in Figure 2.5a on the p-t plane is shown in Figure 2.5b to better illustrate the non-stationarity property of the asymptotic probability density function. Therefore, the existence of the stationary distribution is not possible with coefficients in (2.61).

## Chapter 3

## $N$-D Lottery Model

The $N$-D $(N>2)$ lottery model is formulated in the same way as 2-D case in the previous chapter. For $t \geq 0$, let $X_{i}(t)$ be the fraction of the sites occupied by adults of the $i$ th species at time $t$. For any $h>0$, let $v_{i}^{h}(t)$ be the proportion of adults of the $i$ th species dying during the time period $(t, t+h]$. Denote by $\beta_{i}^{h}(t) \in[0,1]$ the per capita net reproduction by adults of the $i$ th species during time $(t, t+h]$. Following the logic that the next generation is given by the sum of surviving adults and new recruitments [28, 26], the original discrete-time lottery model for $N$ competing species is established as

$$
\begin{equation*}
X_{i}(t+h)=\left(1-v_{i}^{h}(t)\right) X_{i}(t)+\frac{\beta_{i}^{h}(t) X_{i}(t)}{\sum_{i=1}^{N} \beta_{i}^{h}(t) X_{i}(t)} \sum_{i=1}^{N} v_{i}^{h}(t) X_{i}(t), i=1, \cdots, N, h>0 . \tag{3.1}
\end{equation*}
$$

Assume the initial time of the system (3.1) to be $t_{0}$, and also let the initial fractions of species satisfy

$$
\begin{equation*}
X_{i}\left(t_{0}\right):=x_{i, 0}>0 \text { for } i=1, \cdots, N \text { and } \sum_{i=1}^{N} x_{i, 0}=1 . \tag{3.2}
\end{equation*}
$$

Clearly, under the above assumption (3.2), if any solution of the system (3.1) exists, it will satisfy

$$
\begin{equation*}
\sum_{i=1}^{N} X_{i}(t)=1, \quad \text { for all } t \geq t_{0} \tag{3.3}
\end{equation*}
$$

### 3.1 Diffusion Approximation

Similarly to Chapter 2, for each $i=1, \cdots, N$ and any different discrete time instant $t$ and $s, v_{i}^{h}(t)$ and $v_{i}^{h}(s)$ are assumed to be independent. Similarly, $\beta_{i}^{h}(t)$ and $\beta_{i}^{h}(t)$ are also
independent. Due to Remark 2, we can repeat the same process in Section 2.1 to obtain the existence of the diffusion approximation of the $N$-D lottery model. Note that the diffusion approximation of a stochastic process $\mathbf{X}(t)=\left(X_{1}(t), \ldots, X_{N}(t)\right)$ is characterized by its drift and diffusion coefficients, defined respectively as

$$
\begin{align*}
f_{i}(t, \mathbf{x}) & =\lim _{h \rightarrow 0} \frac{1}{h} \mathbb{E}\left[X_{i}(t+h)-X_{i}(t) \mid \mathbf{X}(t)=\mathbf{x}\right]  \tag{3.4}\\
\mathfrak{a}_{i j}(t, \mathbf{x}) & =\lim _{h \rightarrow 0} \frac{1}{h} \mathbb{E}\left[\left(X_{i}(t+h)-X_{i}(t)\right)\left(X_{j}(t+h)-X_{j}(t)\right) \mid \mathbf{X}(t)=\mathbf{x}\right] \tag{3.5}
\end{align*}
$$

for $i, j=1, \cdots, N$.
Next, we calculate the (3.4) and (3.5) whereby (3.2). To that end, taking into account (3.3), it is more convenient to rewrite the system (2.1) in an equivalent differential-algebraic form

$$
\begin{align*}
X_{i}(t+h)-X_{i}(t)= & X_{i}(t) v_{i}^{h}(t) \frac{\sum_{n=1}^{N-1} A_{\text {in }}(t) X_{n}+B_{\text {in }}(t)\left(1-\sum_{n=1}^{N-1} X_{n}\right)}{\sum_{n=1}^{N-1}\left(\frac{\beta_{n}^{h}(t) v_{N}^{h}(t)}{\beta_{N}^{h}(t) v_{n}^{h}(t)} \cdot \frac{v_{h}^{h}(t)}{v_{N}^{h}(t)}\right) X_{n}+1-\sum_{n=1}^{N-1} X_{n}} \\
& \quad \text { for } \quad i=1, \cdots, N-1,  \tag{3.6}\\
X_{N}(t)= & 1-\sum_{n=1}^{N-1} X_{n}(t)
\end{align*}
$$

where

$$
A_{\text {in }}(t)=\frac{v_{n}^{h}(t)}{v_{N}^{h}(t)}\left(\frac{\beta_{i}^{h}(t) v_{N}^{h}(t)}{v_{i}^{h}(t) \beta_{N}^{h}(t)}-\frac{\beta_{n}^{h}(t) v_{N}^{h}(t)}{v_{n}^{h}(t) \beta_{N}^{h}(t)}\right), \quad B_{\text {in }}(t)=\frac{\beta_{i}^{h}(t) v_{N}^{h}(t)}{v_{i}^{h}(t) \beta_{N}^{h}(t)}-1 .
$$

Notice that in reality, the environmental fluctuations could probability be non-stationary $[52,44,59]$. Thus, it is natural to assume the stochastic processes $\beta_{i}^{h}(t)$ and $v_{i}^{h}(t)$ to be nonstationary as Chapter 2. However, the simplified stationary assumption of $\beta_{i}^{h}(t)$ and $v_{i}^{h}(t)$ still provide a great deal of useful information, because we can investigate more details of dynamics for a higher dimensional system. Throughout this section, it is assumed that the environment has stationary temporal fluctuations, for which the stochastic processes $\beta_{i}^{h}(t)$ and $v_{i}^{h}(t)$ are stationary.

Here, we follow the ideas of Refs. [52, 34] but apply the different set-up. The stochastic processes $\rho_{i}^{h}(t)$ and $\gamma_{i}^{h}(t)$ are defined as

$$
\rho_{i}^{h}(t)=\ln \frac{\beta_{i}^{h}(t) v_{N}^{h}(t)}{v_{i}^{h}(t) \beta_{N}^{h}(t)}, \quad v_{i}^{h}(t)=d_{i} e^{\gamma_{i}^{h}(t)}, \quad i=1, \cdots, N-1
$$

where $d_{i}$ is the geometric mean of $v_{i}^{h}(t)$. The equations in (3.6) then becomes

$$
\begin{equation*}
X_{i}(t+h)-X_{i}(t)=\frac{R_{i}^{h}(t)}{S^{h}(t)}, \quad \text { for } \quad i=1, \cdots, N-1 \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
R_{i}^{h}(t) & =X_{i} d_{i} e^{\gamma_{i}}\left(\sum_{n=1}^{N-1} d_{n} e^{\gamma_{n}-\gamma_{N}}\left(e^{\rho_{i}}-e^{\rho_{n}}\right) X_{n}+d_{N} X_{N}\left(e^{\rho_{i}}-1\right)\right),  \tag{3.8}\\
S^{h}(t) & =\sum_{n=1}^{N-1} d_{n} e^{\rho_{n}} e^{\gamma_{n}-\gamma_{N}} X_{n}+d_{N} X_{N}, \tag{3.9}
\end{align*}
$$

and $X_{N}=1-\sum_{n=1}^{N-1} X_{n}$.
Since $\gamma_{i}^{h}(t)=\ln v_{i}^{h}(t)-\ln d_{i}$ and $d_{i}$ is the geometric mean of $v_{i}^{h}(t)$, we have $\mathbb{E}\left[\gamma_{i}^{h}(t)\right]=0$. Throughout this section it is assumed that
(A8) the stochastic processes $\rho_{i}^{h}(t)$ and $v_{i}^{h}(t)$ are stationary with

$$
\begin{array}{rll}
\mathbb{E}\left[\rho_{i}^{h}(t)\right]=h \mu_{i}, & \operatorname{Var}\left[\rho_{i}^{h}(t)\right]=h \sigma_{i}^{2}, & \operatorname{Cov}\left[\rho_{i}^{h}(t), \rho_{j}^{h}(t)\right]=h \sigma_{i j}, \\
\operatorname{Var}\left[\gamma_{i}^{h}(t)\right]=h \alpha_{i}^{2}, & \operatorname{Cov}\left[\gamma_{i}^{h}(t), \gamma_{j}^{h}(t)\right]=0, & \operatorname{Cov}\left[\gamma_{i}^{h}(t), \rho_{j}^{h}(t)\right]=h \theta_{i j} .
\end{array}
$$

 $\frac{R_{i}^{h}(t) R_{j}^{h}(t)}{\left(S^{h}(t)\right)^{2}}$, respectively,

$$
\begin{equation*}
\mathbb{E}\left[\frac{R(t)}{S(t)}\right] \approx \frac{\mathbb{E}[R(t)]}{\mathbb{E}[S(t)]}-\frac{\operatorname{Cov}[R(t), S(t)]}{\mathbb{E}\left[S^{2}(t)\right]}+\frac{\operatorname{Var}[S(t)] \mathbb{E}[R(t)]}{\mathbb{E}\left[S^{3}(t)\right]} \tag{3.10}
\end{equation*}
$$

we obtain that (see Appendix A for detailed calculations)

$$
\begin{gather*}
f_{i}(\mathbf{x}) \approx x_{i} d_{i}\left(\mu_{i}+\frac{1}{2} \sigma_{i}^{2}-\frac{\sum_{n=1}^{N-1} d_{n} x_{n}\left(\mu_{n}+\frac{1}{2} \sigma_{n}^{2}\right)}{\sum_{n=1}^{N} d_{n} x_{n}}\right. \\
\left.+\frac{\sum_{n, m=1}^{N-1} d_{n} d_{m} x_{n} x_{m} C_{i n m}+\sum_{n=1}^{N-1} d_{n} x_{n} D_{i n}+d_{N}^{2} x_{N}^{2} \theta_{i i}}{\left(\sum_{n=1}^{N} d_{n} x_{n}\right)^{2}}\right)  \tag{3.11}\\
\mathfrak{a}_{i j}(\mathbf{x}) \approx d_{i} d_{j} x_{i} x_{j}\left(\sigma_{i j}-\frac{\sum_{n=1}^{N-1} d_{n} x_{n}\left(\sigma_{i n}+\sigma_{j n}\right)}{\sum_{n=1}^{N} d_{n} x_{n}}\right. \\
\left.+\frac{\sum_{n, m=1}^{N-1} d_{n} d_{m} x_{n} x_{m} \sigma_{m n}}{\left(\sum_{n=1}^{N} d_{n} x_{n}\right)^{2}}\right) \tag{3.12}
\end{gather*}
$$

where $x_{N}=1-\sum_{n=1}^{N-1} x_{n}$ and

$$
\begin{align*}
C_{i n m} & =\theta_{i i}-\theta_{i n}+\theta_{n i}-\theta_{n n}-\theta_{m i}+\theta_{m n}-\sigma_{m i}+\sigma_{m n}  \tag{3.13}\\
D_{i n} & =2 \theta_{i i}-\theta_{i n}-\theta_{n n}+\theta_{N n}-\sigma_{n i} . \tag{3.14}
\end{align*}
$$

Especially, for $i=j$, the relation (3.12) still holds with the convention $\sigma_{i i}=\sigma_{i}^{2}$.
Because of Theorem 11.2.3 in [47], the solutions to the discrete lottery model (3.6), $\mathbf{X}^{h}(t)=\left(X_{i}^{h}(t)\right)_{i=1}^{N-1}$, converge weakly to the diffusion process $\mathbf{Y}(t)=\left(Y_{i}(t)\right)_{i=1}^{N-1}$ with the drift and diffusion coefficients given by (3.4) - (3.5), as $h \rightarrow 0$. Then, $Y_{i}(t)$ represents the fraction of the sites occupied by adults of the $i$ th species at time $t$. And $\mathbf{Y}(t)=\left(Y_{1}, \ldots, Y_{N-1}\right)$ satisfies the following system of nonlinear autonomous stochastic differential equations

$$
\begin{align*}
\mathrm{d} Y_{i}(t) & =f_{i}(\mathbf{Y}(t)) \mathrm{d} t+\sum_{j=1}^{N-1} g_{i j}(\mathbf{Y}(t)) \mathrm{d} W_{j}(t), t \geq 0, i=1, \cdots, N-1  \tag{3.15}\\
\mathbf{Y}(0) & =\mathbf{y}_{0} \in(0,1)^{N-1}
\end{align*}
$$

where $f_{i}$ is defined as in (2.12), $\mathfrak{G}=\left(g_{i j}\right)_{(N-1) \times(N-1)}$ is a "square root" of the matrix $\mathfrak{A}=$ $\left(\mathfrak{a}_{i j}\right)_{(N-1) \times(N-1)}$ with components $\mathfrak{a}_{i j}$ defined by (3.12), and $\mathbf{W}(t)=\left(W_{1}, \ldots, W_{N-1}\right)$ is an ( $N-1$ )-dimensional standard Brownian motion.

Remark 7. The "square root" $\mathfrak{G}$ of $\mathfrak{A}$ is view in the sense that $\mathfrak{G G}^{T}=\mathfrak{A}$. The existence of such a square root is ensured by Proposition 6.2 in Chapter 4 of Ref. [60]. But, such a decomposition of $\mathfrak{A}$ may not be unique. Nonetheless, thanks to Theorem 6.1 in Chapter 4 of

Ref. [60], any two solutions of the system (3.15) with two different square roots of $\mathfrak{A}$ have the same probability distribution.

According to Proposition 6.2 in [60], the positive semi-definite property of the matrix $\mathfrak{A}$ is a necessary condition for the existence of the square root of $\mathfrak{A}$. To ensure $\mathfrak{A}$ is positive semidefinite, as well as to facilitate analysis in the sequel, throughout this section it is assumed that
(A9). The moments in Assumption (A8) satisfy

$$
\begin{aligned}
& \sigma_{i i}^{2}=\sigma^{2}, \quad \sigma_{i j}=\lambda \sigma^{2} \text { for } i \neq j \text { with } 0<\lambda<1, \\
& \theta_{i i}=\theta, \quad \theta_{i j}=\varepsilon \theta \quad \text { for } i \neq j \text { with } 0<\varepsilon<1
\end{aligned}
$$

With the Assumption (A9), the coefficients $C_{i n m}$ and $D_{\text {in }}$ in (3.13)-(3.14) can be simplified to

$$
C_{i n m}=\left\{\begin{array}{ll}
-(1-\varepsilon) \theta-(1-\lambda) \sigma^{2}, & n \neq i, m=i, \\
(1-\varepsilon) \theta+(1-\lambda) \sigma^{2}, & n \neq i, m \neq i, m=n \\
0, & \text { otherwise }
\end{array}, \quad D_{i n}=\left\{\begin{array}{ll}
\varepsilon \theta-\sigma^{2}, & n=i \\
\theta-\lambda \sigma^{2}, & n \neq i
\end{array} .\right.\right.
$$

For simplicity of exposition for $\mathbf{Y}=\left(Y_{i}\right)_{i=1}^{N-1}$, let

$$
S_{N-1}(\mathbf{Y}):=\sum_{n=1}^{N-1} d_{n} Y_{n}, \quad S_{N}(\mathbf{Y}):=S_{N-1}(\mathbf{Y})+d_{N}\left(1-\sum_{n=1}^{N-1} Y_{n}\right)
$$

It follows that drift and diffusion coefficients in (3.11) - (3.12) become, respectively,

$$
\begin{align*}
f_{i}(\mathbf{Y})= & d_{i} Y_{i}\left(\mu_{i}+\frac{1}{2} \sigma^{2}\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)-\frac{\sum_{n=1}^{N-1} d_{n} \mu_{n} Y_{n}}{S_{N}(\mathbf{Y})}\right. \\
& \left.+\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\zeta\left(d_{n} Y_{n}-d_{i} Y_{i}\right)+\theta-\lambda \sigma^{2}\right)-\zeta d_{i} Y_{i}+d_{N}^{2} Y_{N}^{2} \theta}{S_{N}^{2}(\mathbf{Y})}\right) \tag{3.16}
\end{align*}
$$

with $\quad \zeta=(1-\varepsilon) \theta+(1-\lambda) \sigma^{2}$,

$$
\mathfrak{a}_{i i}(\mathbf{Y})=d_{i}^{2} Y_{i}^{2} \sigma^{2}\left(\lambda\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)^{2}\right.
$$

$$
\begin{equation*}
\left.+(1-\lambda)\left(1-\frac{2 Y_{i} d_{i}}{S_{N}(\mathbf{Y})}+\frac{\sum_{n=1}^{N-1} d_{n}^{2} Y_{n}^{2}}{S_{N}^{2}(\mathbf{Y})}\right)\right) \tag{3.17}
\end{equation*}
$$

$\mathfrak{a}_{i j}(\mathbf{Y})=d_{i} d_{j} Y_{i} Y_{j} \sigma^{2}\left(\lambda\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)^{2}\right.$

$$
\begin{equation*}
\left.+(1-\lambda)\left(-\frac{Y_{i} d_{i}+Y_{j} d_{j}}{S_{N}(\mathbf{Y})}+\frac{\sum_{n=1}^{N-1} d_{n}^{2} Y_{n}^{2}}{S_{N}^{2}(\mathbf{Y})}\right)\right), \quad i \neq j \tag{3.18}
\end{equation*}
$$

Lemma 2. For each fixed vector $\boldsymbol{Y} \in[0,1]^{N-1}$, the matrix $\mathfrak{A}(\boldsymbol{Y})=\left(\mathfrak{a}_{i j}(\boldsymbol{Y})\right)_{(N-1) \times(N-1)}$ is nonnegative definite.

Proof. First, we denote $u_{i}=\frac{d_{i} Y_{i}}{S_{N}(\mathbf{Y})}, z_{i}=d_{i} Y_{i}$ and set $\delta_{i j}=\left\{\begin{array}{l}1, \text { if } i=j \\ 0, \text { if } i \neq j\end{array}\right.$.
Then, the matrix $\mathfrak{A}$ can be separated as

$$
\mathfrak{A}=\lambda \sigma^{2} P+(1-\lambda) \sigma^{2} Q,
$$

where each element of $P$ and $Q$ are defined, respectively, as

$$
p_{i j}=z_{i} z_{j}\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)^{2}, \quad q_{i j}=z_{i} z_{j}\left(\delta_{i j}-u_{i}-u_{j}+\sum_{n=1}^{N-1} u_{n}^{2}\right) .
$$

Clearly, $P$ is already non-negative definite. It is sufficient to prove $Q$ is non-negative definite. In fact, for an arbitrary $\xi=\left(\xi_{i}\right)_{i=1, \cdots, N-1} \in[0,1]^{N-1}$, we have

$$
\begin{aligned}
\sum_{i, j=1}^{N-1} q_{i j} \xi_{i} \xi_{j} & =\sum_{i=1}^{N-1} \xi_{i}^{2} z_{i}^{2}-2 \sum_{j=1}^{N-1} \xi_{j} z_{j} \sum_{i=1}^{N-1} u_{i} \xi_{i} z_{i}+\sum_{n=1}^{N-1} u_{n}^{2}\left(\sum_{i=1}^{N-1} \xi_{i} z_{i}\right)^{2} \\
& =\sum_{i=1}^{N-1}\left(\xi_{i} z_{i}-\left(\sum_{j=1}^{N-1} \xi_{j} z_{j}\right) u_{i}\right)^{2} \geq 0
\end{aligned}
$$

Therefore, the matrix $Q$ is non-negative definite. The proof is complete.

Remark 8. The non-negativeness of $\mathfrak{A}$ can also be shown from (3.5).
Lemma 2 shows that $\mathfrak{G}=\left(g_{i j}\right)_{(N-1) \times(N-1)}$ in (3.15) exists. The rest of this section is devoted to study properties of solutions to the SDE system (3.15). The global existence and uniqueness of a positive bounded solution will be proved in Theorem 7 below. Then the asymptotic behaviors of the solution will be studied in Section 3.2. According to Itô's formula, for a non-negative $C^{2}$ mapping $\mathscr{V}: \mathbb{R}^{N-1} \rightarrow \mathbb{R}$, the process $\mathscr{V}(\mathbf{Y}(t))$ satisfies

$$
\mathrm{d} \mathscr{V}(\mathbf{Y}(t))=\sum_{i=1}^{N-1} \frac{\partial \mathscr{V}}{\partial Y_{i}} \mathrm{~d} Y_{i}+\frac{1}{2} \sum_{i, j=1}^{N-1} \frac{\partial^{2} \mathscr{V}}{\partial Y_{i} \partial Y_{j}} \mathrm{~d} Y_{i} \mathrm{~d} Y_{j}
$$

Inserting (3.16) - (3.18) into the above equation gives

$$
\begin{equation*}
\mathrm{d} \mathscr{V}(\mathbf{Y}(t))=\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) \mathrm{d} t+\sum_{i=1}^{N-1}\left(\frac{\partial \mathscr{V}(\mathbf{Y}(t))}{\partial Y_{i}} \sum_{j=1}^{N-1} g_{i j}(\mathbf{Y}(t)) \mathrm{d} W_{j}\right) \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t))=\sum_{i=1}^{N-1} f_{i}(\mathbf{Y}(t)) \frac{\partial \mathscr{V}}{\partial Y_{i}}(\mathbf{Y}(t))+\frac{1}{2} \sum_{i, j}^{N-1} \mathfrak{a}_{i j}(\mathbf{Y}(t)) \frac{\partial^{2} \mathscr{V}}{\partial Y_{i} \partial Y_{j}}(\mathbf{Y}(t)) \tag{3.20}
\end{equation*}
$$

Theorem 7. For any $y_{0} \in(0,1)^{N-1}$, the system (3.15) has a unique solution $\boldsymbol{Y}(t)=\boldsymbol{Y}\left(t ; \boldsymbol{y}_{0}, \omega\right)$. Moreover, the solution $\boldsymbol{Y}(t) \in(0,1)^{N-1}$ almost surely for all $t \geq 0$.

Proof. Lemma 2 along with Proposition 6.2 in Chapter 4 of [60] ensure that the system (3.15) has a unique local solution $\mathbf{Y}(t)$ on $\left[0, \tau_{e}\right)$ with $\mathbf{Y}(t) \in(0,1)^{N-1}$ a.s., where $\tau_{e}$ is the explosion time. Then the global existence of the solution will be shown by proving $\tau_{e}=\infty$ a.s. Let $k_{0}>0$ be a positive integer such that $\mathbf{y}_{0} \in\left(1 / k_{0}, k_{0}\right)^{N-1}$. For any $k \geq k_{0}$, define the sequence
of "stopping times", $\left\{\tau_{k}\right\}$, by

$$
\tau_{k}=\inf \left\{t \in\left[0, \tau_{e}\right): \mathbf{Y}(t) \notin\left(\frac{1}{k}, 1-\frac{1}{k}\right)^{N-1}\right\}
$$

Clearly $\left\{\tau_{k}\right\}$ is an increasing sequence. Let $\tau_{\infty}=\lim _{k \rightarrow \infty} \tau_{k}$, then $\tau_{\infty} \leq \tau_{e}$. We prove $\tau_{\infty}=\infty$ a.s. by contradiction. To that end, define

$$
\mathscr{V}(\mathbf{x})=\frac{1}{\prod_{n=1}^{N-1} x_{n}}, \text { for any } \mathbf{x}=\left(x_{1}, \ldots, x_{N-1}\right) \in(0,1)^{N-1}
$$

It follows immediately from (3.16) that for any $\mathbf{Y}(t) \in(0,1)^{N-1}$ it holds

$$
\begin{align*}
& \sum_{i=1}^{N-1} f_{i}(t, \mathbf{Y}(t)) \frac{\partial \mathscr{V}}{\partial Y_{i}}(\mathbf{Y}(t)) \\
= & -\sum_{i=1}^{N-1} \frac{d_{i}}{\prod_{n=1}^{N-1} Y_{n}} \cdot\left(\mu_{i}+\frac{1}{2} \sigma^{2}\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)-\frac{\sum_{n=1}^{N-1} d_{n} \mu_{n} Y_{n}}{S_{N}(\mathbf{Y})}\right. \\
& \left.\quad+\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\zeta\left(d_{n} Y_{n}-d_{i} Y_{i}\right)+\theta-\lambda \sigma^{2}\right)-\zeta d_{i} Y_{i}+d_{N}^{2} Y_{N}^{2} \theta}{S_{N}^{2}(\mathbf{Y})}\right) \\
\leq & K_{1} \mathscr{V}(\mathbf{Y}(t)), \tag{3.21}
\end{align*}
$$

where $K_{1}$ is a constant depending on $\left\{\mu_{i}\right\}_{i=1, \cdots, N-1},\left\{d_{i}\right\}_{i=1, \cdots, N}, \theta, \sigma^{2}, \varepsilon$, and $\lambda$. Next, by using (3.17)-(3.18), we have that for all $\mathbf{Y}(t) \in(0,1)^{N-1}$

$$
\begin{align*}
& \sum_{i, j=1}^{N-1} \mathfrak{a}_{i j}(t, \mathbf{Y}(t)) \frac{\partial^{2} \mathscr{V}}{\partial Y_{i} \partial Y_{j}}(\mathbf{Y}(t)) \\
= & \sum_{\substack{i=1 \\
i \neq j}}^{N-1} \frac{d_{i} d_{j} \sigma^{2}}{\prod_{n=1}^{N-1} Y_{n}}\left(\lambda\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)^{2}+(1-\lambda)\left(-\frac{Y_{i} d_{i}+Y_{j} d_{j}}{S_{N}(\mathbf{Y})}+\frac{\sum_{n=1}^{N-1} d_{n}^{2} Y_{n}^{2}}{S_{N}^{2}(\mathbf{Y})}\right)\right) \\
& +\sum_{i=1}^{N-1} \frac{\sigma^{2} d_{i}^{2}}{2 \prod_{n=1}^{N-1} Y_{n}}\left(\lambda\left(1-\frac{S_{N-1}(\mathbf{Y})}{S_{N}(\mathbf{Y})}\right)^{2}+(1-\lambda)\left(1-\frac{2 Y_{i} d_{i}}{S_{N}(\mathbf{Y})}+\frac{\sum_{n=1}^{N-1} d_{n}^{2} Y_{n}^{2}}{S_{N}^{2}(\mathbf{Y})}\right)\right) \\
\leq & K_{2} \mathscr{V}(\mathbf{Y}(t)), \tag{3.22}
\end{align*}
$$

where $K_{2}$ is a constant depending on $\left\{d_{i}\right\}_{i=1, \cdots, N-1}, \sigma^{2}$, and $\lambda$.

Inserting (3.21) and (3.22) into (3.20) results in

$$
\begin{equation*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) \leq K \mathscr{V}(\mathbf{Y}(t)), \quad K=\max \left\{K_{1}, \frac{K_{2}}{2}\right\} . \tag{3.23}
\end{equation*}
$$

With a focus on showing $\tau_{\infty}=\infty$ a.s., assume that there exist $T>0$ and $\varepsilon>0$ such that $\mathbb{P}\left(\tau_{\infty} \leq T\right)>\varepsilon$. Since $\left\{\tau_{k}\right\}$ is an increasing sequence, there exists $N>k_{0}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\tau_{k} \leq T\right)>\frac{\varepsilon}{2} \text { for any } k>N \tag{3.24}
\end{equation*}
$$

Combining (3.23) and (3.19) shows

$$
\begin{aligned}
& \mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right) \leq \mathscr{V}\left(\mathbf{y}_{0}\right)+K \int_{0}^{\tau_{k} \wedge T} \mathscr{V}(\mathbf{Y}(t)) \mathrm{d} t \\
&+\sum_{i=1}^{N-1} \int_{0}^{\tau_{k} \wedge T} \frac{\partial \mathscr{V}}{\partial Y_{i}}(\mathbf{Y}(t)) \sum_{j=1}^{N-1} g_{i j}(t, \mathbf{Y}(t)) \mathrm{d} W_{j}(t) .
\end{aligned}
$$

Taking the expectation of the inequality above gives

$$
\begin{align*}
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right)\right] & \leq \mathscr{V}\left(\mathbf{y}_{0}\right)+K \int_{0}^{T} \int_{\Omega} \chi_{\left[0, \tau_{k}(\omega) \wedge T\right]}(t) \mathscr{V}(\mathbf{Y}(t)) \mathrm{d} \mathbb{P} \mathrm{~d} t \\
& =\mathscr{V}\left(\mathbf{y}_{0}\right)+K \int_{0}^{T} \int_{\Omega_{1} \cup \Omega_{2}} \chi_{\left[0, \tau_{k}(\omega) \wedge T\right]}(t) \mathscr{V}(\mathbf{Y}(t)) \mathrm{d} \mathbb{P} \mathrm{~d} t \tag{3.25}
\end{align*}
$$

where $\chi$ is the indicator function with $\chi_{I}(x)=1$ for $x \in I$ and $\chi_{I}(x)=0$ for $x \notin I$, and

$$
\Omega_{1}=\left\{\omega \in \Omega: \tau_{k}(\omega) \leq T\right\}, \quad \Omega_{2}=\left\{\omega \in \Omega: \tau_{k}(\omega)>T\right\} .
$$

So, (3.25) can be written as

$$
\begin{gathered}
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right)\right] \leq \mathscr{V}\left(\mathbf{y}_{0}\right)+K \int_{0}^{T} \int_{\Omega_{1}} \chi_{\left[0, \tau_{k}(\omega)\right]}(t) \mathscr{V}(\mathbf{Y}(t)) \mathrm{dP} \mathrm{~d} t \\
+K \int_{0}^{T} \int_{\Omega_{2}} \chi_{[0, T]}(t) \mathscr{V}(\mathbf{Y}(t)) \mathrm{d} \mathbb{P} \mathrm{~d} t
\end{gathered}
$$

It then follows directly that

$$
\begin{aligned}
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right)\right] \leq & \mathscr{V}\left(\mathbf{y}_{0}\right)+K \int_{0}^{T} \int_{\tau_{k}<T} \mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge t\right)\right) \mathrm{d} \mathbb{P} \mathrm{~d} t \\
& +K \int_{t_{0}}^{T} \int_{\tau_{k}>T} \mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge t\right)\right) \mathrm{d} \mathbb{P} \mathrm{~d} t \\
= & \mathscr{V}\left(\mathbf{y}_{0}\right)+K \int_{0}^{T} \mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right)\right] \mathrm{d} t .
\end{aligned}
$$

Applying Gronwall's Lemma to the above inequality yields

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right)\right] \leq \mathscr{V}\left(\mathbf{y}_{0}\right) e^{K T} \tag{3.26}
\end{equation*}
$$

In addition, (3.24) along with fact that $\sum_{i=1}^{N} Y_{i}(t)=1$ imply

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right)\right] \geq \int_{\tau_{k} \leq T} \mathscr{V}\left(\mathbf{Y}\left(\tau_{k} \wedge T\right)\right) \mathrm{d} \mathbb{P}=\int_{\tau_{k} \leq T} \mathscr{V}\left(\mathbf{Y}\left(\tau_{k}(\omega)\right)\right) \mathrm{d} \mathbb{P} \geq \frac{k \cdot \varepsilon}{2} \tag{3.27}
\end{equation*}
$$

Combining (3.26) and (3.27) gives

$$
\mathscr{V}\left(\mathbf{y}_{0}\right) \cdot e^{K T} \geq \frac{k \cdot \varepsilon}{2}, \text { for any } k \geq N
$$

which provides the contradiction as $k \rightarrow \infty$. Thus, $\tau_{\infty}=\infty$ a.s. The proof is complete.

### 3.2 Dynamical behavior

This section is devoted to study the asymptotic behaviors of the system (3.15). Lemma 2 shows that $\mathfrak{A}$ is non-negative, which could only ensure the existence of the square root of $\mathfrak{A}$. However, we cannot obtain the explicit formulation of the square root, $\mathfrak{G}=\left(g_{i j}\right)_{(N-1) \times(N-1)}$. Consequently, we will not apply the same method used in the 2-D lottery model. In turn, methods of Lyapunov functions will be applied to investigate the long time dynamical behaviors of (3.15). More specifically, we will provide sufficient conditions for the extinction of at least one species, and conditions for coexistence among at least two species.

### 3.2.1 Extinction

In order to prove the extinction of the $i$ th species, the following assumptions are needed
(A10) $\mu_{i}+\frac{\sigma^{2}}{2} \leq 0$ and $\mu_{i}=\min _{n=1, \cdots, N-1}\left\{\mu_{n}\right\}$.
(A11) $\frac{\lambda-1}{1-\varepsilon} \sigma^{2} \leq \theta \leq \min \left\{\frac{d_{i} \lambda}{2}, \frac{1-(1-\lambda) d_{i}}{\varepsilon}, \min _{n=1, \cdots, N-1}\left\{\frac{\lambda-(1-\lambda) d_{n}}{1+(1-\varepsilon) d_{n}}\right\}\right\} \sigma^{2}$.

Theorem 8. (Extinction) Let Assumptions (A8) - (A11) hold. Then for any initial value $\boldsymbol{y}_{0} \in$ $(0,1)^{N-1}$, the ith component of the solution $\boldsymbol{Y}(t)$ satisfies

$$
\limsup _{t \rightarrow \infty} \frac{1}{t} \ln Y_{i}(t)<0 \quad \text { a.s. }
$$

i.e., the ith species dies out exponentially with probability one.

Proof. Let $\mathscr{V}(\mathbf{Y}(t))=\ln Y_{i}(t)$. We recall (3.19) to obtain

$$
\begin{equation*}
\ln Y_{i}(t)=\ln y_{0, i}+\int_{0}^{t} \mathscr{L} \mathscr{V}(\mathbf{Y}(s)) \mathrm{d} s+\int_{0}^{t} \frac{1}{Y_{i}} \sum_{j=1}^{N-1} g_{i j}(\mathbf{Y}(s)) \mathrm{d} W_{j} \tag{3.28}
\end{equation*}
$$

First, it follow from (3.20) that (details presented in B)

$$
\begin{align*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) & =\frac{1}{Y_{i}} f_{i}-\frac{1}{2 Y_{i}^{2}} \mathfrak{a}_{i i} \\
& \leq d_{i}\left(\mathscr{J}_{1}+\mathscr{J}_{2}+\mathscr{J}_{3}+\mathscr{J}_{4}+\mathscr{J}_{5}+\mathscr{J}_{6}-\frac{d_{i}(1-\lambda) \sigma^{2}}{2}\right) \tag{3.29}
\end{align*}
$$

where for $i=1, \cdots, N-1$,

$$
\begin{aligned}
& \mathscr{J}_{1}=\mu_{i}+\frac{\sigma^{2}}{2}-\min _{\substack{n=1, \cdots, N-1 \\
\mu_{n}<0}}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right) \frac{\substack{\sum_{n}^{N-1} \mu_{n}=1 \\
\mu_{n}<0}}{\sum_{n=1}^{N} d_{n} Y_{n}}, \\
& \mathscr{J}_{2}=-\frac{\begin{array}{c}
\sum_{n=1}^{N-1} d_{n} Y_{n} d_{i} Y_{i}\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right) \\
n \neq i
\end{array}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}, \\
& \mathscr{J}_{3}=\frac{d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}+d_{i}(1-\lambda) \sigma^{2}\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}, \\
& \mathscr{J}_{4}=\frac{\substack{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\theta-\lambda \sigma^{2}+d_{n}(1-\lambda) \sigma^{2}+d_{n}(1-\varepsilon) \theta\right)}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}, \\
& \mathscr{J}_{5}=-\frac{\sum_{n=1}^{N-1} d_{n}^{2} Y_{n}^{2} d_{i}(1-\lambda) \sigma^{2}}{2\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}, \\
& \mathscr{J}_{6}=\frac{d_{N}^{2} Y_{N}^{2}\left(2 \theta-d_{i} \lambda \sigma^{2}\right)}{2\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} .
\end{aligned}
$$

Clearly, $\mathscr{J}_{5} \leq 0$ for all $\mathbf{Y} \in(0,1)^{N-1}$. Then, Assumption (A10) guarantees that

$$
\mathscr{J}_{1} \leq\left(\mu_{i}+\frac{\sigma^{2}}{2}\right)\left(1-\frac{\sum_{\substack{N-1 \\ \mu_{n}<0}}^{N} d_{n} Y_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}\right) \leq 0
$$

The condition $\theta \geq \frac{\lambda-1}{1-\varepsilon} \sigma^{2}$ in Assumption (A11) provides that $(1-\lambda) \sigma^{2}+(1-\varepsilon) \theta \geq 0$, and hence

$$
\mathscr{J}_{2} \leq 0 .
$$

The conditions $\theta \leq \frac{1-(1-\lambda) d_{i}}{\varepsilon} \sigma^{2}, \theta \leq \min _{n=1, \cdots, N-1}\left\{\frac{\lambda-(1-\lambda) d_{n}}{1+(1-\varepsilon) d_{n}}\right\} \sigma^{2}$, and $\theta \leq \frac{d_{i} \lambda}{2} \sigma^{2}$ in Assumption (A4) confirm, respectively, that

$$
\mathscr{J}_{3} \leq 0, \quad \mathscr{J}_{4} \leq 0, \quad \mathscr{J}_{6} \leq 0 .
$$

Collecting the above gives

$$
\begin{equation*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) \leq-\frac{d_{i}^{2}(1-\lambda) \sigma^{2}}{2}, \quad t \geq 0 \tag{3.30}
\end{equation*}
$$

Applying the Cauchy inequality shows that the quadratic variation of the stochastic integral in (3.28) satisfies

$$
\begin{aligned}
\frac{1}{t} \int_{0}^{t} \frac{1}{Y_{i}^{2}}\left(\sum_{j=1}^{N-1} g_{i j}\right)^{2} \mathrm{~d} s & \leq \frac{N-1}{t} \int_{0}^{t} \frac{1}{Y_{i}^{2}} \sum_{j=1}^{N-1}\left(g_{i j}\right)^{2} \mathrm{~d} s \\
& =\frac{N-1}{t} \int_{0}^{t} \frac{\mathfrak{a}_{i i}(\mathbf{Y}(s))}{Y_{i}^{2}} \mathrm{~d} s<\infty
\end{aligned}
$$

According to the law of large numbers for local martingales [61] (Theorem 3.4 on Page 12), we have

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} \frac{1}{Y_{i}} \sum_{j=1}^{N-1} g_{i j} \mathrm{~d} W_{i}(s) \rightarrow 0 \text { a.s. as } t \rightarrow \infty . \tag{3.31}
\end{equation*}
$$

Inserting (3.30) and (3.31) into (3.28) yields

$$
\limsup _{t \rightarrow \infty} \frac{1}{t} \ln Y_{i}(t) \leq-\frac{d_{i}^{2}(1-\lambda) \sigma^{2}}{2}<0
$$

which means $Y_{i}$ tends to zero exponentially. The proof is complete.

### 3.2.2 Persistence

In this subsection we provide the sufficient conditions for the coexistence of $N(N \geq 3)$ by proving that the solution to (3.15) is positive recurrent by Lyapunov functions [62]. Moreover, the positive recurrence of the solution with respect to an appropriate set implies that (3.15) has a unique stationary distribution [63]. Recall that a stochastic process $\mathbf{Y}(t)$ is said to be recurrent with respect to a nonempty bounded open set $E \subset \mathbb{R}^{N-1}$ if $\mathbb{P}\left\{\tau_{E}<\infty\right\}=1$, where $\tau_{E}:=\inf \{t>0: \mathbf{Y}(t) \in E\}$. A stochastic process $\mathbf{Y}(t)$ is said to be positive recurrent with respect to $E$ if $\mathbb{E}\left\{\tau_{E}\right\}<\infty$.

The persistence will be proved in two steps. First, it will be shown that the solution to (3.15) is positive recurrent about the nonempty bounded set $E_{1}$ defined by

$$
\begin{equation*}
E_{1}:=\left\{\left(y_{n}\right)_{n=1}^{N-1} \in(0,1)^{N-1}: 1-\sum_{n=1}^{N-1} Y_{n}>\ell_{y}\right\} \tag{3.32}
\end{equation*}
$$

where $d_{\text {min }}=\min _{n=1, \cdots, N-1}\left\{d_{n}\right\}$, and

$$
\begin{equation*}
\ell_{y}=\frac{d_{\min }^{2}(1-\lambda) \sigma^{2}}{d_{\min }^{2}(1-\lambda) \sigma^{2}+d_{N}\left(\left(6-d_{\min }(1-\lambda)\right) \sigma^{2}+12|\theta|\right)} \tag{3.33}
\end{equation*}
$$

Second, we will show that the solution to (3.15) is also positive recurrent with respect to the nonempty bounded set $E_{2}$ defined by

$$
\begin{equation*}
E_{2}:=\left\{\left(y_{n}\right)_{n=1}^{N-1} \in(0,1)^{N-1}: 1-\sum_{n=1}^{N-1} Y_{n}<\chi_{y}\right\} \tag{3.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{y}=\frac{4(1-\lambda)\left(d_{\max }+2\right)+6}{4(1-\lambda)\left(d_{\max }+2\right)+7-d_{\max }} \tag{3.35}
\end{equation*}
$$

Notice that the fact $d_{n} \leq 1$ for all $n \in 1, \cdots, N$, implies $\ell_{y}<1$ and $\chi_{y}<1$.
Lemma 3. Let Assumptions (A8) - (A9) hold. In addition, assume that

$$
\begin{array}{ll}
\text { (A12) } & \sigma^{2} \geq \frac{24|\mu|_{\max }}{d_{\min }^{2}(1-\lambda)}, \quad \text { with } \quad|\mu|_{\max }=\max _{n=1, \cdots, N-1}\left\{\left|\mu_{n}\right|\right\} \\
\text { (A13) } & \frac{\lambda-1}{1-\varepsilon} \sigma^{2} \leq \theta \leq \min _{1 \leq n \leq N-1}\left\{\frac{1-(2-\lambda) d_{n}}{2 \varepsilon}, \frac{\lambda-d_{n}(1-\lambda)}{1+d_{n}(1-\varepsilon)}\right\} \sigma^{2}
\end{array}
$$

Then the solution to the system (3.15) is positive recurrent with respect to $E_{1}$ defined in (3.32).
Proof. Let $\mathscr{V}(\mathbf{Y}(t))=\sum_{i=1}^{N-1} \sqrt{Y_{i}(t)}$. Recalling (3.20) gives (details presented in Appendix C)

$$
\begin{align*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) & =\sum_{i=1}^{N-1}\left(\frac{f_{i}}{2 \sqrt{Y_{i}}}-\frac{1}{8 \sqrt{Y_{i}^{3}}} \mathfrak{a}_{i i}\right) \\
& \leq \sum_{i=1}^{N-1} \frac{d_{i} \sqrt{Y_{i}}}{2}\left(\mathscr{R}_{1}+\mathscr{R}_{2}+\mathscr{R}_{3}+\mathscr{R}_{4}+\mathscr{R}_{5}-\frac{d_{i}(1-\lambda) \sigma^{2}}{12}\right) \tag{3.36}
\end{align*}
$$

where for $i=1, \cdots, N-1$,

$$
\begin{aligned}
\mathscr{R}_{1} & =\mu_{i}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \mu_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}-\frac{d_{i}(1-\lambda) \sigma^{2}}{12}, \\
\mathscr{R}_{2} & =\frac{d_{N} Y_{N} \sigma^{2}}{2 \sum_{n=1}^{N} d_{n} Y_{n}}+\frac{d_{N}^{2} Y_{N}^{2} \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}-\frac{d_{i}(1-\lambda) \sigma^{2}}{12}, \\
\mathscr{R}_{3} & =\frac{\sum_{\substack{n=1 \\
n \neq i}}^{N-1} d_{n} Y_{n}\left(d_{n}(1-\lambda) \sigma^{2}+d_{n}(1-\varepsilon) \theta+\left(\theta-\lambda \sigma^{2}\right)\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}, \\
\mathscr{R}_{4} & =-\frac{\sum_{\substack{n=1 \\
n \neq i}}^{N-1} d_{i} Y_{i} d_{n} Y_{n}\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}, \\
\mathscr{R}_{5} & =\frac{d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}\right)+\frac{d_{i}^{2}}{2} Y_{i}(1-\lambda) \sigma^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} .
\end{aligned}
$$

First, using Assumption (A4) shows

$$
\mu_{i}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \mu_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}} \leq 2|\mu|_{\max } \leq \frac{d_{i}(1-\lambda) \sigma^{2}}{12}
$$

and hence

$$
\mathscr{R}_{1} \leq 0 .
$$

Then the conditions $\theta \geq \frac{\lambda-1}{1-\varepsilon} \sigma^{2}, \theta \leq \min _{n=1, \cdots, N-1}\left\{\frac{\lambda-d_{n}(1-\lambda)}{1+d_{n}(1-\varepsilon)}\right\} \sigma^{2}$ and $\theta \leq \min _{n=1, \cdots, N-1}\left\{\frac{1-(2-\lambda) d_{n}}{2 \varepsilon}\right\} \sigma^{2}$ in Assumption (A13), guarantee, respectively, that

$$
\mathscr{R}_{4} \leq 0, \quad \mathscr{R}_{3} \leq 0 \quad \text { and } \quad \mathscr{R}_{5} \leq 0 .
$$

If for given any $\mathbf{Y} \notin E_{1}$, where $E_{1}$ is defined as in (3.32), we have $y_{N} \leq \ell_{y}$, and hence

$$
\frac{d_{N} Y_{N}}{\sum_{n=1}^{N} d_{n} Y_{n}} \leq \frac{d_{N} Y_{N}}{d_{\min }\left(1-Y_{N}\right)+d_{N} Y_{N}} \leq \frac{d_{N} \ell_{y}}{d_{\min }\left(1-\ell_{y}\right)+d_{N} \ell_{y}} \leq 1
$$

Consequently

$$
\begin{align*}
\mathscr{R}_{2} & \leq \frac{\sigma^{2}}{2} \frac{d_{N} \ell_{y}}{d_{\min }\left(1-\ell_{y}\right)+d_{N} \ell_{y}}+|\theta|\left(\frac{d_{N} \ell_{y}}{d_{\min }\left(1-\ell_{y}\right)+d_{N} \ell_{y}}\right)^{2}-\frac{d_{\min }(1-\lambda) \sigma^{2}}{12} \\
& \leq\left(\frac{\sigma^{2}}{2}+|\theta|\right) \frac{d_{N} \ell_{y}}{d_{\min }\left(1-\ell_{y}\right)+d_{N} \ell_{y}}-\frac{d_{\min }(1-\lambda) \sigma^{2}}{12} . \tag{3.37}
\end{align*}
$$

It follows from the definition of $\ell_{y}$ in (3.33) that

$$
\frac{d_{N} \ell_{y}}{d_{\min }\left(1-\ell_{y}\right)+d_{N} \ell_{y}}=\frac{d_{\min }(1-\lambda) \sigma^{2}}{6\left(\sigma^{2}+2|\theta|\right)}
$$

which, in turn, ensures that $\mathscr{R}_{2} \leq 0$ by (3.37). Therefore, given any $\mathbf{Y} \notin E_{1}$ there is at least one $n \in\{1, \cdots, N-1\}$ such that $y_{n} \geq \frac{1-\ell_{y}}{N-1}$, adding the above estimations on $\mathscr{R}_{j}$ for $j=1, \cdots, 5$, gives

$$
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) \leq-\frac{d_{\min }^{2} \sqrt{1-\ell_{y}}}{24 \sqrt{N-1}}(1-\lambda) \sigma^{2}:=-K
$$

According to Itô's Lemma,

$$
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(t \wedge \tau_{E_{1}}\right)\right)\right]-\mathscr{V}\left(\mathbf{y}_{0}\right)=\mathbb{E}\left[\int_{0}^{t \wedge \tau_{E_{1}}} \mathscr{L} \mathscr{V}(\mathbf{Y}(s)) \mathrm{d} s\right] \leq-K \mathbb{E}\left[t \wedge \tau_{E_{1}}\right]
$$

Since the function $\mathscr{V}$ is non-negative, we reorganize the above terms to obtain

$$
K \mathbb{E}\left[t \wedge \tau_{E}\right] \leq K \mathbb{E}\left[t \wedge \tau_{E_{1}}\right]+\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(t \wedge \tau_{E_{1}}\right)\right)\right] \leq \mathscr{V}\left(\mathbf{y}_{0}\right)
$$

Letting $t \rightarrow \infty$ shows $\mathbb{E}\left[\tau_{E_{1}}\right]<\infty$, which completes the proof.
Lemma 3 proves that if there is a time $t$ such that $Y_{N}(t)<\ell_{y}$, after finite amount of time, $Y_{N}$ will go above $\ell_{y}$ with probability 1 , which implies the persistence of the $N$ th species. Nonetheless, this does not ensure the persistence of other species or coexistence among multiple species. In the following lemma, we will show the proportion $Y_{N}$ cannot approach 1, which implies the coexistence of at least two species.

Lemma 4. Let Assumptions (A8) - (A9) hold. In addition, assume that

$$
\begin{aligned}
& \text { (A14) } \sigma^{2} \geq \frac{18\left(\mu_{\max }-\mu_{\min }\left(d_{N} \chi_{y}+1\right)\right)}{d_{N} \chi_{y}\left(1-d_{\max }\right)} \\
& \text { (A15) }|\theta| \leq \sigma^{2} \cdot \min \left\{\frac{1-\lambda}{1-\varepsilon}, \frac{d_{N} \chi_{y}\left(1-d_{\max }\right)}{18\left(2(1-\varepsilon) d_{\max }+1\right)}\right\},
\end{aligned}
$$

where $d_{\text {max }}=\max _{n=1, \cdots, N-1}\left\{d_{n}\right\}, \mu_{\text {min }}=\min _{n=1, \cdots, N-1}\left\{\mu_{n}\right\}, \mu_{\max }=\max _{n=1, \cdots, N-1}\left\{\mu_{n}\right\}$ and $\chi_{y}$ is defined in (3.35). Then the solution to the system (3.15) is positive recurrent with respect to $E_{2}$ defined in (3.34).

Proof. Let $\mathscr{V}(\mathbf{Y}(t))=\sum_{i=1}^{N-1} \frac{1}{l} Y_{i}^{-l}$, where $\imath$ is a positive constant to be determined later. Whereby (3.20), we get

$$
\begin{equation*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t))=\sum_{i=1}^{N-1} \frac{-1}{Y_{i}^{l+1}} f_{i}+\frac{l+1}{2 Y_{i}^{l+2}} \mathfrak{a}_{i i} \tag{3.38}
\end{equation*}
$$

It follows from detailed analysis presented in Appendix $D$ that

$$
\begin{equation*}
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) \leq \sum_{i=1}^{N-1} \frac{-d_{i}}{Y_{i}^{l}}\left(\frac{\sigma^{2}}{12} \mathscr{K}_{0}+\mathscr{K}_{1}+\mathscr{K}_{2}+\mathscr{K}_{3}\right), \tag{3.39}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{K}_{0} & =\frac{d_{N} Y_{N}\left(1-(\imath+1) d_{i}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}, \\
\mathscr{K}_{1} & =\sigma^{2}\left(\frac{1}{4} \mathscr{K}_{0}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}(1-\lambda)\left(1+d_{i}(\imath+1)\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}\right), \\
\mathscr{K}_{2} & =\mu_{i}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \mu_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}+\frac{\sigma^{2}}{12} \mathscr{K}_{0}, \\
\mathscr{K}_{3} & =-\frac{\sum_{n=1}^{N-1} d_{i} Y_{i} d_{n} Y_{n}(1-\varepsilon) \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}+\frac{d_{i} Y_{i} \varepsilon \theta+\sum_{n \neq i}^{N-1} d_{n} Y_{n} \theta+d_{N}^{2} Y_{N}^{2} \theta}{\sum_{n=1}^{N} d_{n} Y_{n}}+\frac{\sigma^{2}}{12} \mathscr{K}_{0} .
\end{aligned}
$$

Chose $\boldsymbol{\imath}=\min \left\{\frac{1}{2}, \frac{1-d_{\max }}{3 d_{\max }}\right\}$. Clearly $\boldsymbol{\imath}>0$ for $d_{\max }<1$, and hence

$$
\begin{equation*}
\mathscr{K}_{0} \geq \frac{2}{3} \frac{d_{N} Y_{N}}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(1-d_{\max }\right)>0 \tag{3.40}
\end{equation*}
$$

Applying (3.40) and the fact that $1+d_{i}(\imath+1) \leq \frac{2}{3}\left(d_{\max }+2\right)$ in $\mathscr{K}_{1}$ gives

$$
\begin{gathered}
\mathscr{K}_{1} \geq \frac{\sigma^{2}}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(\frac{1}{6} d_{N} Y_{N}\left(1-d_{\max }\right)-\left(\frac{2}{3}\left(d_{\max }+2\right)(1-\lambda)+1\right) \sum_{n=1}^{N-1} d_{n} Y_{n}\right) \\
\geq \frac{\sigma^{2}}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(d_{N} \chi_{y}\left(\frac{1-d_{\max }}{6}+\frac{2}{3}\left(d_{\max }+2\right)(1-\lambda)+1\right)\right. \\
\left.\quad-\left(\frac{2}{3}\left(d_{\max }+2\right)(1-\lambda)+1\right) \sum_{n=1}^{N} d_{n} Y_{n}\right) .
\end{gathered}
$$

Combining (3.35) and the fact that $\sum_{n=1}^{N} d_{n} Y_{n} \leq 1$ shows $\mathscr{K}_{1} \geq 0$. Next, applying (3.40) in $\mathscr{K}_{2}$ gives

$$
\begin{aligned}
\mathscr{K}_{2} & \geq \frac{1}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(\sum_{n=1}^{N-1}\left(\mu_{i}-\mu_{n}\right) d_{n} Y_{n}+\mu_{i} d_{N} Y_{N}+\frac{\sigma^{2}}{18} d_{N} Y_{N}\left(1-d_{\max }\right)\right) \\
& \geq \frac{1}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(\mu_{\min }-\mu_{\max }+\mu_{\min } d_{N} \chi_{y}+\frac{\sigma^{2}}{18} d_{N} \chi_{y}\left(1-d_{\max }\right)\right) .
\end{aligned}
$$

$\mathscr{K}_{2} \geq 0$ is ensured by the Assumption (A14).
We still need to verify that $\mathscr{K}_{3} \geq 0$ under the Assumption (A8). Indeed, whereby (3.40) and $\sum_{n=1}^{N} d_{n} Y_{n} \leq 1$ we have

$$
\begin{aligned}
\mathscr{K}_{3} \geq & \frac{\theta}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(-(1-\varepsilon) d_{i} Y_{i}\left(\sum_{n=1}^{N-1} d_{n} Y_{n}+1\right)+\sum_{n=1}^{N-1} d_{n} Y_{n}+d_{N}^{2} Y_{N}^{2}\right) \\
& +\frac{\sigma^{2}}{18 \sum_{n=1}^{N} d_{n} Y_{n}} d_{N} Y_{N}\left(1-d_{\max }\right) \\
\geq & \frac{1}{\sum_{n=1}^{N} d_{n} Y_{n}}\left(-|\theta|\left(2(1-\varepsilon) d_{\max }+1\right)+\frac{\sigma^{2}}{18} d_{N} \chi_{y}\left(1-d_{\max }\right)\right) .
\end{aligned}
$$

The second condition in Assumption (A15) then guarantees $\mathscr{K}_{3} \geq 0$. Adding the above estimations on $\mathscr{K}_{1}, \mathscr{K}_{2}$ and $\mathscr{K}_{3}$ gives

$$
\mathscr{L} \mathscr{V}(\mathbf{Y}(t)) \leq \sum_{i=1}^{N-1} \frac{-d_{i}}{Y_{i}^{l}} \frac{\sigma^{2}}{12} \mathscr{K}_{0} \leq-\frac{d_{N} \chi_{y}\left(1-(l+1) d_{\max }\right) \sigma^{2}}{12 \max _{1 \leq i \leq N}\left\{d_{i}\right\}} \sum_{i=1}^{N-1} d_{i}=:-K
$$

In conclusion, we have

$$
\mathbb{E}\left[\mathscr{V}\left(\mathbf{Y}\left(t \wedge \tau_{E_{2}}\right)\right)\right]-\mathscr{V}\left(\mathbf{y}_{0}\right)=\mathbb{E}\left[\int_{0}^{t \wedge \tau_{E_{2}}} \mathscr{L} \mathscr{V}(\mathbf{Y}(s)) \mathrm{d} s\right] \leq-K \mathbb{E}\left[t \wedge \tau_{E_{2}}\right] .
$$

Since the function $\mathscr{V}$ is non-negative, we reorganize the above terms to obtain

$$
\mathbb{E}\left[t \wedge \tau_{E_{2}}\right] \leq \frac{1}{K} \mathscr{V}\left(\mathbf{y}_{0}\right) .
$$

Letting $t \rightarrow \infty$ gives $\mathbb{E}\left[\tau_{E_{2}}\right]<\infty$.

Finally, combining 3 and 4 gives

Theorem 9. Let Assumptions (A8) - (A9) and (A12) - (A15) hold. Moreover, assume that $\ell_{y} \leq \chi_{y}$. Then the solution to the system (3.15) is positive recurrent with respect to the nonempty bounded set $E_{1} \cap E_{2}$.

## Chapter 4

## Random Age-structured Model

This section is devoted to studying an age-structured model with a random birth rate of mature individuals. More specifically, we will investigate the well-posedness, co-cycle property, and the asymptotic behaviors of the solution to the age-structure model when the function of birth rate is driven by a random flow $\theta=\left(\theta_{t}\right)_{t \in \mathbb{R}}$ on a probability space.

### 4.1 The random model

Let $(\Omega, \mathscr{F}, \mathbb{P})$ be a probability space where $\mathscr{F}$ is the $\sigma$-algebra of measurable subset of $\Omega$ and $\mathbb{P}$ is the probability measure on $\mathscr{F}$. To connect the state $\omega$ in the probability space $\Omega$ at time 0 with its state after a time of $t$ elapses, we define a driving dynamical system [17] below.

Definition 1. A flow $\theta=\left(\theta_{t}\right)_{t \in \mathbb{R}}$ on $\Omega$ is called driving dynamical system, if for each $\theta_{t}$ being a mapping: $\Omega \rightarrow \Omega$, satisfies

1. $\theta_{0}=I d_{\Omega}$,
2. $\theta_{s} \circ \theta_{t}=\theta_{t+s}$ for all $s, t \in \mathbb{R}$,
3. the mapping $(t, \omega) \rightarrow \theta_{t} \omega$ is measurable,
4. the probability measure $\mathbb{P}$ is preserved by $\theta_{t}$, i.e. $\theta_{t} \mathbb{P}=\mathbb{P}$.

This set-up establishes a time-dependent family $\theta$ that tracks the noise, and $(\Omega, \mathscr{F}, \mathbb{P}, \theta)$ is called a metric dynamical system [64].

Now we model the parameter of the birth rate of the adults, $\beta$, as a stochastic process $\beta\left(\theta_{t} \omega\right)$, where $\theta_{t}$ is defined as above. Here is the assumption we will need later.
(A16) $\beta \in L^{1}\left(\Omega ; C\left([0, \infty) ; \mathbb{R}_{+}\right)\right)$and for each fixed $\omega \in \Omega, \beta\left(\theta_{t} \omega\right) \in\left[\beta_{m}, \beta_{M}\right]$ with $\beta_{m}>0$.
For each fixed $\omega \in \Omega$, denote by $u(a, t, \omega)$ the age density function of a population with age $a$ at time $t>0$. Once the sample point $\omega$ is fixed, $u(a, t, \omega)$ can be viewed as a classical deterministic age-structure model. According to [65], $u(a, t, \omega)$ satisfies

$$
\left\{\begin{array}{l}
\frac{\partial u(a, t, \omega)}{\partial t}+\frac{\partial u(a, t, \omega)}{\partial a}=-\mu(a) u(a, t, \omega), \text { for } t, a>0, \quad \omega \in \Omega  \tag{4.1}\\
u(0, t, \omega)=\beta\left(\theta_{t} \omega\right) h\left(\int_{0}^{\infty} \delta(a) u(t, a, \omega) \mathrm{d} a\right), \quad t \geq 0, \omega \in \Omega \\
u(a, 0, \omega)=\phi(a, \omega) \quad a \geq 0, \omega \in \Omega
\end{array}\right.
$$

Here, we also assume that the initial value is in the space of all the positive integrable functions, i.e.

$$
(\mathbf{A 1 7}) \phi(\cdot, \omega) \in L_{+}^{1}(0, \infty)
$$

Where $L_{+}^{1}(0, \infty)$ collects all of the almost everywhere non-negative integrable functions on $(0, \infty)$. Moreover, the function

$$
\text { (A18) } \mu \in L_{+, l o c}^{1}(0, \infty)
$$

is the death rate of the population. And the function

$$
\text { (A19) } \delta \in L_{+}^{\infty}(0, \infty) \cap L^{1}(0, \infty)
$$

is the probability for an individual of a certain age to be mature. Finally, $h(x)$ is the Ricker's function of the form

$$
h(x)=x e^{-x},
$$

which describe the non-linear cannibalism [66].

### 4.2 Solution to the random model

This section is devoted to investigate the existence and uniqueness of the solution to (4.1). First, the definition of solution will be given by the method of characteristic curve. Then, existence and uniqueness of the solution will be proved by the fixed point theorem.

For each fixed $\omega \in \Omega$, let

$$
\begin{equation*}
v(a, t, \omega)=e^{\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} u(a, t, \omega) . \tag{4.2}
\end{equation*}
$$

It follows directly that

$$
\begin{align*}
& \frac{\partial v}{\partial a}=\mu(a) e^{\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} u(a, t, \omega)+e^{\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \frac{\partial u}{\partial a},  \tag{4.3}\\
& \frac{\partial v}{\partial t}=e^{\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \frac{\partial u}{\partial t} \tag{4.4}
\end{align*}
$$

Adding (4.3) and (4.4) results in

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}+\frac{\partial v}{\partial a}=0, \text { for } t, a>0, \quad \omega \in \Omega  \tag{4.5}\\
v(0, t, \omega)=u(0, t, \omega), \quad t \geq 0, \omega \in \Omega \\
v(a, 0, \omega)=e^{\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \phi(a, \omega), \quad a \geq 0, \omega \in \Omega
\end{array}\right.
$$

Clearly, (4.5) can be solved as

$$
v(a, t, \omega)=\left\{\begin{array}{l}
e^{\int_{0}^{a-t} \mu(\sigma) \mathrm{d} \sigma} \phi(a-t, \omega), \quad \text { if } a \geq t  \tag{4.6}\\
u(0, t-a, \omega), \quad \text { if } 0 \leq a<t
\end{array}\right.
$$

For simplicity, denote $\Pi(a)=e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}, \forall a \in[0, \infty)$. Thus,

$$
u(a, t, \omega)=\left\{\begin{array}{l}
\frac{\Pi(a)}{\Pi(a-t)} \phi(a-t, \omega), \quad \text { if } a \geq t  \tag{4.7}\\
\Pi(a) \beta\left(\theta_{t-a} \omega\right) h\left(\int_{0}^{\infty} \delta(s) u(t-a, s, \omega) \mathrm{d} s\right), \quad \text { if } 0 \leq a<t
\end{array}\right.
$$

Here, we treat the above equation as the solution of the age-structured model.

Definition 2. A funciton $u \in L_{+}^{1}(0, \infty)$ is said to be the solution to (4.1) if it satisfies (4.7).

Remark 9. A function that satisfies the above definition is also a mild solution defined in [65].

Actually, solving for $u(a, t, \omega)$ is equivalent to know what $b_{\phi}(t, \omega)=\int_{0}^{\infty} \delta(s) u(s, t, \omega) \mathrm{d} s$ is. Moreover, $b_{\phi}(t, \omega)$ satisfies the Volterra integral equation

$$
\begin{align*}
b_{\phi}(t, \omega)= & \int_{0}^{t} \delta(s) u(s, t, \omega) \mathrm{d} s+\int_{t}^{\infty} \delta(s) u(s, t, \omega) \mathrm{d} s \\
= & \int_{0}^{t} \delta(s) \Pi(s) \beta\left(\theta_{t-s} \omega\right) h\left(\int_{0}^{\infty} \delta(\sigma) u(t-s, \sigma, \omega) \mathrm{d} \sigma\right) \mathrm{d} s \\
& +\int_{t}^{\infty} \delta(s) \frac{\Pi(a)}{\Pi(a-t)} u_{0}(a-t, \omega) \mathrm{d} s \\
= & \int_{0}^{t} K(s) \beta\left(\theta_{t-s} \omega\right) h\left(b_{\phi}(t-s, \omega)\right) \mathrm{d} s+g(t, \omega) \tag{4.8}
\end{align*}
$$

where $g(t, \omega):=\int_{t}^{\infty} \delta(s) \frac{\Pi(a)}{\Pi(a-t)} u_{0}(a-t, \omega) \mathrm{d} s$ and $K(a)=\delta(a) \Pi(a)$. The following theorem prove the existence and uniqueness of $b_{\phi}(t, \omega)$ in the space

$$
A_{\eta}:=\left\{f \in C[0, \infty]\left|\sup _{t \geq 0} e^{-\eta t}\right| f(t) \mid<\infty\right\}, \forall \eta>0
$$

Theorem 10. Under Assumption (A16) - (A19), for any fixed $\omega \in(\Omega, \mathscr{F}, \mathbb{P})$, there is a unique solution to the equation (4.8) in $A_{\eta}$, where $\eta>0$ satisfies $\beta_{M}\|h\|_{L i p} \int_{0}^{\infty} e^{-\eta s} K(s) \mathrm{d} s<1$.

Proof. For any $f \in A_{\eta}$, we define $T: A_{\eta} \rightarrow A_{\eta}$ as

$$
\begin{aligned}
T(f)(t, w) & =g(t, \omega)+\int_{0}^{t} \beta\left(\theta_{t-a} \omega\right) \delta(a) \Pi(a) h(f(t-a, \omega)) \mathrm{d} a \\
& =g(t, \omega)+\int_{0}^{t} \delta(t-a) \Pi(t-a) \beta\left(\theta_{a} \omega\right) h(f(a, \omega)) \mathrm{d} a \\
& =g(t, \omega)+\int_{0}^{t} K(t-a) \beta\left(\theta_{a} \omega\right) h(f(a, \omega)) \mathrm{d} a \\
& =g(t, \omega)+K *(\beta h(f))(t, w) .
\end{aligned}
$$

Then, we verify that $T$ is a contraction mapping on $A_{\eta}$. For any $f_{1}, f_{2}$ in $A_{\eta}$ and any $t \geq 0$,

$$
\begin{aligned}
\left|e^{-\eta t} T\left(f_{1}\right)(t)-e^{-\eta t} T\left(f_{2}\right)(t)\right| & =e^{-\eta t}\left|K *\left(\beta h\left(f_{1}\right)\right)(t, \omega)-K *\left(\beta h\left(f_{2}\right)\right)(t, w)\right| \\
& \leq \int_{0}^{t} e^{-\eta(t-a)} K(t-a) e^{-\eta a}\left|\beta\left(\theta_{a} \omega\right) \| h\left(f_{1}(a)\right)-h\left(f_{2}(a)\right)\right| \mathrm{d} a \\
& \leq \beta_{M}\|h\|_{L i p}\left\|f_{1}-f_{2}\right\|_{A_{\eta}} \int_{0}^{t} e^{-\eta(t-a)} K(t-a) \mathrm{d} a \\
& \leq\left\|f_{1}-f_{2}\right\|_{A_{\eta}} \beta_{M}\|h\|_{L i p} \int_{0}^{\infty} e^{-\eta s} K(s) \mathrm{d} a .
\end{aligned}
$$

Then, Banach Contraction Mapping Theorem implies the equation (4.13) has a unique solution in $A_{\eta}$.

Thus, the existence and uniqueness of the solution to (4.1) is ensured by the above theorem.

### 4.3 Co-cycle property of the solution

In this section, we will show that the solution to (4.1), $u(a, t, \omega)=: U(t, \omega) \phi$, forms a random dynamical system [17] on $L_{+}^{1}(0, \infty)$, which is defined below.

Definition 3. The pair $(\theta, U)$ is called a random dynamical system on $L_{+}^{1}(0, \infty)$ if it consists of a driving dynamical system $\theta=\left\{\theta_{t}\right\}_{t \in \mathbb{R}}$ defined in Definition 1 and co-cycle mapping : $\mathbb{R}^{+} \times \Omega \times L_{+}^{1}(0, \infty) \rightarrow L_{+}^{1}(0, \infty)$ satisfying

1. initial condition: $U(0, \omega) \phi=\phi$ for $\omega \in \Omega$ and $\phi \in L_{+}^{1}(0, \infty)$,
2. co-cycle property: $U(s+t, \omega) \phi=U\left(t, \theta_{s} \omega\right) \circ U(s, \omega) \phi$, for all $t, s \geq 0, \omega \in \Omega$ and $\phi \in L_{+}^{1}(0, \infty)$,
3. measurability: $(t, \omega, \phi) \rightarrow U(t, \omega) \phi$ is measurable,
4. continuity: $\phi \rightarrow U(t, \omega) \phi$ is continuous for all $(t, \omega) \in \mathbb{R}^{+} \times \Omega$.

The following Lemma 5 and Theorem 11 will prove $U(t, \omega)$ is continuous on $L_{+}^{1}(0, \infty)$.

Lemma 5. Let $T>0$ and $\omega \in \Omega$. For any $r>0, t \in[0, T]$, if $\phi \in B(0, r) \subset L_{+}^{1}(0, \infty)$ and $\phi_{n} \xrightarrow{L^{1}(0, \infty)} \phi$, then $b_{\phi_{n}}(t, \omega) \xrightarrow{\mathbb{R}^{1}} b_{\phi}(t, \omega)$ uniformly on $[0, T]$.

Proof. For any $\varepsilon>0, \exists N \in \mathbb{N}$, such that $\forall m>N,\left\|\phi_{m}-\phi\right\|_{L^{1}(0, \infty)}<\frac{\varepsilon}{\|\delta\|_{L^{\infty}(0, \infty)}}$. It follows from (4.13) that

$$
\begin{aligned}
\left|b_{\phi_{m}}(t, \omega)-b_{\phi}(t, \omega)\right| & \leq\left|g_{\phi_{m}}(t, \omega)-g_{\phi}(t, \omega)\right|+\int_{0}^{t} K(t-a) \beta_{M}\|h\|_{L i p}\left|b_{\phi_{m}}(a, \omega)-b_{\phi}(a, \omega)\right| \mathrm{d} a, \\
\left|g_{\phi_{m}}(t, \omega)-g_{\phi}(t, \omega)\right| & \leq \int_{0}^{\infty} \frac{K(a+t)}{\Pi(a)}\left|\phi_{m}(a)-\phi(a)\right| \mathrm{d} a \leq\|\delta\|_{L^{\infty}(0, \infty)} \int_{0}^{\infty}\left|\phi_{m}(a)-\phi(a)\right| \mathrm{d} a<\varepsilon .
\end{aligned}
$$

For simplicity, we denote $B=\left|b_{\phi_{m}}(t, \omega)-b_{\phi}(t, \omega)\right|, f=\left|g_{\phi_{m}}(t, \omega)-g_{\phi}(t, \omega)\right|$ and $k(a-t)=$ $\beta_{M}\|h\|_{L i p} K(a-t)$. Then we have the equivalent inequality

$$
\begin{equation*}
B(t, \omega) \leq f(t, \omega)+\int_{0}^{t} k(t-a) B(a, \omega) \mathrm{d} a . \tag{4.9}
\end{equation*}
$$

Applying the iterated property of (4.9) gives

$$
\begin{aligned}
B(t, \omega) & \leq f(t, \omega)+\int_{0}^{t} k(t-a) f(a, \omega) \mathrm{d} a+\int_{0}^{t} k(t-a) \int_{0}^{a} k(a-v) B(v, \omega) \mathrm{d} v \mathrm{~d} a \\
& =f(t, \omega)+\int_{0}^{t} k(t-a) f(a, \omega) \mathrm{d} a+\int_{0}^{t} \int_{0}^{a} k(t-a) k(a-v) B(v, \omega) \mathrm{d} v \mathrm{~d} a \\
& =f(t, \omega)+\int_{0}^{t} k(t-a) f(a, \omega) \mathrm{d} a+\int_{0}^{t} \int_{0}^{t} \chi_{[0, a]}(v) k(t-a) k(a-v) B(v, \omega) \mathrm{d} v \mathrm{~d} a \\
& =f(t, \omega)+\int_{0}^{t} k(t-a) f(a, \omega) \mathrm{d} a+\int_{0}^{t} \int_{v}^{t} k(t-a) k(a-v) B(v, \omega) \mathrm{d} a \mathrm{~d} v .
\end{aligned}
$$

For any $0 \leq s \leq v \leq t \leq T$, by induction,

$$
k_{1}(t-s)=k(t-s), k_{n}(t-s)=\int_{s}^{t} k_{n-1}(t-v) k(v-s) \mathrm{d} v=\int_{0}^{t-s} k_{n-1}(t-s-v) k(v) \mathrm{d} v
$$

$n \geq 2$, and $n \in \mathbb{N}$.
Therefore, for each $n \geq 2$ and $n \in \mathbb{N}$, (4.9) also has the form

$$
\begin{equation*}
B(t, \omega) \leq f(t, \omega)+\int_{0}^{t} \sum_{j=1}^{n} k_{j}(t-a) f(a, \omega) \mathrm{d} a+\int_{0}^{t} k_{n+1}(t-a) B(a, \omega) \mathrm{d} a \tag{4.10}
\end{equation*}
$$

From the definition of the function $k$, we know that $\left|k_{1}\right| \leq \beta_{M}\|h\|_{L i p}\|\delta\|_{L^{\infty}(0, \infty)}=: \tilde{k}$. If we assume for any $n \geq 2$ and $n \in \mathbb{N}$,

$$
\left|k_{n}(t-s)\right| \leq \tilde{k}^{n} \frac{(t-s)^{n-1}}{(n-1)!}
$$

is true, then

$$
\begin{equation*}
\left|k_{n+1}(t-s)\right| \leq \int_{s}^{t}\left|k_{n-1}(t-v)\right| k(v-s) \mathrm{d} v \leq \frac{\tilde{k}^{n+1}}{(n-1)!} \int_{s}^{t}(t-v)^{n-1} \mathrm{~d} v=\tilde{k}^{n+1} \frac{(t-s)^{n}}{n!} \tag{4.11}
\end{equation*}
$$

Inserting (4.11) into (4.10) and letting $n \rightarrow \infty$ give us

$$
\begin{aligned}
B(t, \omega) & \leq f(t, \omega)+\int_{0}^{t} \sum_{j=1}^{\infty} k_{j}(t-a) f(a, \omega) \mathrm{d} a \\
& =f(t, \omega)+\int_{0}^{t} r(t-a) f(a, \omega) \mathrm{d} a \\
& \leq f(t, \omega)+\int_{0}^{t} \tilde{k} e^{\tilde{k} T} f(a, \omega) \mathrm{d} a \\
& \leq \varepsilon+\varepsilon C(T, \tilde{k}),
\end{aligned}
$$

where $r(t)$ is the resolvent kernel [67]. Thus, $b_{\phi_{n}}(t) \rightarrow b_{\phi}(t)$ uniformly on $[0, T]$. The proof is complete.

We will apply the uniform continuity in the following theorem.

Theorem 11. Under assumptions (A16) - (A19), for $\forall \omega \in \Omega, U(t, \omega) \phi$ is continuous from $[0, \infty) \times L_{+}^{1}(0, \infty)$ to $L_{+}^{1}(0, \infty)$.

Proof. For any $t \geq 0$ and $\phi \in L_{+}^{1}(0, \infty)$, assume $t_{n} \rightarrow t$ (W.L.O.G., $\left.t_{n} \leq t\right)$ and $\phi_{n} \xrightarrow{L^{1}(0, \infty)} \phi$.

$$
\begin{aligned}
\int_{0}^{\infty}\left|u_{\phi_{n}}\left(t_{n}, a, \omega\right)-u_{\phi}(t, a, \omega)\right| \mathrm{d} a= & \underbrace{\int_{0}^{t_{n}} \Pi(a)\left|G\left(b_{\phi_{n}}\left(t_{n}-a\right)\right)-G\left(b_{\phi}(t-a)\right)\right| \mathrm{d} a}_{I_{1}} \\
& +\underbrace{\int_{t_{n}}^{t}\left|\frac{\Pi(a) \phi_{n}\left(a-t_{n}\right)}{\Pi\left(a-t_{n}\right)}-\Pi(a) G\left(b_{\phi}(t-a)\right)\right| \mathrm{d} a}_{I_{2}} \\
& +\underbrace{\int_{t}^{\infty}\left|\frac{\Pi(a) \phi_{n}\left(a-t_{n}\right)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi(a-t)}\right| \mathrm{d} a}_{I_{3}}
\end{aligned}
$$

First, because of the boundedness of $\left\|\phi_{n}\right\|_{L^{1}(0, \infty)}$ and the continuity of $G\left(b_{\phi}\right), I_{2} \rightarrow 0$ as $n \rightarrow \infty$. Second,

$$
\begin{aligned}
I_{1} & \leq \int_{0}^{t_{n}} \beta_{M}\|h\|_{L i p}\left|b_{\phi_{n}}\left(t_{n}-a\right)-b_{\phi}(t-a)\right| \mathrm{d} a \\
& =\beta_{M}\|h\|_{L i p}(\underbrace{\int_{0}^{t_{n}}\left|b_{\phi_{n}}\left(t_{n}-a\right)-b_{\phi}\left(t_{n}-a\right)\right| \mathrm{d} a}_{1}+\underbrace{\int_{0}^{t_{n}}\left|b_{\phi}\left(t_{n}-a\right)-b_{\phi}(t-a)\right| \mathrm{d} a}_{2}) .
\end{aligned}
$$

Invoking Lemma 5 gives (1) $\rightarrow 0$ as $n \rightarrow 0$. Applying the Dominate Convergence Theorem shows (2) $\rightarrow 0$ as $n \rightarrow 0$.

Moreover,

$$
\begin{aligned}
I_{3}= & \int_{t}^{\infty}\left|\frac{\Pi(a) \phi_{n}\left(a-t_{n}\right)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi(a-t)}\right| \mathrm{d} a \\
\leq & \int_{t}^{\infty}\left|\frac{\Pi(a) \phi_{n}\left(a-t_{n}\right)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi\left(a-t_{n}\right)}\right| \mathrm{d} a+\int_{t}^{\infty}\left|\frac{\Pi(a) \phi(a-t)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi(a-t)}\right| \mathrm{d} a \\
\leq & \int_{t}^{\infty}\left|\phi_{n}\left(a-t_{n}\right)-\phi(a-t)\right| \mathrm{d} a+\int_{t}^{\infty}\left|\frac{\Pi(a) \phi(a-t)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi(a-t)}\right| \mathrm{d} a \\
\leq & \int_{t_{n}}^{\infty}\left|\phi_{n}\left(a-t_{n}\right)-\phi\left(a-t_{n}\right)\right| \mathrm{d} a+\int_{t}^{\infty}\left|\phi\left(a-t_{n}\right)-\phi(a-t)\right| \mathrm{d} a \\
& +\int_{t}^{\infty}\left|\frac{\Pi(a) \phi(a-t)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi(a-t)}\right| \mathrm{d} a \\
= & \int_{0}^{\infty}\left|\phi_{n}(a)-\phi(a)\right| \mathrm{d} a+\int_{t}^{\infty}\left|\phi\left(a-t_{n}\right)-\phi(a-t)\right| \mathrm{d} a \\
& +\int_{t}^{\infty}\left|\frac{\Pi(a) \phi(a-t)}{\Pi\left(a-t_{n}\right)}-\frac{\Pi(a) \phi(a-t)}{\Pi(a-t)}\right| \mathrm{d} a
\end{aligned}
$$

Whereby $\phi_{n} \xrightarrow{L^{1}(0, \infty)} \phi$, the $L^{1}$-norm continuity and Dominate Convergence Theorem, $I_{3} \rightarrow 0$ as $n \rightarrow \infty$.

In the following Lemma 6 and Theorem 4.15, we will verify that the solution to (4.13) satisfies the co-cycle property defined in Definition 3.

Lemma 6. For every $\omega \in \Omega, \phi \in L_{+}^{1}(0, \infty)$, and $0 \leq s, t<\infty$,

$$
b_{\phi}(t+s, \omega)=b_{U(s, \omega) \phi}\left(t, \theta_{s} \omega\right) .
$$

Proof. Method 1. For simplicity, in the following calculation, we denote $b_{U(s, \omega) \phi}\left(\cdot, \theta_{s} \omega\right)=$ $b\left(\cdot, \theta_{s} \omega\right)$.

$$
\begin{align*}
b_{U(s, \omega) \phi}\left(t, \theta_{s} \omega\right)= & g_{U(s, \omega) \phi}\left(t, \theta_{s} \omega\right)+\int_{0}^{t} K(a) \beta\left(\theta_{t-a} \circ \theta_{s} \omega\right) h\left(b\left(t-a, \theta_{s} \omega\right)\right) \mathrm{d} a \\
= & \int_{t}^{\infty} \frac{K(a)}{\Pi(a-t)} U(s, \omega) \phi(a-t) \mathrm{d} a \\
& +\int_{0}^{t} K(a) \beta\left(\theta_{t-a+s} \omega\right) h\left(b\left(t-a, \theta_{s} \omega\right)\right) \mathrm{d} a \\
= & \int_{0}^{\infty} \frac{K(a+t)}{\Pi(a)} U(s, \omega) \phi(a) \mathrm{d} a+\int_{0}^{t} K(t-a) \beta\left(\theta_{a+s} \omega\right) h\left(b\left(a, \theta_{s} \omega\right)\right) \mathrm{d} a \\
= & \int_{0}^{s} \frac{K(a+t)}{\Pi(a)} \Pi(a) \beta\left(\theta_{s-a} \omega\right) h\left(b_{\phi}(s-a, \omega)\right) \mathrm{d} a \\
& +\int_{s}^{\infty} \frac{K(a+t)}{\Pi(a)} \frac{\Pi(a)}{\Pi(a-s)} \phi(a-s) \mathrm{d} a \\
& +\int_{0}^{t} K(t-a) \beta\left(\theta_{a+s} \omega\right) h\left(b\left(a, \theta_{s} \omega\right)\right) \mathrm{d} a \\
= & \int_{0}^{s} K(a+t) \beta\left(\theta_{s-a} \omega\right) h\left(b_{\phi}(s-a, \omega)\right) \mathrm{d} a+\int_{s}^{\infty} \frac{K(a+t)}{\Pi(a-s)} \phi(a-s) \mathrm{d} a \\
& +\int_{0}^{t} K(t-a) \beta\left(\theta_{a+s} \omega\right) h\left(b\left(a, \theta_{s} \omega\right)\right) \mathrm{d} a \\
= & \int_{0}^{s} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(b_{\phi}(a, \omega)\right) \mathrm{d} a+\int_{0}^{\infty} \frac{K(a+s+t)}{\Pi(a)} \phi(a) \mathrm{d} a \\
& +\int_{s}^{s+t} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(b\left(a-s, \theta_{s} \omega\right)\right) \mathrm{d} a \\
= & g_{\phi}(s+t, \omega)+\int_{0}^{s+t} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(\tilde{b}_{\phi}(a, \omega)\right) \mathrm{d} a, \tag{4.12}
\end{align*}
$$

where

$$
\tilde{b}_{\phi}(x, w)=\left\{\begin{array}{l}
b_{\phi}(x, \omega), 0 \leq x \leq s \\
b_{U(s, \omega) \phi}\left(x-s, \theta_{s} \omega\right), s \leq x \leq s+t
\end{array}\right.
$$

Then, we verify that $\tilde{b}_{\phi}$ is a solution to

$$
\begin{equation*}
\tilde{b}_{\phi}(x, \omega)=g_{\phi}(x, \omega)+\int_{0}^{x} K(x-a) \beta\left(\theta_{a} \omega\right) h\left(\tilde{b}_{\phi}(a, \omega)\right) \mathrm{d} a, \forall x \in[0, s+t] . \tag{4.13}
\end{equation*}
$$

Clearly, (4.13) is true when $x \in[0, s]$. If $x \in[s, s+t]$, replacing $t$ with $x-s$ in (4.12) gives

$$
\begin{aligned}
\tilde{b}_{\phi}(x, w) & =b_{U(s, \omega) \phi}\left(x-s, \theta_{s} \omega\right) \\
& =g_{\phi}(x, \omega)+\int_{0}^{x} K(x-a) \beta\left(\theta_{a} \omega\right) h\left(\tilde{b}_{\phi}(a, \omega)\right) \mathrm{d} a .
\end{aligned}
$$

Since the solution to (4.13) is unique, we have for any $x \in[s, s+t]$,

$$
b_{\phi}(x, w)=\tilde{b}_{\phi}(x, w)=b_{U(s, \omega)}\left(x-s, \theta_{s} \omega\right)
$$

## Method 2.

$$
\begin{aligned}
b_{\phi}(s+t, \omega)= & g_{\phi}(s+t, \omega)+\int_{0}^{s+t} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(b_{\phi}(a, \omega)\right) \mathrm{d} a \\
= & \int_{s+t}^{\infty} \frac{K(a)}{\Pi(a-s-t)} \phi(a-s-t) \mathrm{d} a+\int_{0}^{s} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(b_{\phi}(a, \omega)\right) \mathrm{d} a \\
& +\int_{s}^{s+t} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(b_{\phi}(a, \omega)\right) \mathrm{d} a \\
= & \int_{s}^{\infty} \frac{K(a+t)}{\Pi(a)} \frac{\Pi(a)}{\Pi(a-s)} \phi(a-s) \mathrm{d} a \\
& +\int_{0}^{s} \frac{K(a+t)}{\Pi(a)} \Pi(a) \beta\left(\theta_{s-a} \omega\right) h\left(b_{\phi}(s-a, \omega)\right) \mathrm{d} a \\
& +\int_{s}^{s+t} K(s+t-a) \beta\left(\theta_{a} \omega\right) h\left(b_{\phi}(a, \omega)\right) \mathrm{d} a \\
= & \int_{0}^{\infty} \frac{K(a+t)}{\Pi(a)} U(s, \omega) \phi(a) \mathrm{d} a+\int_{0}^{t} K(t-a) \beta\left(\theta_{a+s} \omega\right) h\left(b_{\phi}(a+s, \omega)\right) \mathrm{d} a \\
= & g_{U(s, \omega) \phi}\left(t, \theta_{s} \omega\right)+\int_{0}^{t} K(t-a) \beta\left(\theta_{a} \circ \theta_{s} \omega\right) h\left(b_{\phi}(a+s, \omega)\right) \mathrm{d} a \\
= & g_{\bar{\phi}}(t, \bar{\omega})+\int_{0}^{t} K(t-a) \beta\left(\theta_{a} \bar{\omega}\right) h\left(B_{\bar{\phi}}(a, \bar{\omega})\right) \mathrm{d} a,
\end{aligned}
$$

where $\bar{\omega}:=\theta_{s} \omega, \bar{\phi}:=U(s, \omega) \phi$, and $B_{\bar{\phi}}(a, \bar{\omega}):=b_{\phi}(a+s, \omega)$. Thus, the calculations above implies

$$
\begin{equation*}
B_{\bar{\phi}}(t, \bar{\omega})=g_{\bar{\phi}}(t, \bar{\omega})+\int_{0}^{t} K(t-a) \beta\left(\theta_{a} \bar{\omega}\right) h\left(B_{\bar{\phi}}(a, \bar{\omega})\right) \mathrm{d} a . \tag{4.14}
\end{equation*}
$$

The uniqueness of the solution to (4.14) implies

$$
b_{\phi}(s+t, \omega)=B_{\bar{\phi}}(t, \bar{\omega})=b_{\bar{\phi}}(t, \bar{\omega})=b_{U(s, \omega) \phi}\left(t, \theta_{s} \omega\right) .
$$

The proof is complete.

Lemma 6 shows that $b_{\phi}$ satisfies the co-cycle property, which also implies the co-cycle property of $U(t, \omega)$ in the following theorem.

Theorem 12. For every $\omega \in \Omega$ and $0 \leq s, t<\infty$,

$$
\begin{equation*}
U(s+t, \omega) \phi=U\left(t, \theta_{s} \omega\right) \circ U(s, \omega) \phi, \forall \phi \in L_{+}^{1}(0, \infty) . \tag{4.15}
\end{equation*}
$$

Proof. First,

$$
U(s+t, \omega)=\left\{\begin{array}{l}
\Pi(a) \beta\left(\theta_{s+t-a} \omega\right) h\left(b_{\phi}(t+s-a, \omega)\right), 0 \leq a \leq s+t \\
\frac{\Pi(a)}{\Pi(a-s-t)} \phi(a-s-t), a \geq s+t
\end{array}\right.
$$

On the other hand,

$$
\begin{aligned}
U\left(t, \theta_{s} \omega\right) \circ U(s, \omega) \phi= & \left\{\begin{array}{l}
\Pi(a) \beta\left(\theta_{t-a} \circ \theta_{s} \omega\right) h\left(b_{U(s, \omega) \phi}\left(t-a, \theta_{s} \omega\right)\right), 0 \leq a \leq t, \\
\frac{\Pi(a)}{\Pi(a-t)} U(s, \omega) \phi(a-t), a \geq t .
\end{array}\right. \\
= & \left\{\begin{array}{l}
\Pi(a) \beta\left(\theta_{s+t-a} \omega\right) h\left(b_{U(s, \omega) \phi}\left(t-a, \theta_{s} \omega\right)\right), 0 \leq a \leq t, \\
\frac{\Pi(a)}{\Pi(a-t)} \Pi(a-t) \beta\left(\theta_{s+t-a} \omega\right) h\left(b_{\phi}(s+t-a, \omega)\right), t \leq a \leq s+t, \\
\frac{\Pi(a)}{\Pi(a-t)} \frac{\Pi(a-t)}{\Pi(a-s-t)} \phi(a-s-t), a \geq s+t .
\end{array}\right.
\end{aligned}
$$

Clearly, (4.15) is true when $a \geq s+t$. On the other hand, Lemma 6 says (4.15) is also true if $0 \leq a \leq s+t$.

To conclude the section, we summarize the lemmas and theorems above as
Theorem 13. Under assumptions (A16) - (A19), the solution to (4.1) defines a continuous random dynamical system [64] on $L_{+}^{1}(0, \infty)$.

### 4.4 Asymptotic behaviors of $U(t, \omega) \phi$

This section is devoted to investigate the asymptotic behaviors of the solution to the agestructured model. First, we introduce concepts that describe the long time dynamics of the solution. Then a natural decomposition of the solution to (4.1) will be applied to show a trajectory is compact in $L^{1}(0, \infty)$. Moreover, a series of lemmas will show the omega-limit set of the invariant part of the absorbing set is the attracor.

### 4.4.1 Preliminaries

we begin with a fundamental concept.

Definition 4. A family $D=\{D(\omega)\}_{\omega \in \Omega}$ of non-empty subsets of $L_{+}^{1}(0, \infty)$ is called uniformly bounded, if $\cup_{\omega \in \Omega} D(\omega)$ is a bounded set in $L_{+}^{1}(0, \infty)$.

Throughout this section, we denote $\mathscr{B}$ the universe that collects all of uniformly bounded families defined above. Then, we can define the positive invariant family below.

Definition 5. A family $D=\{D(\omega)\}_{\omega \in \Omega}$ of non-empty subsets of $L_{+}^{1}(0, \infty)$ is called positive invariant if

$$
U(t, \omega) D(\omega) \subset D\left(\theta_{t} \omega\right), \text { for all } t \geq 0, \text { and } \omega \in \Omega .
$$

Now, we can define the random pullback attractor for the universe $\mathscr{B}$.
Definition 6. Let $(\theta, U)$ be an random dynamical system on $L_{+}^{1}(0, \infty)$ and $\mathscr{B}$ be the universe of all uniformly bounded families. A family of compact sets $\mathscr{A} \in \mathscr{B}$ is said to be a random pullback attractor for $\mathscr{B}$ if

1. it is invariant: $U(t, \omega) \mathscr{A}(\omega)=\mathscr{A}\left(\theta_{t} \omega\right)$ for all $t \geq 0, \mathbb{P}$-a.s.,
2. it attracts all the families of the universe $\mathscr{B}$ in the pullback sense. i.e.,

$$
\lim _{t \rightarrow \infty} \operatorname{dist}\left(U\left(t, \theta_{-t} \omega\right) B\left(\theta_{-t} \omega\right), \mathscr{A}(\omega)\right)=0, \mathbb{P}-\text { a.s., for every } B \in \mathscr{B}
$$

$$
\text { where } \operatorname{dist}(C, D):=\sup _{c \in C}\left\{\inf _{d \in D}\left\{\|c-d\|_{L^{1}}\right\}\right\}, \text { for any } C, D \subset L_{+}^{1}(0, \infty) \text {. }
$$

The existence of a random attractor usually depends on the existence of a random pullback absorbing set which is defined below.

Definition 7. A family $K \in \mathscr{B}$ is said to be pullback absorbing for the universe $\mathscr{B}$ if for every $B \in \mathscr{B}$ and any $\omega \in \Omega$, there exists $t(B, \omega)>0$ such that

$$
U\left(t, \theta_{-t}\right) B\left(\theta_{-t} \omega\right) \subset K(\omega), \text { for all } t \geq t(B, \omega)
$$

Actually, in this work, the following construction of a omega-limit set of the absorbing set will be the random attractor. We will also apply the Kuratowski measurable of noncpmpactness [68].

Definition 8. $\alpha(A)=\inf \{d>0 \mid A$ has a finite cover of diameter $<d\}, \forall A \subset L_{+}^{1}(0, \infty)$.

We can verify that the the Kuratowski measurable of non-cpmpactness satisfies, for $A, B \subset$ $L_{+}^{1}(0, \infty)$,

1. $\alpha(A)=0$ for $A \subset L_{+}^{1}(0, \infty)$ iff $A$ is pre-compact,
2. $\alpha(A+B)=\alpha(A)+\alpha(B)$,
3. $\alpha(A \cup B)=\max (\alpha(A), \alpha(B))$,
4. $\alpha(\bar{A})=\alpha(A)$,
5. If $A_{1} \supset A_{2} \supset \cdots$ are non-empty closed set of $L_{+}^{1}(0, \infty)$ such that $\alpha\left(A_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, then $\cap_{n \geq 1} A_{n}$ is non-empty and compact.

Definition 9. Let $B=\{B(\omega)\}_{\omega \in \Omega}$ be a family of subsets of $L_{+}^{1}(0, \infty)$, the omega-limit set of $B$ is

$$
\Omega_{B}(\omega)=\cap_{T \geq 0} \overline{\bigcup_{t \geq T} U\left(t, \theta_{-t} \omega\right) B\left(\theta_{-t} \omega\right)}
$$

### 4.4.2 Existence of the random pullback attractor

Enlightened by Proposition 3.13 in [69] (page 100), since $U(t, \omega) \phi$ is defined in terms of a step function, it is intuitive to write

$$
U(t, \omega) \phi=S(t, \omega) \phi+W(t, \omega) \phi
$$

where

$$
[S(t, \omega) \phi](a)=\left\{\begin{array}{l}
0, \text { a.e. } a \in[0, t] \\
{[U(t, \omega) \phi](a), \text { a.e. } a \in(t, \infty),}
\end{array}=\left\{\begin{array}{l}
0, \text { a.e. } a \in[0, t] \\
\frac{\Pi(a)}{\Pi(a-t)} \phi(a-t), \text { a.e. } a \in(t, \infty)
\end{array}\right.\right.
$$

$[W(t, \omega) \phi](a)=\left\{\begin{array}{l}{[U(t, \omega) \phi](a), \text { a.e. } a \in[0, t]} \\ 0, \text { a.e. } a \in(t, \infty)\end{array}=\left\{\begin{array}{l}\Pi(a) \beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right), \text { a.e. } a \in[0, t] \\ 0, \text { a.e. } a \in(t, \infty) .\end{array}\right.\right.$

The following lemma verifies $S(t, \omega)$ satisfies the property (3.60) of Proposition 3.13 in [69]. We also need additional assumptions.
(A20) $\delta \in C[0, \infty)$;
(A21) $\inf _{\sigma \geq 0} \mu(\sigma)=\tilde{\mu}>0 ;$
(A22) There exists $T_{\mu} \geq 0$ such that the function $\mu$ is strictly increasing after time $T_{\mu}$, and $\lim _{t \rightarrow \infty} \mu(t)=\infty$.

Remark 10. (A22) is mentioned in [70] in the case where the death rate of the population increases drastically after a certain age.

Lemma 7. Under (A17), (A18) and (A21), there exists a function $f:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ such that for any fixed $r \geq 0, \lim _{t \rightarrow \infty} f(r, t)=0$ and $\|S(t, \omega) \phi\|_{L^{1}(0, \infty)} \leq f(r, t)$ for any $\|\phi\|_{L^{1}(0, \infty)} \leq r$, and $t \geq 0$.

Proof. Let $f(r, t)=r e^{-\tilde{\mu} t}, \forall r, t \geq 0$. For any $\|\phi\|_{L^{1}(0, \infty)} \leq r$,

$$
\begin{aligned}
\|S(t, \omega) \phi\|_{L^{1}(0, \infty)} & =\int_{t}^{\infty} \frac{\Pi(a)}{\Pi(a-t)} \phi(a-t) \mathrm{d} a \\
& =\int_{0}^{\infty} \frac{\Pi(a+t)}{\Pi(a)} \phi(a) \mathrm{d} a \\
& =\int_{0}^{\infty} e^{-\int_{a}^{a+t} \mu(\sigma) \mathrm{d} \sigma} \phi(a) \mathrm{d} a \\
& \leq e^{-\tilde{\mu} t} \int_{0}^{\infty} \phi(a) \mathrm{d} a \\
& \leq e^{-\tilde{\mu} t}\|\phi\|_{L^{1}(0, \infty)} \leq f(r, t) .
\end{aligned}
$$

In order to obtain more information of the solution to (4.1), we still need to investigate $W(t, \omega)$.

Lemma 8. Under assumptions (A16) - (A22), for any fixed $\omega \in \Omega$ and $t>0, W(t, \omega)$ maps bounded sets of $L_{+}^{1}(0, \infty)$ into pre-compact sets in $L_{+}^{1}(0, \infty)$.

Proof. Assume $A \subset L_{+}^{1}(0, \infty)$ is bounded. For any $\phi \in A$, we extend $W(t, \omega) \phi$ as

$$
[\tilde{W}(t, \omega) \phi](a)=\left\{\begin{array}{l}
\Pi(a) \beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right), \text { a.e. } a \in[0, t] \\
0, \text { a.e. } a \in(-\infty, 0) \cup(t, \infty) .
\end{array}\right.
$$

Clearly, $\tilde{W}(t, \omega) A$ is pre-compact in $L^{1}\left(\mathbb{R}^{1}\right)$ is equivalent to $W(t, \omega) A$ is pre-compact in $L_{+}^{1}(0, \infty)$.
Step 1. We prove the $\tilde{W}(t, \omega) A$ is bounded in $L_{+}^{1}(0, \infty)$. Throughout this proof, we denote $C:=\beta_{M}\|h\|_{L^{\infty}(0, \infty)}$.
For any $\phi \in A$,

$$
\begin{aligned}
\int_{\mathbb{R}^{1}}|[\tilde{W}(t, \omega) \phi](a)| \mathrm{d} a & =\int_{0}^{t} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right) \mathrm{d} a \\
& \leq C \int_{0}^{t} e^{-a \tilde{\mu}} \mathrm{~d} a=\frac{C}{\tilde{\mu}}<\infty,
\end{aligned}
$$

Step 2. Here, we prove for any $\frac{C}{\tilde{\mu}}>\varepsilon>0$ and $t>0$, there exists $T_{1}>0$ such that

$$
\|\tilde{W}(t, \omega) \phi\|_{L^{1}\left(\mathbb{R}^{1} /\left[0, T_{1}\right]\right)}<\varepsilon .
$$

Certainly, we can find $T_{1}>0$, such that for $\forall \phi \in A, t \geq T_{1}$,

$$
\begin{aligned}
\int_{T_{1}}^{t}|[\tilde{W}(t, \omega) \phi](a)| \mathrm{d} a & =\int_{T_{1}}^{t} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right) \mathrm{d} a \\
& \leq C \int_{T_{1}}^{\infty} e^{-a \tilde{\mu}} \mathrm{~d} a=\frac{C}{\tilde{\mu}} e^{-T_{1} \tilde{\mu}}<\varepsilon .
\end{aligned}
$$

In addition, for $0<t<T_{1},\|\tilde{W}(t, \omega) \phi\|_{L^{1}\left(\mathbb{R}^{1} /[0, T]\right)}=0<\varepsilon$.
Step 3. Finally, we prove for any fixed $t>0$ and $0<\tau \leq \min \{t, 1\}$

$$
\int_{\mathbb{R}^{1}}|[\tilde{W}(t, \omega) \phi](a+\tau)-[\tilde{W}(t, \omega) \phi](a)| \mathrm{d} a \rightarrow 0
$$

uniformly for $\phi \in A$.

$$
\begin{aligned}
& \int_{\mathbb{R}^{1}}|[\tilde{W}(t, \omega) \phi](a+\tau)-[\tilde{W}(t, \omega) \phi](a)| \mathrm{d} a \\
= & \int_{-\tau}^{0}|[W(t, \omega) \phi](a+\tau)| \mathrm{d} a+\int_{0}^{t-\tau}|[W(t, \omega) \phi](a+\tau)-[W(t, \omega) \phi](a)| \mathrm{d} a \\
& +\int_{t-\tau}^{t}|[W(t, \omega) \phi](a)| \mathrm{d} a .
\end{aligned}
$$

Then, we deal with those three integrals one by one.

$$
\begin{aligned}
\int_{-\tau}^{0}|[W(t, \omega) \phi](a+\tau)| \mathrm{d} a & =\int_{-\tau}^{0} e^{-\int_{0}^{a+\tau} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right) \mathrm{d} a \\
& \leq C \int_{-\tau}^{0} e^{-(a+\tau) \tilde{\mu}} \mathrm{d} a \\
& =C \int_{0}^{\tau} e^{-a \tilde{\mu}} \mathrm{~d} a \rightarrow 0
\end{aligned}
$$

uniformly for $\phi \in A$ as $\tau \rightarrow 0$. Similarly,

$$
\begin{aligned}
\int_{t-\tau}^{t}|[W(t, \omega) \phi](a)| \mathrm{d} a & =\int_{t-\tau}^{t} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right) \mathrm{d} a \\
& \leq C \int_{t-\tau}^{t} e^{-a \tilde{\mu}} \mathrm{~d} a \rightarrow 0
\end{aligned}
$$

uniformly for $\phi \in A$ as $\tau \rightarrow 0$.

$$
\begin{align*}
& \int_{0}^{t-\tau}|[W(t, \omega) \phi](a+\tau)-[W(t, \omega) \phi](a)| \mathrm{d} a \\
= & \int_{0}^{t-\tau} \mid e^{-\int_{0}^{a+\tau} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right) \\
& -e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right) \mid \mathrm{d} a \\
\leq & \int_{0}^{t-\tau}\left|e^{-\int_{0}^{a+\tau} \mu(\sigma) \mathrm{d} \sigma}-e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}\right| \beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right) \mathrm{d} a \\
& +\int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \mid \beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right) \\
& -\beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right) \mid \mathrm{d} a \\
\leq & C \int_{0}^{\infty}\left|e^{-\int_{0}^{a+\tau} \mu(\sigma) \mathrm{d} \sigma}-e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}\right| \mathrm{d} a \\
& +\int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \mid \beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right) \\
& -\beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right) \mid \mathrm{d} a \tag{4.16}
\end{align*}
$$

It follows from (4.16) that

$$
\begin{align*}
& \int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}\left|\beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right)-\beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right)\right| \mathrm{d} a \\
\leq & \int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}\left|\beta\left(\theta_{t-a-\tau} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right)-\beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right)\right| \mathrm{d} a \\
& +\int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}\left|\beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a-\tau, \omega)\right)-\beta\left(\theta_{t-a} \omega\right) h\left(b_{\phi}(t-a, \omega)\right)\right| \mathrm{d} a \\
\leq & \int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma}\left|\beta\left(\theta_{t-a-\tau} \omega\right)-\beta\left(\theta_{t-a} \omega\right)\right| h\left(b_{\phi}(t-a-\tau, \omega)\right) \mathrm{d} a  \tag{4.17}\\
& +\int_{0}^{t-\tau} e^{-\int_{0}^{a} \mu(\sigma) \mathrm{d} \sigma} \beta\left(\theta_{t-a} \omega\right)\left|h\left(b_{\phi}(t-a-\tau, \omega)\right)-h\left(b_{\phi}(t-a, \omega)\right)\right| \mathrm{d} a \tag{4.18}
\end{align*}
$$

The continuity of $\beta\left(\theta_{t} \omega\right)$ implies (4.17) converges to 0 uniformly for $\phi \in A$ as $\tau \rightarrow 0$. Besides, according to the dominate convergence theorem we verify that for each fixed $0<a<t-\tau$,
$\left|h\left(b_{\phi}(t-a-\tau, \omega)\right)-h\left(b_{\phi}(t-a, \omega)\right)\right| \rightarrow 0$ uniformly as $\tau \rightarrow 0$ in the following estimation.

$$
\begin{align*}
& \left|h\left(b_{\phi}(t-a-\tau, \omega)\right)-h\left(b_{\phi}(t-a, \omega)\right)\right| \\
\leq & \|h\|_{L i p} \mid \int_{0}^{\infty} \delta(s+t-a-\tau) e^{-\int_{s}^{s t-a-\tau} \mu(\sigma) \mathrm{d} \sigma} \phi(s) \mathrm{d} s \\
& -\int_{0}^{\infty} \delta(s+t-a) e^{-\int_{s}^{s+t-a} \mu(\sigma) \mathrm{d} \sigma} \phi(s) \mathrm{d} s \mid  \tag{4.19}\\
& +\|h\|_{L i p} \mid \int_{0}^{t-a-\tau} K(t-a-\tau-s) \beta\left(\theta_{s} \omega\right) h\left(b_{\phi}(s, \omega)\right) \mathrm{d} s \\
& -\int_{0}^{t-a} K(t-a-s) \beta\left(\theta_{s} \omega\right) h\left(b_{\phi}(s, \omega)\right) \mathrm{d} s \mid \tag{4.20}
\end{align*}
$$

On one hand,
(4.19) $\leq\|h\|_{L i p} \int_{0}^{\infty}\left|\delta(s+t-a-\tau) e^{-\int_{s}^{s+t-a-\tau} \mu(\sigma) \mathrm{d} \sigma}-\delta(s+t-a) e^{-\int_{s}^{s+t-a} \mu(\sigma) \mathrm{d} \sigma}\right| \phi(s) \mathrm{d} s$

$$
\begin{equation*}
\leq\|h\|_{L i p} \int_{0}^{\infty}|\delta(s+t-a-\tau)-\delta(s+t-a)| e^{-\int_{s}^{s+t-a-\tau} \mu(\sigma) \mathrm{d} \sigma} \phi(s) \mathrm{d} s \tag{4.21}
\end{equation*}
$$

$$
\begin{equation*}
+\|h\|_{L i p} \int_{0}^{\infty} \delta(s+t-a)\left|e^{-\int_{s}^{s+t-a-\tau} \mu(\sigma) \mathrm{d} \sigma}-e^{-\int_{s}^{s+t-a} \mu(\sigma) \mathrm{d} \sigma}\right| \phi(s) \mathrm{d} s \tag{4.22}
\end{equation*}
$$

(A22) implies that for arbitrary $\varepsilon>0$, there exists $T_{2}$ such that $\mu$ is strictly increasing after $T_{2}$ and $e^{-(t-a) \mu\left(T_{2}\right)}<\varepsilon$. Therefore,

$$
\begin{align*}
(4.21) \leq & \|h\|_{L i p} \int_{0}^{T_{2}}|\delta(s+t-a-\tau)-\delta(s+t-a)| e^{-\int_{s}^{s+t-a-\tau} \mu(\sigma) \mathrm{d} \sigma} \phi(s) \mathrm{d} s  \tag{4.23}\\
& +\|h\|_{L i p} \int_{T_{2}}^{\infty}|\delta(s+t-a-\tau)-\delta(s+t-a)| e^{-\int_{s}^{s+t-a-\tau} \mu(\sigma) \mathrm{d} \sigma} \phi(s) \mathrm{d} s \tag{4.24}
\end{align*}
$$

The uniform continuity of $\boldsymbol{\delta},(\mathbf{A 2 0})$, on the finite intervals implies that (4.23) converges to 0 as $\tau \rightarrow 0$. Moreover,

$$
\begin{aligned}
\text { (4.24) } & \leq 2\|h\|_{L i p}\|\delta\|_{L^{\infty}} \int_{T_{2}}^{\infty} e^{-\int_{s}^{s+t-a-\tau} \mu(\sigma) \mathrm{d} \sigma} \phi(s) \mathrm{d} s \\
& \leq 2\|h\|_{L i p}\|\delta\|_{L^{\infty} e^{\tau} e^{-(t-a) \mu\left(T_{2}\right)}}^{\int_{T_{2}}^{\infty} \phi(s) \mathrm{d} s .}
\end{aligned}
$$

The Arbitrariness of $\varepsilon$ gives (4.24) $\rightarrow 0$ as $\tau \rightarrow 0$. With similar process, we can also prove (4.22) $\rightarrow 0$ as $\tau \rightarrow 0$. Invoking the dominate convergence theorem shows (4.22) $\rightarrow 0$ as $\tau \rightarrow 0$.

On the other hand,

$$
\begin{aligned}
(4.20) \leq & \|h\|_{L i p} \int_{0}^{t-a-\tau}|K(t-a-\tau-s)-K(t-a-s)| \beta\left(\theta_{s} \omega\right) h\left(b_{\phi}(s, \omega)\right) \mathrm{d} s \\
& +\|h\|_{L i p} \int_{t-a-\tau}^{t-a} K(t-a-s) \beta\left(\theta_{s} \omega\right) h\left(b_{\phi}(s, \omega)\right) \mathrm{d} s \\
\leq & +\|h\|_{L i p} C \int_{0}^{t-a-\tau}|K(t-a-\tau-s)-K(t-a-s)| \mathrm{d} s \\
& +\|h\|_{L i p} C \int_{t-a-\tau}^{t-a} K(t-a-s) \mathrm{d} s \\
\leq & +\|h\|_{L i p} C \int_{0}^{t-a} \chi_{[\tau, t-a](s)}|K(s-\tau)-K(s)| \mathrm{d} s \\
& +\|h\|_{L i p} C \int_{0}^{\tau} K(s) \mathrm{d} s .
\end{aligned}
$$

Those two terms converge to 0 uniformly for $\phi \in A$ as $\tau$ goes to 0 . In conclusion, for any $t>0, \tilde{W}(t, \omega) A$ is pre-compact in $L^{1}\left(\mathbb{R}^{1}\right)$, which is equivalent to $W(t, \omega) A$ is pre-compact in $L_{+}^{1}(0, \infty)$.

In addition, the proof to Lemma 7 and the first step of Lemma 8 provide us that the existence of the absorbing set.

Lemma 9. Under (A16) - (A19) and (A21) for any uniformly bound set $D \subset L_{+}^{1}(0, \infty)$, there exists $T(D) \geq 0$ such that if $t>T(D)$,

$$
U\left(t, \theta_{-t} \omega\right) D \subset B:=\left\{\phi \in L_{+}^{1}(0, \infty) \left\lvert\,\|\phi\|_{L^{1}(0, \infty)} \leq 2 \frac{\beta_{M}\|h\|_{L^{\infty}}}{\tilde{\mu}}\right.\right\} .
$$

Unfortunately, due to the closed and bounded set in $L_{+}^{1}(0, \infty)$ may not be compact, we cannot obtain the attractor directly by constructing the omega-limit set of the absorbing set. Nonetheless, the omega-limit set of invariant set defined below will be the attractor.

Let $L=\{L(\omega)\}_{\omega \in \Omega}$, where

$$
L(\omega)=\left\{\phi \in L_{+}^{1}(0, \infty) \mid U(s, \omega) \phi \in B, \forall s \geq 0\right\}, \forall \omega \in \Omega,
$$

and denote the $\varepsilon$-neighborhood of a subset $A$ of $L_{+}^{1}(0, \infty)$

$$
N(\varepsilon, A):=\left\{\phi \in L_{+}^{1}(0, \infty) \mid \inf _{f \in A}\|\phi-f\|_{L^{1}}<\varepsilon\right\}
$$

Lemma 10. Under assumptions (A16) - (A22), $L$
(1) is uniformly bounded,
(2) is positive invariant,
(3) attracts points of $L_{+}^{1}(0, \infty)$.

Proof. (1) is a direct result of Lemma 7 and Lemma 8. In fact, $L\left(\theta_{t} \omega\right) \subset \frac{3}{2} B, \forall t>0$. Then, choose an arbitrary $\phi \in L(\omega)$. we have

$$
U\left(s, \theta_{t} \omega\right) U(t, \omega) \phi=U(s+t, \omega) \phi \in B, \forall s \geq 0
$$

Thus, $U(t, \omega) L(\omega) \subset L\left(\theta_{t} \omega\right)$. (2) is verified. Finally, we prove (3) by contradiction. Because $B$ is an absorbing set, W.L.O.G., assume there exists a point $\phi_{0} \in B$ and $\varepsilon_{0}>0$ such that $U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{0} \notin N\left(\varepsilon_{0}, L(w)\right), t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, where $N\left(\varepsilon_{0}, L(w)\right)$. Let $A_{l}=\{n \geq$ $\left.l \mid U\left(t_{n}, \theta_{-t_{n}} \omega\right)\right\}, l \in \mathbb{N}^{+}$. We estimate the Kuratowski measure of non-compactness $\overline{A_{l}}$ as

$$
\alpha\left(\overline{A_{l}}\right)=\alpha\left(\overline{U\left(l, \theta_{-l} \omega\right)\left\{U\left(t_{t_{n}-l}, \theta_{-t_{n}} \omega\right) \phi_{0} \mid t_{n} \geq l\right\}}\right) \leq \alpha\left(U\left(l, \theta_{-l} \omega\right) \frac{3}{2} B\right)=\alpha\left(S(l) \frac{3}{2} B\right) .
$$

It follows from Lemma 7 that $\alpha\left(\overline{A_{l}}\right)$ converges to 0 , as $l \rightarrow \infty$. So, the omega-limit set of $\left\{U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{0}\right\}$ is non-empty and pre-compact. Suppose $U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{0} \rightarrow \phi \in B$. We also know that $\phi \notin L(\omega)$. Then, there exist $t_{0}>0$ so that $U\left(t_{0}, \omega\right) \phi \notin B$. Therefore, we can find a integer $N>l$ so that

$$
U\left(t_{n}+t_{0}, \theta_{-t_{n}} \omega\right) \phi_{0}=U\left(t_{0}, \omega\right) U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{0} \notin B, \forall n>N,
$$

which is contradict to the fact that $B$ is an absorbing set.

We will follow two steps to prove the omega-limit set of $L(\omega)$ is the attractor. First, the following lemma will show it attracts $L(\omega)$.

Lemma 11. Under assumptions (A16) - (A22), $\Omega_{L}(\omega)$
(1) is compact,
(2) is invariant,
(3) attracts $L(\omega)$.

Proof. First, we prove that $\Omega_{L}(\omega)$ is compact. Since $L(\omega)$ is positive invariant, we have for any $T>0$,

$$
\begin{aligned}
\cup_{t \geq T} U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right) & =\cup_{t \geq T} U\left(T, \theta_{-T} \omega\right) U\left(t-T, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right) \\
& =U\left(T, \theta_{-T} \omega\right) \cup_{t \geq T} U\left(t-T, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right) \\
& \subset U\left(T, \theta_{-T} \omega\right) L\left(\theta_{-T} \omega\right) .
\end{aligned}
$$

Applying Lemma 7 and Lemma 8 gives, for any $t>0$,

$$
\alpha\left(\cup_{t \geq T} U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)\right) \leq \alpha\left(U\left(T, \theta_{-T} \omega\right) L\left(\theta_{-T} \omega\right)\right)=\alpha\left(S(T) L\left(\theta_{-T} \omega\right)\right) \rightarrow 0
$$

as $T \rightarrow \infty$. Therefore,

$$
\alpha\left(\cap_{T \geq 0} \overline{\cup_{t \geq T} U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)}\right)=0,
$$

$\Omega_{L}(\omega)$ is compact.
Then, we prove (3) by contradiction. If there exists $\varepsilon_{0}>0$ and sequence $\left\{\phi_{n}\right\}$, each $\phi_{n} \in L\left(\theta_{-t_{n}} \omega\right)$, such that $U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{n} \notin N\left(\varepsilon_{0}, \Omega_{L}(\omega)\right), 0<t_{1}<t_{2}<\cdots<t_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Denote $A_{l}=\left\{U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{n} \mid t_{n} \geq l\right\}$. Whereby,

$$
\begin{aligned}
\alpha\left(\overline{A_{l}}\right) & =\alpha\left(\overline{U\left(l, \theta_{-l} \omega\right) \cup_{t_{n} \geq l} U\left(t_{t_{n}-l}, \theta_{-t_{n}} \omega\right) \phi_{n}}\right) \leq \alpha\left(\overline{U\left(l, \theta_{-l} \omega\right) L\left(\theta_{-l} \omega\right)}\right) \\
& \leq \alpha\left(U\left(l, \theta_{-l} \omega\right) B\right) \leq \alpha(S(l) B) \rightarrow 0, \text { as } l \rightarrow \infty .
\end{aligned}
$$

So, the omega-limit set of $\left\{U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{n}\right\}$ is non-empty and pre-compact. Then, W.L.O.G., there exists $y \in L_{+}^{1}(0, \infty)$ such that $U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{n} \rightarrow y$ as $n \rightarrow \infty$, which is contradict to the choice of $\left\{U\left(t_{n}, \theta_{-t_{n}} \omega\right) \phi_{n}\right\}$.

Finally, we verify $U(s, \omega) \Omega_{L}(\omega)=\Omega_{L}\left(\theta_{s} \omega\right), \forall s \geq 0$. The positive invariance of $L(\omega)$ implies that

$$
\begin{aligned}
U(s, \omega) \cap_{T \geq 0} \overline{\cup_{t \geq T} U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)} & \subset \cap_{T \geq 0} U(s, \omega) \overline{\cup_{t \geq T} U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)} \\
& \subset \cap_{T \geq 0} \overline{U(s, \omega) \cup_{t \geq T} U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)} \\
& \subset \cap_{T \geq 0} \overline{\bar{U}_{t \geq T} U(s, \omega) U\left(t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)} \\
& \subset \cap_{T \geq 0} \overline{\bar{U}_{t \geq T} U\left(s+t, \theta_{-t} \omega\right) L\left(\theta_{-t} \omega\right)} \\
& =\cap_{T \geq 0} \overline{\bar{U}_{t \geq T} U\left(s+t, \theta_{-t-s} \theta_{s} \omega\right) L\left(\theta_{-t-s} \theta_{s} \omega\right)} \\
& =\cap_{T \geq s} \overline{\cup_{t \geq T} U\left(t, \theta_{-t} \theta_{s} \omega\right) L\left(\theta_{-t} \theta_{s} \omega\right)} \\
& =\Omega_{L}\left(\theta_{s} \omega\right) .
\end{aligned}
$$

In addition, for any $\phi \in \Omega_{L}\left(\theta_{s} \omega\right)$,

$$
\begin{aligned}
\phi & =\lim _{n \rightarrow \infty} U\left(t_{n}, \theta_{-t_{n}} \theta_{s} \omega\right) \phi_{n} \\
& =U(s, \omega) \lim _{n \rightarrow \infty} U\left(t_{n}-s, \theta_{s-t_{n}} \omega\right) \phi_{n}
\end{aligned}
$$

where each $t_{n} \geq s$ and $\phi_{n} \in L\left(\theta_{s-t_{n}} \omega\right)$. Because $\Omega_{L}(\omega)$ is compact and attracts $L(\omega)$, W.L.O.G., suppose $U\left(t_{n}-s, \theta_{s-t_{n}} \omega\right) \phi_{n} \rightarrow z \in \Omega_{L}(\omega)$. Thus, $\phi=U(s, \omega) z$ which implies $\Omega_{L}\left(\theta_{s} \omega\right) \subset$ $U(s, \omega) \Omega_{L}(\omega)$.

Second, combining the fact that $L(\omega)$ attracts all of the bounded sets in $L_{+}^{1}(0, \infty)$ results in

Lemma 12. Under assumptions (A16) - (A22), $\Omega_{L}(\boldsymbol{\omega})$ attracts any uniformly bounded set of $L_{+}^{1}(0, \infty)$.

Proof. Assume $D=\{D(\omega)\}_{\omega \in \Omega}$ is an uniformly bounded set of $L_{+}^{1}(0, \infty)$. Due to Lemma 7 and Lemma 8, there exists $T(D)>0$ such that

$$
U\left(t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right) \subset B, \forall t \geq T(D)
$$

Furthermore, we have

$$
U(s, \omega) U\left(t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right)=U\left(s+t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right) \subset B, \forall s \geq 0
$$

Thus,

$$
U\left(t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right) \subset L(\omega), \forall t \geq T(D)
$$

Applying Lemma 11 shows that $\Omega_{L}(\omega)$ attracts $D$.

Finally, we conclude this section with the existence of the random pullback attractor.

Theorem 14. If the same assumptions (A16) - (A22) are satisfied, $\Omega_{L}(\omega)$ is a random pullback attractor for the random dynamical system $(\theta, U)$ generated by the solution to (4.1).
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## Appendix A

## Derivations of (3.11) and (3.12)

Throughout the derivations, terms of the following form are considered as higher order terms which can be neglected as $h \rightarrow 0$

$$
\mathbb{E}\left[\left(\rho_{i}^{h}(t)\right)^{k_{1}}\left(\gamma_{j}^{h}(t)\right)^{k_{2}}\right]=\mathbf{o}(h) \quad \text { for } k_{1}+k_{2} \geq 3, \quad i, j=1, \cdots, N .
$$

Recall the definition of the drift and diffusion coefficients (3.4) and (3.5). We should begin with the difference

$$
\begin{aligned}
X_{i}(t+h)-X_{i}(t) & =-v_{i} X_{i}(t)+\frac{\beta_{i} X_{i}(t)}{\sum_{n=1}^{N} \beta_{n} X_{n}} \sum_{n=1}^{N} v_{n} X_{n}(t) \\
& =\frac{1}{\sum_{n=1}^{N} \beta_{n} X_{n}}\left[\sum_{n=1}^{N} v_{n} X_{n} \beta_{i} X_{i}-\beta_{n} X_{n} v_{i} X_{i}\right] \\
& =\frac{\left(\sum_{n=1}^{N-1} v_{n} X_{n} \beta_{i} X_{i}-\beta_{n} X_{n} v_{i} X_{i}\right)+\left(v_{N} \beta_{i} X_{i}-\beta_{N} v_{i} X_{i}\right)\left(1-\sum_{n=1}^{N-1} X_{n}\right)}{\left(\sum_{n=1}^{N-1} \beta_{n} X_{n}\right)+\beta_{N}\left(1-\sum_{n=1}^{N-1} X_{n}\right)} \\
& =\frac{\left(\sum_{n=1}^{N-1}\left(v_{n} \beta_{i}-\beta_{n} v_{i}-v_{N} \beta_{i}+\beta_{N} v_{i}\right) X_{i} X_{n}\right)+\left(v_{N} \beta_{i} X_{i}-\beta_{N} v_{i} X_{i}\right)}{\left(\sum_{n=1}^{N-1}\left(\beta_{n}-\beta_{N}\right) X_{n}\right)+\beta_{N}} \\
& =\frac{\left(\sum_{n=1}^{N-1}\left(\frac{v_{n} \beta_{i}}{v_{i} \beta_{N}}-\frac{\beta_{n} v_{i}}{v_{i} \beta_{N}}-\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}}+\frac{\beta_{N} v_{i}}{v_{i} \beta_{N}}\right) X_{i} X_{n}\right)+\left(\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}} X_{i}-\frac{\beta_{N} v_{i}}{v_{i} \beta_{N}} X_{i}\right)}{\left[\left(\sum_{n=1}^{N-1}\left(\beta_{n}-\beta_{N}\right) X_{n}\right)+\beta_{N}\right] / v_{i} \beta_{N}} \\
& =\frac{X_{i} v_{i}\left[\left(\sum_{n=1}^{N-1}\left(\frac{v_{N} \beta_{i} \beta_{n}}{v_{i} \beta_{N}} \frac{v_{n}}{v_{N}}-\frac{\beta_{n} v_{N}}{v_{n} \beta_{N}} \frac{v_{n}}{v_{N}}-\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}}+\frac{\beta_{N} v_{i}}{v_{i} \beta_{N}}\right) X_{n}\right)+\left(\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}}-1\right)\right]}{\left(\sum_{n=1}^{N-1}\left(\frac{\beta_{n} v_{N}}{\beta_{N} v_{n}} \frac{v_{n}}{v_{N}}-1\right) X_{n}\right)+1} \\
& =\frac{R_{i}^{h}(t)}{S^{h}(t)},
\end{aligned}
$$

where,

$$
\begin{aligned}
R_{i}^{h}(t) & =X_{i} v_{i}\left[\left(\sum_{n=1}^{N-1}\left(\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}} \frac{v_{n}}{v_{N}}-\frac{\beta_{n} v_{N}}{v_{n} \beta_{N}} \frac{v_{n}}{v_{N}}-\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}}+\frac{\beta_{N} v_{i}}{v_{i} \beta_{N}}\right) X_{n}\right)+\left(\frac{v_{N} \beta_{i}}{v_{i} \beta_{N}}-1\right)\right] \\
& =X_{i} v_{i}\left[\left(\sum_{n=1}^{N-1}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{i}^{h}}-1\right)\right] \\
S^{h}(t) & =\left(\sum_{n=1}^{N-1}\left(\frac{\beta_{n} v_{N}}{\beta_{N} v_{n}} \frac{v_{n}}{v_{N}}-1\right) X_{n}\right)+1 \\
& =\left(\sum_{n=1}^{N-1}\left(e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-1\right) X_{n}\right)+1 .
\end{aligned}
$$

According to formula (3.10), we compute $\mathbb{E}\left[R_{i}^{h}(t)\right], \mathbb{E}\left[S^{h}(t)\right], \mathbb{E}\left[R_{i}^{h}(t) S^{h}(t)\right], \mathbb{E}\left[\left(R_{i}^{h}(t)\right)^{2}\right]$ and $\mathbb{E}\left[\left(S^{h}(t)\right)^{2}\right]$ as follows. Applying Taylor expansions for the exponential functions yields

$$
\begin{aligned}
\mathbb{E}\left[R_{i}^{h}(t)\right]= & \mathbb{E}\left(X_{i} v_{i}\left[\left(\sum_{n=1}^{N-1}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{i}^{h}}-1\right)\right]\right) \\
= & \mathbb{E}\left(d_{i} X_{i} e^{\gamma_{i}^{h}}\left[\left(\sum_{n=1}^{N-1}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{i}^{h}}-1\right)\right]\right) \\
= & \mathbb{E}\left(d _ { i } X _ { i } ( 1 + \gamma _ { i } ^ { h } + \frac { ( \gamma _ { i } ^ { h } ) ^ { 2 } } { 2 } ) \left[\left(\sum _ { n = 1 } ^ { N - 1 } \left(\frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\right.\right.\right.\right. \\
& \left.\left.\left.\left.\cdot\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) X_{n}\right)+\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)\right]\right)+\mathbf{o}(h) \\
= & \mathbb{E}\left(X _ { i } d _ { i } \left[\left(\sum _ { n = 1 } ^ { N - 1 } \left(\frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}+\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)\left(\rho_{i}^{h}-\rho_{n}^{h}\right)\right)\right.\right.\right.\right. \\
& \left.\left.\left.\left.-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) X_{n}\right)+\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)\right]\right) \\
& +\mathbb{E}\left(X_{i} d_{i}\left[\left(\sum_{n=1}^{N-1}\left(\frac{d_{n}}{d_{N}} \gamma_{i}^{h}\left(\rho_{i}^{h}-\rho_{n}^{h}\right)-\gamma_{i}^{h} \rho_{i}^{h}\right) X_{n}\right)+\gamma_{i}^{h} \rho_{i}^{h}\right]\right)+\mathbf{o}(h) \\
= & X_{i} d_{i}\left[\left(\sum _ { n = 1 } ^ { N - 1 } \left(\frac { d _ { n } } { d _ { N } } \left(h \mu_{i}-h \mu_{n}+\frac{h}{2} \sigma_{i}^{2}-\frac{h}{2} \sigma_{n}^{2}+h \theta_{n i}-h \theta_{n n}-h \theta_{N i}\right.\right.\right.\right. \\
& \left.\left.\left.\left.+h \theta_{N n}+h \theta_{i i}-h \theta_{i n}\right)-h \mu_{i}-\frac{h}{2} \sigma_{i}^{2}-h \theta_{i i}\right) X_{n}\right)+\left(h \mu_{i}+\frac{h}{2} \sigma_{i}^{2}+h \theta_{i i}\right)\right]+\mathbf{o}(h) \\
= & h X_{i} d_{i}\left[\left(\sum _ { n = 1 } ^ { N - 1 } \left(\frac{d_{n}}{d_{N}}\left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)\right.\right.\right. \\
& \left.\left.\left.-\mu_{i}-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right) X_{n}\right)+\left(\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right)\right]+\mathbf{o}(h) .
\end{aligned}
$$

Inserting $x_{N}=1-\sum_{n=1}^{N-1} x_{n}$ into above equation shows

$$
\begin{align*}
& \mathbb{E}\left[R_{i}^{h}(t)\right]=x_{i} d_{i}\left\{\sum_{n=1}^{N-1} x_{n} d_{n} \mathbb{E}\left[\left(1+\gamma_{i}+\gamma_{n}-\gamma_{N}\right)\left(\rho_{i}-\rho_{n}+\frac{\left(\rho_{i}-\rho_{n}\right)^{2}}{2}\right)\right]\right. \\
& \left.+d_{N} x_{N} \mathbb{E}\left[\left(1+\gamma_{i}+\frac{1}{2} \gamma_{i}^{2}\right)\left(\rho_{i}+\frac{1}{2} \rho_{i}^{2}\right)\right]\right\}+\mathbf{o}(h) \\
& =h x_{i} d_{i}\left\{\sum_{n=1}^{N-1} x_{n} d_{n}\left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\Theta_{1}\right)\right. \\
& \left.+d_{N} x_{N}\left(\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right)\right\}+\mathbf{o}(h), \tag{A.1}
\end{align*}
$$

with $\Theta_{1}=\theta_{i i}-\theta_{i n}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}$. Then, we compute the expectation of $S^{h}(t)$.

$$
\begin{aligned}
\mathbb{E}\left[S^{h}(t)\right]= & \mathbb{E}\left(\sum_{n=1}^{N-1}\left(e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-1\right) X_{n}\right)+1 \\
= & \mathbb{E}\left(\sum_{n=1}^{N-1}\left(\frac{d_{n}}{d_{N}}\left(1+\rho_{n}^{h}+\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)-1\right) X_{n}\right)+1+\mathbf{o}(h) \\
= & \mathbb{E}\left(\sum_{n=1}^{N-1}\left(\frac{d_{n}}{d_{N}}\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}+\rho_{n}^{h}+\rho_{n}^{h} \gamma_{n}^{h}-\rho_{n}^{h} \gamma_{N}^{h}+\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)-1\right) X_{n}\right) \\
& +1+\mathbf{o}(h) \\
= & 1+\sum_{n=1}^{N-1}\left(\frac{d_{n}}{d_{N}}\left(1+\frac{h}{2} \alpha_{n}^{2}+\frac{h}{2} \alpha_{N}^{2}+h \mu_{n}+h \theta_{n n}-h \theta_{N n}+\frac{h}{2} \sigma_{n}^{2}\right)-1\right) X_{n}+\mathbf{o}(h) .
\end{aligned}
$$

Moreover, following similar technical calculations as above it can be derived that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \mathbb{E}\left[\left(S^{h}(t)\right)^{k}\right]=\left(\sum_{n=1}^{N} x_{n} d_{n}\right)^{k}+\mathbf{o}(h), k=2,3,4, \cdots \tag{A.2}
\end{equation*}
$$

Inserting $x_{N}=1-\sum_{n=1}^{N-1} x_{n}$ into above equation gives

$$
\begin{align*}
\mathbb{E}\left[S^{h}(t)\right] & =d_{N} x_{N}+\sum_{n=1}^{N-1} x_{n} d_{n} \mathbb{E}\left[1+\rho_{n}+\gamma_{n}-\gamma_{N}+\frac{1}{2}\left(\rho_{n}+\gamma_{n}-\gamma_{N}\right)^{2}\right]+\mathbf{o}(h) \\
& =\sum_{n=1}^{N-1} x_{n} d_{n}\left(1+h\left(\mu_{n}+\frac{1}{2} \sigma_{n}^{2}+\frac{1}{2} \alpha_{n}^{2}+\frac{1}{2} \alpha_{N}^{2}+\theta_{n n}-\theta_{n N}\right)\right)+d_{N} x_{N}+\mathbf{o}(h) \tag{A.3}
\end{align*}
$$

Next, we calculate $\mathbb{E}\left[R_{i}^{h}(t) S^{h}(t)\right]$.

$$
\begin{aligned}
R_{i}^{h}(t) S^{h}(t)= & X_{i} d_{i}\left[\left(\sum_{n=1}^{N-1} e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}}-1\right)\right] \\
& \cdot\left[\left(\sum_{m=1}^{N-1}\left(e^{\rho_{n}^{h}} \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-1\right) X_{m}\right)+1\right] \\
= & X_{i} d_{i}\left[\left(\sum_{n=1}^{N-1} e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)\right. \\
& \cdot\left(\sum_{m=1}^{N-1}\left(e^{\rho_{n}^{h}} \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-1\right) X_{m}\right) \\
& +\left(\sum_{n=1}^{N-1} e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)(2) \\
& \left.+e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}}-1\right)\left(\sum_{m=1}^{N-1}\left(e^{\rho_{m}^{h}} \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-1\right) X_{m}\right)+e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}}-1\right)(3)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
(1)= & X_{i} d_{i}\left(\sum_{n=1}^{N-1} e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)\left(\sum_{m=1}^{N-1}\left(e^{\rho_{m}^{h}} \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-1\right) X_{m}\right) \\
= & X_{i} d_{i}\left[\sum_{n, m=1}^{N-1} X_{n} X_{m} e^{\gamma_{i}^{h}}\left(\frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right)-e^{\rho_{i}^{h}}+1\right)\left(e^{\rho_{m}^{h}} \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-1\right)\right] \\
= & X_{i} d_{i}\left[\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } ( 1 + \gamma _ { i } ^ { h } + \frac { ( \gamma _ { i } ^ { h } ) ^ { 2 } } { 2 } ) \left(\frac { d _ { n } } { d _ { N } } ( 1 + \gamma _ { n } ^ { h } - \gamma _ { N } ^ { h } + \frac { ( \gamma _ { n } ^ { h } - \gamma _ { N } ^ { h } ) ^ { 2 } } { 2 } ) \left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right.\right.\right. \\
& \left.\left.\left.-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)\left(\frac{d_{m}}{d_{N}}\left(1+\rho_{m}^{h}+\frac{\left(\rho_{m}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{m}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{m}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)-1\right)\right]+\mathbf{o}(h) \\
= & X_{i} d_{i} \sum_{n, m=1}^{N-1} X_{n} X_{m}\left[\left(\frac { d _ { n } } { d _ { N } } \left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right.\right.\right. \\
& \left.\left.+\gamma_{n}^{h} \rho_{i}^{h}-\gamma_{n}^{h} \rho_{n}^{h}-\gamma_{N}^{h} \rho_{i}^{h}+\gamma_{N}^{h} \rho_{n}^{h}+\gamma_{i}^{h} \rho_{i}^{h}-\gamma_{i}^{h} \rho_{n}^{h}\right)-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\gamma_{i}^{h} \rho_{i}^{h}\right)\left(\frac{d_{m}}{d_{N}}-1\right) \\
& +\left(\frac{d_{n}}{d_{N}} \frac{d_{m}}{d_{N}} \rho_{m}^{h}\left(\rho_{i}^{h}-\rho_{n}^{h}\right)+\frac{d_{n}}{d_{N}} \frac{d_{m}}{d_{N}}\left(\gamma_{m}^{h}-\gamma_{N}^{h}\right)\left(\rho_{i}^{h}-\rho_{n}^{h}\right)\right) \\
& \left.-\left(\frac{d_{m}}{d_{N}} \rho_{m}^{h} \rho_{i}^{h}+\frac{d_{m}}{d_{N}}\left(\gamma_{m}^{h}-\gamma_{N}^{h}\right) \rho_{i}^{h}\right)\right]+\mathbf{o}(h),
\end{aligned}
$$

$$
\text { (2) } \begin{aligned}
= & \sum_{n=1}^{N-1} e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{n}^{h}} \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n} \\
= & \sum_{n=1}^{N-1} e^{\gamma_{i}^{h}}\left(\frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right)-e^{\rho_{i}^{h}}+1\right) X_{n} \\
= & \sum_{n=1}^{N-1}\left(1+\gamma_{i}^{h}+\frac{\left(\gamma_{i}^{h}\right)^{2}}{2}\right)\left(\frac{d_{n}}{d_{N}}\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\right. \\
& \left.-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) X_{n}+\mathbf{o}(h) \\
= & \sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}+\gamma_{n}^{h} \rho_{i}^{h}-\gamma_{n}^{h} \rho_{n}^{h}-\gamma_{N}^{h} \rho_{i}^{h}+\gamma_{N}^{h} \rho_{n}^{h}+\gamma_{i}^{h} \rho_{i}^{h}-\gamma_{i}^{h} \rho_{n}^{h}\right)\right. \\
& \left.-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\gamma_{i}^{h} \rho_{i}^{h}\right)+\mathbf{o}(h)
\end{aligned}
$$

and

$$
\begin{aligned}
(3) & e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}}-1\right)\left(\sum_{m=1}^{N-1}\left(e^{\rho_{m}^{h}} \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-1\right) X_{m}\right)+e^{\gamma_{i}^{h}}\left(e^{\rho_{i}^{h}}-1\right) \\
= & \rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}+\gamma_{i}^{h} \rho_{i}^{h}+\left(1+\gamma_{i}^{h}+\frac{\left(\gamma_{i}^{h}\right)^{2}}{2}\right)\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) \sum_{m=1}^{N-1} X_{m}\left(\frac{d_{m}}{d_{N}}\left(1+\rho_{m}^{h}+\frac{\left(\rho_{m}^{h}\right)^{2}}{2}\right)\right. \\
& \left.\cdot\left(1+\gamma_{m}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{m}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)-1\right)+\mathbf{o}(h) \\
= & \rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}+\gamma_{i}^{h} \rho_{i}^{h}+\sum_{m=1}^{N-1} X_{m}\left(\frac{d_{m}}{d_{N}}\left(\rho_{i}^{h}+\rho_{i}^{h} \rho_{m}^{h}+\gamma_{m}^{h} \rho_{i}^{h}-\gamma_{N}^{h} \rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}+\gamma_{i}^{h} \rho_{i}^{h}\right)\right. \\
& \left.-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\gamma_{i}^{h} \rho_{i}^{h}\right)+\mathbf{o}(h) .
\end{aligned}
$$

Then, we calculate the expectations of (1), (2) and (3) respectively.

$$
\begin{aligned}
\mathbb{E}[1]= & X_{i} d_{i} \sum_{n, m=1}^{N-1} X_{n} X_{m}\left[( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac { d _ { n } } { d _ { N } } \left(h \mu_{i}-h \mu_{n}+\frac{h}{2} \sigma_{i}^{2}-\frac{h}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}\right.\right.\right. \\
& \left.\left.+\theta_{i i}-\theta_{i n}\right)-h \mu_{i}-\frac{h}{2} \sigma_{i}^{2}-\theta_{i i}\right) \\
& \left.+\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{m i}-\sigma_{m n}+\theta_{m i}-\theta_{m n}-\theta_{N i}+\theta_{N n}\right)-\frac{d_{m}}{d_{N}}\left(\sigma_{m i}+\theta_{m i}-\theta_{N i}\right)\right]+\mathbf{o}(h) .
\end{aligned}
$$

$$
\begin{aligned}
\mathbb{E}[(2)]= & \sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(h \mu_{i}-h \mu_{n}+h \frac{h}{2} \sigma_{i}^{2}-\frac{h}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)\right. \\
& \left.-h \mu_{i}-\frac{h}{2} \sigma_{i}^{2}-\theta_{i i}\right)+\mathbf{o}(h) .
\end{aligned}
$$

$$
\begin{aligned}
\mathbb{E}[3]= & h \mu_{i}+\frac{h}{2} \sigma_{i}^{2}+\theta_{i i}+\sum_{m=1}^{N-1} X_{m}\left(\frac{d_{m}}{d_{N}}\left(h \mu_{i}+\frac{h}{2} \sigma_{i}^{2}+h \sigma_{i m}+h \theta_{m i}-h \theta_{N i}+h \theta_{i i}\right)\right. \\
& \left.-h \mu_{i}-\frac{h}{2} \sigma_{i}^{2}-h \theta_{i i}\right) \\
= & h \mu_{i}+\frac{h}{2} \sigma_{i}^{2}+\theta_{i i}+\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(h \mu_{i}+\frac{h}{2} \sigma_{i}^{2}+h \sigma_{i n}+h \theta_{n i}-h \theta_{N i}+h \theta_{i i}\right)\right. \\
& \left.-h \mu_{i}-\frac{h}{2} \sigma_{i}^{2}-h \theta_{i i}\right)+\mathbf{o}(h) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathbb{E}\left[R_{i}^{h}(t) S^{h}(t)\right]= & \mathbb{E}[1]]+\mathbb{E}[2)]+\mathbb{E}[3] \\
= & h X_{i} d_{i}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } \left[( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac { d _ { n } } { d _ { N } } \left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}\right.\right.\right.\right. \\
& \left.\left.+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)-h \mu_{i}-\frac{h}{2} \sigma_{i}^{2}-\theta_{i i}\right) \\
& \left.+\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{m i}-\sigma_{m n}+\theta_{m i}-\theta_{m n}-\theta_{N i}+\theta_{N n}\right)-\frac{d_{m}}{d_{N}}\left(\sigma_{m i}+\theta_{m i}-\theta_{N i}\right)\right] \\
& +\sum_{n=1}^{N-1} X_{n}\left(\frac { d _ { n } } { d _ { N } } \left(2 \mu_{i}-\mu_{n}+\sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\sigma_{i n}+2 \theta_{n i}-\theta_{n n}-2 \theta_{N i}+\theta_{N n}+2 \theta_{i i}\right.\right. \\
& \left.\left.-\theta_{i n}\right)-2 \mu_{i}-\sigma_{i}^{2}-2 \theta_{i i}\right) \\
& \left.+\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right\}+\mathbf{o}(h) .
\end{aligned}
$$

In addition,

$$
\begin{aligned}
\lim _{h \rightarrow 0} \frac{\mathbb{E}\left[R_{i}^{h}(t)\right] \mathbb{E}\left[S^{h}(t)\right]}{h}= & X_{i} d_{i}\left[\left(\sum _ { n = 1 } ^ { N - 1 } \left(\frac { d _ { n } } { d _ { N } } \left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}\right.\right.\right.\right. \\
& \left.\left.\left.\left.-\mu_{i}+\theta_{i i}-\theta_{i n}\right)-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right) X_{n}\right)+\left(\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right)\right] \\
& \cdot\left(1+\sum_{m=1}^{N-1}\left(\frac{d_{m}}{d_{N}}-1\right) X_{m}\right) \\
= & X_{i} d_{i}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } ( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac { d _ { n } } { d _ { N } } \left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}\right.\right.\right. \\
& \left.\left.+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)-\mu_{i}-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right) \\
& +\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}-1\right)\left(\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right) \\
& +\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)\right. \\
& \left.-\mu_{i}-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right) \\
& \left.+\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right\} \\
= & X_{i} d_{i}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } ( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac { d _ { n } } { d _ { N } } \left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}\right.\right.\right. \\
& \left.\left.+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)-\mu_{i}-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right) \\
& +\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(2 \mu_{i}-\mu_{n}+\sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+2 \theta_{i i}-\theta_{i n}\right)\right. \\
& \left.-2 \mu_{i}-\sigma_{i}^{2}-2 \theta_{i i}\right) \\
& \left.+\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right\} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& f_{i}= \lim _{h \rightarrow 0} \frac{2 \mathbb{E}\left[R_{i}^{h}(t)\right] \mathbb{E}\left[S^{h}(t)\right]-\mathbb{E}\left[R_{i}^{h}(t) S^{h}(t)\right]}{h} \\
&= X_{i} d_{i}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } ( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac { d _ { n } } { d _ { N } } \left(2 \mu_{i}-2 \mu_{n}+\sigma_{i}^{2}-\sigma_{n}^{2}\right.\right.\right. \\
&\left.\left.+2 \theta_{n i}-2 \theta_{n n}-2 \theta_{N i}+2 \theta_{N n}+2 \theta_{i i}-2 \theta_{i n}\right)-2 \mu_{i}-\sigma_{i}^{2}-2 \theta_{i i}\right) \\
&+\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(4 \mu_{i}-2 \mu_{n}+2 \sigma_{i}^{2}-\sigma_{n}^{2}+2 \theta_{n i}-2 \theta_{n n}-2 \theta_{N i}+2 \theta_{N n}+4 \theta_{i i}-2 \theta_{i n}\right)\right. \\
&\left.-4 \mu_{i}-2 \sigma_{i}^{2}-4 \theta_{i i}\right) \\
&\left.+2 \mu_{i}+\sigma_{i}^{2}+2 \theta_{i i}\right\} \\
&-X_{i} d_{i}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } \left[( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac{d_{n}}{d_{N}}\left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)\right.\right.\right. \\
&\left.\left.-\mu_{i}-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right)+\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{m i}-\sigma_{m n}+\theta_{m i}-\theta_{m n}-\theta_{N i}+\theta_{N n}\right)-\frac{d_{m}}{d_{N}}\left(\sigma_{m i}+\theta_{m i}-\theta_{N i}\right)\right] \\
&+\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(2 \mu_{i}-\mu_{n}+\sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\sigma_{i n}+2 \theta_{n i}-\theta_{n n}-2 \theta_{N i}+\theta_{N n}+2 \theta_{i i}-\theta_{i n}\right)\right. \\
&\left.-2 \mu_{i}-\sigma_{i}^{2}-2 \theta_{i i}\right) \\
&\left.+\mu_{i}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}\right\} \\
&= X_{i} d_{i}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { n } X _ { m } \left[( \frac { d _ { m } } { d _ { N } } - 1 ) \left(\frac{d_{n}}{d_{N}}\left(\mu_{i}-\mu_{n}+\frac{1}{2} \sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}+\theta_{n i}-\theta_{n n}-\theta_{N i}+\theta_{N n}+\theta_{i i}-\theta_{i n}\right)\right.\right.\right. \\
&\left.\left.-\mu_{i}-\frac{1}{2} \sigma_{i}^{2}-\theta_{i i}\right)-\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{m i}-\sigma_{m n}+\theta_{m i}-\theta_{m n}-\theta_{N i}+\theta_{N n}\right)+\frac{d_{m}}{d_{N}}\left(\sigma_{m i}+\theta_{m i}-\theta_{N i}\right)\right] \\
&= x_{i} d_{i}\left(\mu_{i}+\frac{1}{2} \sigma_{i}^{2}-\frac{\sum_{n=1}^{N-1} d_{n} x_{n}\left(\mu_{n}+\frac{1}{2} \sigma_{n}^{2}\right)}{\sum_{n=1}^{N} d_{n} x_{n}}\right. \\
&+\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(2 \mu_{i}-\mu_{n}+\sigma_{i}^{2}-\frac{1}{2} \sigma_{n}^{2}-\sigma_{i n}-\theta_{n n}+\theta_{m n}+2 \theta_{i i}-\theta_{i n}\right)-2 \mu_{i}-\sigma_{i}^{2}-2 \theta_{i i}\right) \\
&+\mu_{i n m}+\frac{1}{2} \sigma_{i}^{2}+\theta_{i i}^{N-1} d_{n} x_{n} D_{i n}+d_{N}^{2} x_{N}^{2} \theta_{i i} \\
&\left.\theta_{n=1} d_{n} x_{n}\right)^{2}
\end{aligned},
$$

where $x_{N}=1-\sum_{n=1}^{N-1} x_{n}$ and

$$
\begin{aligned}
C_{i n m} & =\theta_{i i}-\theta_{i n}+\theta_{n i}-\theta_{n n}-\theta_{m i}+\theta_{m n}-\sigma_{m i}+\sigma_{m n} \\
D_{i n} & =2 \theta_{i i}-\theta_{i n}-\theta_{n n}+\theta_{N n}-\sigma_{n i}
\end{aligned}
$$

Our next job is to calculate the diffusion coefficients $\mathfrak{a}_{i j}$ with the help of (3.10) and (A.2). We just need to compute $\mathbb{E}\left[\left(R_{i}^{h}(t)\right)^{2}\right]$ and $\mathbb{E}\left[R_{i}^{h}(t) R_{j}^{h}(t)\right]$.

$$
\begin{aligned}
\left(R_{i}^{h}(t)\right)^{2}= & d_{i}^{2} X_{i}^{2} e^{2 \gamma_{i}^{h}}\left[\left(\sum_{n=1}^{N-1}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{i}^{h}}-1\right)\right] \\
& \cdot\left[\left(\sum_{m=1}^{N-1}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{m}^{h}}\right) \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{i}^{h}}-1\right)\right] \\
= & d_{i}^{2} X_{i}^{2} e^{2 \gamma_{i}^{h}}\left[\sum_{n, m=1}^{N-1} X_{m} X_{n}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right)\right. \\
& \cdot\left(\left(e^{\left.\left.\rho_{i}^{h}-e^{\rho_{m}^{h}}\right) \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right)}\right.\right. \\
& +2 \sum_{n=1}^{N-1} X_{n}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}}-\gamma_{N}^{h}-e^{\rho_{i}^{h}}+1\right)\left(e^{\rho_{i}^{h}}-1\right) \\
& \left.+\left(e^{\rho_{i}^{h}}-1\right)^{2}\right]+\mathbf{o}(h) \\
= & d_{i}^{2} X_{i}^{2}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { m } X _ { n } ( 1 + 2 \gamma _ { i } ^ { h } + 2 ( \gamma _ { i } ^ { h } ) ^ { 2 } ) \left[\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\right.\right. \\
& \cdot\left(\rho_{i}^{h}-\rho_{m}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{m}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\gamma_{m}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}+\gamma_{m}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right) \\
& -2 \frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right) \\
& \left.\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)+\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)^{2}\right] \\
& +2 \sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)\right. \\
& \left.\left.-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) \cdot\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)+\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)^{2}\right\}+\mathbf{o}(h) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\mathbb{E}\left[\left(R_{i}^{h}(t)\right)^{2}\right]= & h d_{i}^{2} X_{i}^{2}\left\{\sum_{n, m=1}^{N-1} X_{m} X_{n}\left[\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{i}^{2}-\sigma_{i m}-\sigma_{n i}+\sigma_{n m}\right)-2 \frac{d_{n}}{d_{N}}\left(\sigma_{i}^{2}-\sigma_{n i}\right)+\sigma_{i}^{2}\right]\right. \\
& +2 \sum_{n=1}^{N-1} X_{n}\left[\frac{d_{n}}{d_{N}}\left(\sigma_{i}^{2}-\sigma_{n i}\right)-\sigma_{i}^{2}\right] \\
& \left.+\sigma_{i}^{2}\right\}+\mathbf{o}(h) .
\end{aligned}
$$

$\mathbb{E}\left[R_{i}^{h}(t) R_{j}^{h}(t)\right]$ is calculated as follows.

$$
\begin{aligned}
& R_{i}^{h}(t) R_{j}^{h}(t)=d_{i} X_{i} d_{j} X_{j} e^{\gamma_{i}^{h}+\gamma_{j}^{h}}\left[\left(\sum_{n=1}^{N-1}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{i}^{h}}-1\right)\right] \\
& \cdot\left[\left(\sum_{m=1}^{N-1}\left(\left(e^{\rho_{j}^{h}}-e^{\rho_{m}^{h}}\right) \frac{d_{m}}{d_{N}} \gamma^{\gamma_{m}^{h}-\gamma_{N}^{h}}-e^{\rho_{j}^{h}}+1\right) X_{n}\right)+\left(e^{\rho_{j}^{h}}-1\right)\right] \\
& =d_{i} X_{i} d_{j} X_{j} e^{\gamma_{i}^{h}+\gamma_{j}^{h}}\left[\sum_{n, m=1}^{N-1} X_{m} X_{n}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{h_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right)\right. \\
& \cdot\left(\left(e^{\rho_{j}^{h}}-e^{\rho_{m}^{h}}\right) \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-e^{\rho_{j}^{h}}+1\right) \\
& +\sum_{n=1}^{N-1} X_{n}\left(\left(e^{\rho_{i}^{h}}-e^{\rho_{n}^{h}}\right) \frac{d_{n}}{d_{N}} e^{\gamma_{n}^{h}-\gamma_{N}^{h}}-e^{\rho_{i}^{h}}+1\right)\left(e^{\rho_{j}^{h}}-1\right) \\
& +\sum_{m=1}^{N-1} X_{m}\left(\left(e^{\rho_{j}^{h}}-e^{\rho_{m}^{h}}\right) \frac{d_{m}}{d_{N}} e^{\gamma_{m}^{h}-\gamma_{N}^{h}}-e^{\rho_{j}^{h}}+1\right)\left(e^{\rho_{i}^{h}}-1\right) \\
& \left.+\left(e^{\rho_{i}^{h}}-1\right)\left(e^{\rho_{j}^{h}}-1\right)\right]+\mathbf{o}(h) \\
& =d_{i} X_{i} d_{j} X_{j}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { m } X _ { n } ( 1 + \gamma _ { i } ^ { h } + \gamma _ { j } ^ { h } + \frac { ( \gamma _ { i } ^ { h } + \gamma _ { j } ^ { h } ) ^ { 2 } } { 2 } ) \left[\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\right.\right. \\
& \cdot\left(\rho_{j}^{h}-\rho_{m}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}-\frac{\left(\rho_{m}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\gamma_{m}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}+\gamma_{m}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right) \\
& -\frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)\left(\rho_{j}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}\right) \\
& -\frac{d_{m}}{d_{N}}\left(\rho_{j}^{h}-\rho_{m}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}-\frac{\left(\rho_{m}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{m}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{m}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) \\
& \left.\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right)\left(\rho_{j}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}\right)\right] \\
& +\sum_{n=1}^{N-1} X_{n}\left(\frac{d_{n}}{d_{N}}\left(\rho_{i}^{h}-\rho_{n}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}-\frac{\left(\rho_{n}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{n}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{n}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)\right. \\
& \left.-\rho_{i}^{h}-\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) \cdot\left(\rho_{j}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}\right) \\
& +\sum_{m=1}^{N-1} X_{m}\left(\frac{d_{m}}{d_{N}}\left(\rho_{j}^{h}-\rho_{m}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}-\frac{\left(\rho_{m}^{h}\right)^{2}}{2}\right)\left(1+\gamma_{m}^{h}-\gamma_{N}^{h}+\frac{\left(\gamma_{m}^{h}-\gamma_{N}^{h}\right)^{2}}{2}\right)\right. \\
& \left.-\rho_{j}^{h}-\frac{\left(\rho_{j}^{h}\right)^{2}}{2}\right) \cdot\left(\rho_{i}^{h}+\frac{\left(\rho_{i}^{h}\right)^{2}}{2}\right) \\
& \left.+\left(\rho_{j}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}\right)\left(\rho_{j}^{h}+\frac{\left(\rho_{j}^{h}\right)^{2}}{2}\right)\right\}+\mathbf{o}(h) .
\end{aligned}
$$

So,

$$
\begin{aligned}
\mathbb{E}\left[R_{i}^{h}(t) R_{j}^{h}(t)\right]= & h d_{i} X_{i} d_{j} X_{j}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { m } X _ { n } \left[\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{i j}-\sigma_{i m}-\sigma_{n j}+\sigma_{n m}\right)\right.\right. \\
& \left.-\frac{d_{n}}{d_{N}}\left(\sigma_{i j}-\sigma_{n j}\right)-\frac{d_{m}}{d_{N}}\left(\sigma_{i j}-\sigma_{m i}\right)+\sigma_{i j}\right] \\
& +\sum_{n=1}^{N-1} X_{n}\left[\frac{d_{n}}{d_{N}}\left(\sigma_{i j}-\sigma_{n j}\right)-\sigma_{i j}\right]+\sum_{m=1}^{N-1} X_{m}\left[\frac{d_{m}}{d_{N}}\left(\sigma_{i j}-\sigma_{m i}\right)-\sigma_{i j}\right] \\
& \left.+\sigma_{i j}\right\}+\mathbf{o}(h) .
\end{aligned}
$$

Observing that

$$
\begin{aligned}
& \lim _{h \rightarrow 0} \operatorname{Cov}\left[\left(R_{i}^{h}\right)^{2}(t),\left(S^{h}\right)^{2}(t)\right]=0, \\
& \lim _{h \rightarrow 0} \operatorname{Cov}\left[R_{i}^{h}(t) R_{j}^{h}(t), S^{h}(t) S_{j}^{h}(t)\right]=0 .
\end{aligned}
$$

Finally, assembling the above calculations as (3.10) yields

$$
\begin{aligned}
\mathfrak{a}_{i j}= & \frac{x_{i} x_{j} d_{i} d_{j}}{\left[\sum_{n=1}^{N-1} x_{n}\left(\frac{d_{n}}{d_{N}}-1\right)+1\right]^{2}}\left\{\sum _ { n , m = 1 } ^ { N - 1 } X _ { m } X _ { n } \left[\frac{d_{n} d_{m}}{d_{N}^{2}}\left(\sigma_{i j}-\sigma_{i m}-\sigma_{n j}+\sigma_{n m}\right)\right.\right. \\
& \left.-\frac{d_{n}}{d_{N}}\left(\sigma_{i j}-\sigma_{n j}\right)-\frac{d_{m}}{d_{N}}\left(\sigma_{i j}-\sigma_{m i}\right)+\sigma_{i j}\right] \\
& +\sum_{n=1}^{N-1} X_{n}\left[\frac{d_{n}}{d_{N}}\left(\sigma_{i j}-\sigma_{n j}\right)-\sigma_{i j}\right]+\sum_{m=1}^{N-1} X_{m}\left[\frac{d_{m}}{d_{N}}\left(\sigma_{i j}-\sigma_{m i}\right)-\sigma_{i j}\right] \\
& \left.+\sigma_{i j}\right\} \\
= & d_{i} d_{j} x_{i} x_{j}\left(\sigma_{i j}-\frac{\sum_{n=1}^{N-1} d_{n} x_{n}\left(\sigma_{i n}+\sigma_{j n}\right)}{\sum_{n=1}^{N} d_{n} x_{n}}+\frac{\sum_{n, m=1}^{N-1} d_{n} d_{m} x_{n} x_{m} \sigma_{m n}}{\left(\sum_{n=1}^{N} d_{n} x_{n}\right)^{2}}\right) .
\end{aligned}
$$

## Appendix B

Derivation of (3.29)

First, by (3.16) and (3.17),

$$
\left.\begin{array}{rl}
\frac{1}{Y_{i}} f_{i}-\frac{1}{2 Y_{i}^{2}} \mathfrak{a}_{i i}=d_{i}\{ & \mu_{i}+\frac{\sigma^{2}}{2}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}} \\
& +\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(d_{n} Y_{n}-d_{i} Y_{i}\right)\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
& +\frac{d_{N}^{2} Y_{N}^{2} \theta+d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}\right)+\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\theta-\lambda \sigma^{2}\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}
\end{array}\right\}
$$

Rearranging terms on the right hand side gives

$$
\begin{align*}
& \frac{1}{d_{i}}\left(\frac{1}{Y_{i}} f_{i}-\frac{1}{2 Y_{i}^{2}} \mathfrak{a}_{i i}\right) \\
= & \underbrace{\mu_{i}+\frac{\sigma^{2}}{2}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}}_{(\mathbf{i i i})}+\underbrace{\frac{d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}+\frac{d_{i}^{2} \sigma^{2}(1-\lambda) Y_{i}}{\sum_{n=1}^{N} d_{n} Y_{n}}}_{(\mathbf{i v})} \\
& +\mathscr{J}_{2}+\underbrace{}_{\substack{\sum_{\begin{subarray}{c}{n=1 \\
n \neq i} }}^{N-1} d_{n}^{2} Y_{n}^{2}} \\
{\substack{n-1 \\
n \neq i}}  \tag{B.1}\\
{\left((1-\lambda) d_{n} Y_{n}\right.} \\
{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \end{subarray}\left(\theta-\lambda \sigma^{2}\right) \frac{(\mathbf{v})}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}} \\
& +\mathscr{J}_{5}+\underbrace{\frac{d_{N}^{2} Y_{N}^{2} \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}-\frac{d_{i} \lambda \sigma^{2} d_{N}^{2} Y_{N}^{2}}{2\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}}_{\left(\mathbf{v i}^{2}\right)},
\end{align*}
$$

where $\mathscr{J}_{2}$ and $\mathscr{J}_{5}$ are as defined in (3.30) and (3.30), respectively.
Notice that since $d_{n} \leq 1$, then $\sum_{n=1}^{N} d_{n} Y_{n} \leq \sum_{n=1}^{N} Y_{n}=1$, and thus $\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2} \leq \sum_{n=1}^{N} d_{n} Y_{n}$. Also, recall that $Y_{n} \leq 1$ for all $n=1, \cdots, N$. The rest of the terms on the right hand side of (B.1) satisfy

$$
\begin{align*}
&(\text { iii })=\mu_{i}+\frac{\sigma^{2}}{2}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=0}^{N} d_{n} Y_{n}}-\frac{\sum_{\substack{N-1 \\
\mu_{n}<0}}^{N} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}, \\
& \leq \mu_{i}+\frac{\sigma^{2}}{2}-\frac{\sum_{\substack{n=1 \\
\mu_{n}<0}}^{N-1} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}} \leq \mathscr{J}_{1},  \tag{B.2}\\
&(\mathbf{i v}) \leq \frac{d_{i} Y_{i}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}\left(\varepsilon \theta-\sigma^{2}+d_{i} \sigma^{2}(1-\lambda)\right)=\mathscr{J}_{3},  \tag{B.3}\\
&(\mathbf{v}) \leq \frac{\sum_{n=1}^{N-1} d_{n} Y_{n}}{n \neq i}  \tag{B.4}\\
&\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}  \tag{B.5}\\
&(\mathbf{v i})=\frac{\left.d_{N}^{2}\left((1-\lambda) \sigma_{N}^{2}+(1-\varepsilon) \theta\right)+\theta-\lambda \sigma^{2}\right)=\mathscr{J}_{4},}{2\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}\left(2 \theta-d_{i} \lambda \sigma^{2}\right)=\mathscr{J}_{6},
\end{align*}
$$

where $\mathscr{J}_{1}, \mathscr{J}_{3}, \mathscr{J}_{4}$, and $\mathscr{J}_{6}$ are as defined in (3.30), (3.30), (3.30), and (3.30), respectively. Collecting (B.2)-(B.5) and inserting into (B.1) results in (3.29).

## Appendix C

## Derivation of (3.36)

First, by using (3.16) and (3.17), we have

$$
\begin{aligned}
& \frac{f_{i}}{2 \sqrt{Y_{i}}}-\frac{\mathfrak{a}_{i i}}{8 \sqrt{Y_{i}^{3}}}=\frac{d_{i}}{2} \sqrt{Y_{i}}\left\{\mu_{i}+\frac{\sigma^{2}}{2}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}\right. \\
& +\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(d_{n} Y_{n}-d_{i} Y_{i}\right)\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
& +\frac{d_{N}^{2} Y_{N}^{2} \theta+d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}\right)+\sum_{\substack{n=1 \\
n \neq i}}^{N-1} d_{n} Y_{n}\left(\theta-\lambda \sigma^{2}\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
& -\frac{d_{i} \sigma^{2}}{4}(1-\lambda)\left(1-\frac{2 Y_{i} d_{i}}{\sum_{n=1}^{N} d_{n} Y_{n}}\right) \\
& \left.-\frac{d_{i} \sigma^{2}}{4}\left(\frac{d_{N}^{2} Y_{N}^{2} \lambda}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}+(1-\lambda) \frac{\sum_{n=1}^{N-1} d_{n}^{2} Y_{n}^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}\right)\right\}
\end{aligned}
$$

Notice that the last term in the above equation is non-positive. Removing the last term and rearranging the remaining terms gives

$$
\begin{align*}
& \frac{f_{i}}{2 \sqrt{Y_{i}}}-\frac{\mathfrak{a}_{i i}}{8 \sqrt{Y_{i}^{3}}} \\
& \leq \frac{d_{i}}{2} \sqrt{Y_{i}}\{\underbrace{\mu_{i}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \mu_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}}_{\text {(vii) }}+\underbrace{\frac{\sigma^{2}}{2}-\sum_{n=1}^{N-1} \frac{d_{n} Y_{n} \sigma^{2}}{2 \sum_{n=1}^{N} d_{n} Y_{n}}+\frac{d_{N}^{2} Y_{N}^{2} \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}}_{\text {(viii) }} \\
& +\underbrace{\substack{\sum_{\begin{subarray}{c}{n=1 \\
n \neq i} }}^{N-1} d_{n}^{2} Y_{n}^{2}\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right)} \\
{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \end{subarray} \frac{\substack{\sum_{\begin{subarray}{c}{n=1 \\
n \neq i} }}^{N-1} d_{n} Y_{n}\left(\theta-\lambda \sigma^{2}\right)} \\
{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}}{} .}  \tag{C.1}\\
& \text { (ix) } \\
& +\underbrace{\frac{d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}+\frac{d_{i}^{2} \sigma^{2}}{2} \frac{(1-\lambda) Y_{i}}{\sum_{n=1}^{N} d_{n} Y_{n}}}_{(\mathbf{x})}+\mathscr{R}_{4}-\frac{d_{i} \sigma^{2}}{4}(1-\lambda)\},
\end{align*}
$$

where $\mathscr{R}_{4}$ is as defined in (3.37), and the term (x) is the same as $\mathscr{R}_{5}$ defined in (3.37).
Next, using $Y_{n} \leq 1$ for all $n$,

$$
(\mathbf{i x}) \leq \frac{\substack{\sum_{n=1}^{N-1} n \neq i}}{2} d_{n}^{2} Y_{n}\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta \sum_{\substack{n=1 \\ n \neq i}}^{N-1} d_{n} Y_{n}\left(\theta-\lambda \sigma^{2}\right)\right), \mathscr{R}_{3},
$$

where $\mathscr{R}_{3}$ is as defined in (3.37).
Now, splitting the term $-\frac{d_{i} \sigma^{2}}{4}(1-\lambda)$ into three of $-\frac{d_{i} \sigma^{2}}{12}(1-\lambda)$, then combining two of them with the terms (vii) and (viii), respectively, we have

$$
(\text { vii })-\frac{d_{i} \sigma^{2}}{12}(1-\lambda)=\mathscr{R}_{1}, \quad(\text { viii })-\frac{d_{i} \sigma^{2}}{12}(1-\lambda)=\mathscr{R}_{2},
$$

where $\mathscr{R}_{1}$ and $\mathscr{R}_{2}$ are defined as in (3.37) and (3.37), respectively.
Inserting the above estimates into (C.1) and summing over $i$ from 1 to $N-1$ then results in (3.36).

## Appendix D

Derivations of (3.39)

First, using (3.16) and (3.17) in (3.38) gives

$$
\left.\begin{array}{rl}
\mathscr{L} \mathscr{V}(\mathbf{Y})= & \sum_{i=1}^{N-1} \frac{-d_{i}}{Y_{i}^{l}}\left\{\mu_{i}+\right.
\end{array} \frac{\sigma^{2}}{2}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\mu_{n}+\frac{\sigma^{2}}{2}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}\right) ~\left(\begin{array}{l}
\frac{\sum_{n=1}^{N-1} d_{n} Y_{n}\left(d_{n} Y_{n}-d_{i} Y_{i}\right)\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
\\
+\frac{d_{N}^{2} Y_{N}^{2} \theta+d_{i} Y_{i}\left(\varepsilon \theta-\sigma^{2}\right)+\sum_{n=1}^{N-1} d_{n} Y_{n}\left(\theta-\lambda \sigma^{2}\right)}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}
\end{array}\right\}
$$

Using the facts that $d_{n}^{2} Y_{n}^{2}\left((1-\lambda) \sigma^{2}+(1-\varepsilon) \theta\right)>0$ under the first condition of Assumption (A8), and that $-d_{i} Y_{i} \sigma^{2}-\lambda \sigma^{2} \sum_{\substack{n=1 \\ n \neq i}}^{N-1} d_{n} Y_{n} \geq \sigma^{2} \sum_{n=1}^{N-1} d_{n} Y_{n}$ since $\lambda \leq 1$, and regrouping terms on the right hand side in the above equation we have

$$
\begin{aligned}
\mathscr{L} \mathscr{V}(\mathbf{Y}) \leq \sum_{i=1}^{N-1} \frac{-d_{i}}{Y_{i}^{l}}\{ & \mu_{i}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \mu_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}+\frac{d_{N} Y_{N} \frac{\sigma^{2}}{2}}{\sum_{n=1}^{N} d_{n} Y_{n}}-\frac{(t+1) d_{i} d_{N}^{2} Y_{N}^{2} \lambda \sigma^{2}}{2\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
& -\frac{\sum_{n=1}^{N-1} d_{i} Y_{i} d_{n} Y_{n}(1-\lambda) \sigma^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \sigma^{2}}{\sum_{n=1}^{N} d_{n} Y_{n}} \\
& -\frac{\sum_{n=1}^{N-1} d_{i} Y_{i} d_{n} Y_{n}(1-\varepsilon) \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}+\frac{d_{i} Y_{i} \varepsilon \theta+\sum_{n \neq i}^{N-1} d_{n} Y_{n} \theta+d_{N}^{2} Y_{N}^{2} \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
& \left.-\frac{(1-\lambda)(\imath+1) d_{i} \sigma^{2}}{2}\left(\left(1-\frac{Y_{i} d_{i}}{\sum_{n=1}^{N} d_{n} Y_{n}}\right)^{2}+\frac{\sum_{n \neq i}^{N-1} d_{n}^{2} Y_{n}^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}\right)\right\} .
\end{aligned}
$$

Noticing that

$$
\frac{d_{N}^{2} Y_{N}^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \leq \frac{d_{N} Y_{N}}{\sum_{n=1}^{N} d_{n} Y_{n}}, \quad \frac{\sum_{n \neq i}^{N-1} d_{n}^{2} Y_{n}^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \leq \frac{\left(\sum_{n \neq i}^{N-1} d_{n} Y_{n}\right)^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \leq \frac{\sum_{n \neq i}^{N-1} d_{n} Y_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}
$$

we get

$$
\begin{aligned}
\mathscr{L} \mathscr{V}(\mathbf{Y}) \leq \sum_{i=1}^{N-1} \frac{-d_{i}}{Y_{i}^{l}}\{ & \mu_{i}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \mu_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}+\underbrace{\frac{1}{2} \frac{d_{N} Y_{N} \sigma^{2}\left(1-(\boldsymbol{l}+1) d_{i}\right)}{\sum_{n=1}^{N} d_{n} Y_{n}}}_{(\mathbf{x i})} \\
& -\frac{\sum_{n=1}^{N-1} d_{i} Y_{i} d_{n} Y_{n}(1-\lambda) \sigma^{2}}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}-\frac{\sum_{n=1}^{N-1} d_{n} Y_{n} \sigma^{2}}{\sum_{n=1}^{N} d_{n} Y_{n}} \\
& -\frac{\sum_{n=1}^{N-1} d_{i} Y_{i} d_{n} Y_{n}(1-\varepsilon) \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}}+\frac{d_{i} Y_{i} \varepsilon \theta+\sum_{n \neq i}^{N-1} d_{n} Y_{n} \theta+d_{N}^{2} Y_{N}^{2} \theta}{\left(\sum_{n=1}^{N} d_{n} Y_{n}\right)^{2}} \\
& \left.-(1-\lambda)(\imath+1) d_{i} \sigma^{2} \frac{\sum_{n \neq i}^{N-1} Y_{n} d_{n}}{\sum_{n=1}^{N} d_{n} Y_{n}}\right\} .
\end{aligned}
$$

Splitting the $\frac{1}{2}$ in term (xi) into $\frac{1}{12}, \frac{1}{12}, \frac{1}{12}$ and $\frac{1}{4}$ results in (3.39).

