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Abstract

Misinformation has been long issues in the global communities because of the booming

usage of social networks, online retail platforms and so on. The wide spreading of the massive

amount of misinformation has recently become a global risk. Therefore, effective detection

methods on misinformation is required to combat bad influence. In this dissertation study, we

make the following three contributions by focusing on two types of misinformation detection,

namely, fake news detection and fake review detection.

The first contribution of this study is the fake news engagement and propagation path

framework or FNEPP, in which we devise a novel fake news detection technique from a social-

context perspective. The widespread fake news on social media has boosted the demand

for reliable fake news detection techniques. Such dissemination of fake news can influence

public opinions, allowing unscrupulous parties to control the outcomes of public events such

as elections. More recently, a growing number of methods for detecting fake news have

been proposed. Most of these approaches, however, have significant limitations in terms

of timely detection of fake news. To facilitate early detection of fake news, we propose

FNEPP - a unique framework that explicitly combines multiple social context perspectives

like news contents, user engagements, user characteristics, and the news propagation path.

The FNEPP framework orchestrates two collaborative modules - the engagement module

and the propagation path module - as composite features. The engagement module captures

news contents and user engagements, whereas the propagation path module learns global

and local patterns of user characteristics and news dissemination patterns. The experimental

results driven by the two real-world datasets demonstrate the effectiveness and efficiency of

the proposed FNEPP framework.
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The second contribution of the dissertation lies in an emotion-aware fake review de-

tection framework. Customers are increasingly relying on product reviews when making

purchasing decisions. Fake reviews, on the other hand, obstruct the value of online reviews.

Thus, automatic fake review detection is required. Previous research devoted most efforts

on examining linguistic features, user behavior features, and other auxiliary features in fake

review detection. Unfortunately, emotion aspects conveying in the reviews haven’t yet been

well explored. After delving in the effective emotion representations mined from review text,

we design and implement the emotion-aware fake review detection framework anchored on

ensemble learning. The empirical study on the two real-world datasets confirms our model’s

performance on fake review detection. To investigate how people perceive fake and real

reviews differently in terms of emotion aspects, we prepare 200 real product reviews and

200 fake reviews, and random assign 20 reviews to each participant to determine the level

of authenticity, credibility, and believability based on 1 - 100 scale. The results from an

LIWC-22 emotion analysis intuitively demonstrate people’s perception on fake reviews from

the aspect of emotions.

The last contribution of the dissertation study is a two-tier text network analysis frame-

work. As the global COVID-19 pandemic boosted the demand of online shopping, the

number of online reviews increased dramatically on online shopping platforms. More often

than not, customers have the tendency of referring to the product reviews before making

buying decisions when products are not physically presented. Fake reviews are designed to

influence buyers’ purchasing decisions. Existing research devoted their efforts on designing

automatic fake review detection systems; however, a text network analysis on fake reviews

is missing. To close this technological gap, we construct a two-tier text network analysis

framework guiding the investigation of the network-level characteristics and text character-

istics of fake reviews. We conduct the extensive experiments driven by the Amazon product

review dataset using Gephi. We unfold key findings on guiding the design of next-generation

fake-review detection systems.
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Chapter 1

Introduction

1.1 Motivation of Social-Context Based Fake News Detection

Nowadays, people prefer searching and consuming news via social media platforms rather

than traditional news venues. According to a Pew Research Center survey conducted between

August 31 and September 7, 2020, slightly over half of U.S. adults (53%) claim they read

news from social media ”often” or ”sometimes”.1 Social media, of course, is a double-edged

sword in terms of news consumption and distribution. Generally speaking, the quality of

news written on social media is not on par with that of news published through traditional

sources. Massive amounts of fake news as well as purposefully misleading information are

crafted online for a variety of reasons, including financial and political benefits [1, 33].

Growing evidence indicate that fake news can impose negative impacts on both indi-

viduals and society. First of all, individuals may be duped by fake news and adopt wrong

opinions [70, 74]. Second, fake news is intended to potentially alter people’s reactions to

legitimate news. Third, widespread dissemination of fake news has a potential to undermine

the entire news ecosystem’s credibility. As a result, it is crucial and demanding to swiftly

identify fake news on social media. Fake news is purposefully designed to deceive readers

and; therefore, it is non-trivial to detect fake news solely by scanning news content. In fact,

concentrating on news content published on on social media becomes inadequate because

news does not exist independently in the form of articles [81]. In order to develop effec-

tive and accurate fake news detection systems, we advocate for a diversity of supplementary

information gleaned from social media to facilitate fake-news detection.

1https://www.journalism.org/2021/01/12/news-use-across-social-media-platforms-in-2020/
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A typical news propagation pattern is shown in Figure 1.1. To fully characterize the

news ecosystem on social media, we propose to model fake news from four perspectives

captures from social media data. The most intrinsic characteristic is the text of news arti-

cles. Content-based approaches (1) either determine if a news title coheres with its news or

(2) measure quality of the writings. Efforts in automating text assessment have advanced

machine learning algorithms that categorize news content as legitimate or fake based on

hand-crafted and data-specific textual properties [21, 24, 51, 57, 58, 84]. The development

of these cutting-edge detection schemes is challenging because the linguistic properties of

fake news are still not fully unraveled. Furthermore, various types of fake news, topics, and

media platforms have distinctive linguistic properties.

The second driving force behind this study is the user engagements that reflect responses

from news engaged users on social media. According to specialists, fake news frequently

contains biased and aggressive language that is designed to construct clickbaits or cause

confusions [8, 83]. The New York Times, for example, reported individuals benefiting from

the publication of online fake news; the more provocative, a higher response will result in

bigger financial benefit [55].

The third aspect motivating our research lies in user characteristics. Spreaders of fake

news can post misleading comments as fake news propagate. In comparison to user com-

ments, user characteristics require strenuous effort to manipulate. Efforts in fake news

detection by utilizing a series of user characteristics have been investigated in a handful of

studies [6, 109, 93]. One notable weakness of those techniques is the lack of consideration

of the most significant types of characteristic to detect fake news and whether or not one or

more features are unavailable or insufficient in the early period of news dissemination impact

the efficacy of these techniques.

The final intriguing aspect is the news dissemination path. A recent study suggests that

fake news propagates differently from real news even at the early stages of spreading [120].

2
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...

...

News Publishers Engaged social media users 

Figure 1.1: A Typical News Propagation Pattern on Social Media
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Fake news propagates significantly further, faster, deeper, and broader than real news in var-

ious categories of information [102]. Thus, news dissemination patterns are valuable features

in discerning fake news from legitimate ones. Recent research has studied characteristics

taken from propagation paths or networks utilizing temporal-structure to detect false news

(see, for example, [28, 107, 53, 34]). At an early stage of news propagation, however, these

temporal-structural aspects are typically missing or inadequate.

An overarching goal of this study is to devise a generic and robust system to detect fake

news posted on social media. Our work focuses on improving fake news detection systems

for social media. Our novel technique is centered around modeling the four social-context

perspectives of fake news, namely, fake news content, user engagements, user characteristics,

and news propagation path. We frame two collaborative modules, the engagement module

and the propagation path module, to accommodate the four social-context characteristics.

The engagement module is designed as a Recurrent Neural Network (RNN), which takes

in representations of news content and user engagement information. We construct the

propagation path module as two cooperative Neural Networks (RNN and CNN), which

receive user characteristics features and propagation path information. The two modules are

integrated to optimize the fake news detection task jointly.

Experiments on two real-world datasets reveal that the FNEPP framework outperforms

the existing models in terms of accuracy and other evaluation metrics thanks to concurrently

modeling the four social-context perspectives of fake news. The results of early fake news

detection also demonstrate that the proposed FNEPP framework has the advantage of ac-

curately detecting fake news in the early stage of its dissemination.

In a nutshell, we offer the following three major contributions in this study

(1) We present a principled way for concurrently modeling the four perspectives of fake

news posted on social media.

(2) We offer a unique framework FNEPP that seamlessly integrates the four charac-

teristics of fake news ecosystems within two collaborative modules.

4



(3) The experiments driven by two real-world datasets confirm FNEPP ’s effectiveness

and efficiency while retaining the benefit of early detection of fake news.

1.2 Motivation of Emotion-Aware Fake Review Detection Framework

Online product reviews are crucial and inescapable aspects of the online business, since

customers’ buying decisions are significantly influenced by online reviews of products and

services. According to the report from Spiegel Research Center, slightly over 90% of con-

sumers turn to online reviews for suggestions before making purchases. As online shopping

develops in popularity, fake online reviews appear almost everywhere in major online re-

tailors, such as Amazon and eBay. A recent review transparency report from TripAdviosr

stated that more than one million online reviews on the TripAdvisor website were detected

to be fraudulent in 2018 [99]. Such predominance of fake reviews breaks the rules of the

online business environment and misguide consumers when it comes to making purchasing

decisions.

The example of demonstrating the harm and severeness of fake online reviews in online

market is not unusual. Agencies, such as Federal Trade Commission (FTC), have been

making huge efforts in identifying and reporting fake reviews cases within online marketing to

protect consumers. The Federal Trade Commission (FTC) has issued warnings to hundreds

of businesses regarding fake reviews and other misleading endorsements. For example, the

Texas-based company, founded by CEO Sunday Riley, posted fake reviews on Sephora from

2015 to 2017, aiming to promote their products 2. In 2018, one of China’s most well-

known tourism recommendation platforms, Mafengwo.com, was sued for generating fake

reviews, which includes behaviors such as replicating reviews from competitors. The site

later admitted to being implicated in the fake reviews problem. Recently, Amazon has filed

a lawsuit against ’Fake Review Brokers,’ who attempted to profit from the generation of fake

2https://www.cnn.com/2019/10/22/us/sunday-riley-fake-reviews-trnd/index.html
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and deceptive customer reviews. Fake reviews and other forms of deceptive endorsements

cheat consumers and undercut honest businesses.

As government agencies devote their efforts in identifying and reporting the fake reviews

regarding online businesses, academic researchers and industry engineers have been develop-

ing robust auto-detection systems of fake online reviews. Over the last decade, significant

advancements in the automated detection of fake reviews have been developed because of

the major progress in natural language processing. Most developed fake review detection

methods fall into two categories: supervised machine learning methods and unsupervised

machine learning methods. Supervised machine learning type of fake review detection meth-

ods require a corpus of reviews (labelled with real or fake) is typically used for training

and testing purposes. Linguistic features and behavioral features are commonly included

in these methods [41, 56, 32, 31, 118, 43]. Owing to the fact that correctly labeled fake

review datasets are extremely expensive to create, researchers have developed unsupervised

machine learning models to identify fake reviews [36, 89, 16, 69, 40, 106, 44].

Previous research devoted most efforts on examining the linguistic features, user be-

havior features, and other auxiliary features in fake review detection. However, emotion

aspects conveying in the reviews haven’t yet been well explored. In marketing literature,

brands and merchandises tend to utilize the emotion appeal to interest potential customers.

Similar strategies are often adopted in fake product reviews. Evidence have shown that fake

product reviews attempt to achieve the fake reviewers’ objectives by evoking strong emo-

tional feelings (fear, anger, passion, etc) rather than by a rational appeal. This could happen

when two competitive merchandises hired people to write fake reviews against each other

or write highly activated emotional fake reviews to exaggerate their products. Therefore, it

is crucial to carefully examine how emotion aspects benefits the fake review detection task.

Another interesting question we address in this paper is how people perceive fake and real

reviews differently in terms of emotion aspects. Results will highlight the key factors of why
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people believe in fake review in terms of emotion, and inspire making guidelines to avoid

fake reviews.

We first systematically review the existing fake review detection methodologies and emo-

tion models in the Section 2.3, 2.4, and 2.5. In Chapter 4, we first introduce the emotion

representations of the text information of reviews inspired by the emotion models from three

perspectives: emotion distribution, emotion intensity, and emotion dimensionality. We then

demonstrate how these representations can be integrated into an emotion-aware fake review

detection framework to help improve the performance of fake review detection. Next, we

conducted experiments on two real-world fake review datasets, and made comparisons with

state-of-the-art end-to-end fake review detection models. The results reveal the advantage

of our emotion-aware fake review detection model in terms of accuracy and other evaluation

metrics. Finally, we conducted a series of experiments on investigating how people perceive

reviews in terms of emotions. Based on our findings, we provided guidelines and suggestions

for combating fake product reviews.

1.3 Motivation of the Two-Tier Text Network Analysis Framework

Opinions are indeed a fundamental characteristic of humans: through fast growing

technologies of Internet, people all over the world have much more access to other people’s

opinions including product reviews. Online merchandises, including Amazon and eBay, en-

courage buyers to post their genuine reviews of products recently purchased. These online

shopping platforms promote the exchange of reviews and in turn increase public confidence

in product reviews. On the flip side, competitions also comes into the picture; malicious

merchandises will posit bad competitions by:

1) posting fake reviews by defaming the products or services of their competitors.

2) adding fake reviews by exaggerating the benefits and advantages of their products

or services.
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Fake reviews, also known as spammers, can cause severe problems, including financial

issues of the merchandises. Additionally, businesses may lose their customers if fake reviews

possess an unfair edge to their competitors. A large variety of news source reported the

manipulative use of fake reviews. Samsung, for example, once hired fake review writers to

post fake negative usage experience of HTC smartphones so as to defame the brand of HTC

3.

As the global COVID-19 pandemic boosted the demand of online shopping, the number

of online reviews dramatically soars on online shopping platforms. Also, people have the

tendency of referring to product reviews more often when making buying decisions because

products are not often reachable. This situation raises higher chances for online shoppers to

deal with fake reviews. By and large, two types of fake reviews appear often based on the

sentiments of fake reviews.

1) Fake positive reviews, which usually exaggerate the good sides of products, aim to

deceive buyers to buy the recommended products in the reviews. The goal of fake

positive reviews is to boost product sales.

2) Fake negative reviews, which typically provide wrongly negative feedback of prod-

ucts, aim to persuade buyers to stay away from buying products.

Governments have produced significant efforts in reporting and preventing the genera-

tion of fake reviews, and the demonstration of the harm and severity of fake online reviews in

the online businesses is not uncommon. To safeguard customers, agencies such as the Federal

Trade Commission (FTC) have made tremendous efforts to uncover and disclose examples of

fake reviews in online marketing. Hundreds of businesses have been warned by the Federal

Trade Commission (FTC) about posting fake reviews and other deceptive recommendations.

For instance, in order to market their products, the Texas-based company formed by CEO

3https://abcnews.go.com/Technology/samsung-fined-paying-people-criticize-htcs-
products/story?id=20671547
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Sunday Riley posted fake reviews on Sephora from 2015 to 2017 4. In 2018, one of China’s

most well-known tourism recommendation platforms, Mafengwo.com, one of China’s most

well-known tourism recommendation platforms, was charged in 2018 for manufacturing fake

evaluations, including activities such as copying recommendations from rivals. The site later

admitted to being implicated in the fake reviews problem. More recently, Amazon has re-

cently filed a federal lawsuit against ”Fake Review Brokers”, who attempted to benefit from

the creation of fake customer reviews.

In the academia, researchers devoted their efforts in designing automatic fake review

detection systems to identify the fake reviews in timely manner. The majority of devel-

oped approaches to detecting fake reviews are classified into two groups: supervised ma-

chine learning methods [41, 56, 32, 31, 118, 43] and unsupervised machine learning meth-

ods [36, 89, 16, 69, 40, 106, 44]. Typically, supervised machine learning-based methods, which

require labelled reviews for training and testing reasons, commonly examine the linguistic

and behavioral characteristics. Researchers also proposed unsupervised machine learning

models to identify fake reviews due to the high cost of creating correctly labeled fake review

datasets.

As sophisticated detection methods have been devised to combat fake reviews, the text

network analysis on fake reviews are missing from the radar. From the text network analysis

perspectives, one may quantify and differ the network properties of fake and real reviews,

which present crucial insights for the design and development of fake-review detection sys-

tems. Certain distinctive features observed from text network analysis can in turn benefit

the development of such systems. One main property of networks is community: a network

may include several communities with tightly connected nodes within each community. By

examining the communities with each network graph, we are capable of grouping nodes with

similar characteristics and examine the similarities within each community. In the example

4https://www.cnn.com/2019/10/22/us/sunday-riley-fake-reviews-trnd/index.html
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of fake reviews, semantic features such as topic modeling, can be observed within each com-

munity, thereby making it possible to obtain good understanding of communities amid the

detection of fake reviews.

In this part of the dissertation research, we first systematically review the existing fake

review detection methodologies in the Section 2.4. The existing community detection algo-

rithms are presented in Section 2.6. In Chapter 5, we introduce the text network analysis

approaches, followed by the design of the two-tier text network analysis framework. Sec-

ondly, we conduct two-tier text network analysis on an Amazon dataset. The tier-1 analysis

compares the network level characteristics between fake product reviews and real product

reviews. The tier-2 analysis is in charge of comparing text characteristics of latent com-

munities of fake-review networks and real-review networks. Per our findings, we provide

distinctiveness features to help design the next-generation fake review detection systems.

1.4 Contributions of the Dissertation Research

This dissertation mainly focuses on understanding and combating the misinformation

using natural language processing techniques. We investigated two types of misinformation,

namely, fake news and fake reviews. For combating fake news, we proposed a social-context

based fake news detection framework (FNEPP) that seamlessly combines four character-

istics available in social context information. In terms of fake reviews, we cut from the

angle of emotion analysis. We proposed an emotion-aware fake review detection framework

(EmoAware), which utilizes the power of ensemble learning. Our third contribution is to

explore the properties of real and fake reviews through the lens of network analysis. We

examine the network properties that are embedded within the reviews. Network analytic

characteristics of product fake and real reviews can provide unique insights into the structural

makeup and link properties of important topics within the entire corpus.

Our organization of this section is as follows.
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(1) Section 1.4.1 summarizes the contributions of our proposed fake news engagement

and propagation path (FNEPP) framework from theoretical and experimental aspects.

(2) We first provide the motivation of our proposed EmoAware framework in Sec-

tion 1.4.2. Next, we summarize the contribution of EmoAware framework theoretically

and experimentally. We highlighted our contributions to guiding people to combating

fake reviews.

(3) In Section 1.4.3, we first illustrate the motivation and intuition of why text net-

work analysis on fake product reviews is beneficial for designing fake review detection

systems. Next, we summarize the contributions of this study.

1.4.1 Contributions of Our FNEPP framework

Experiments on two real-world datasets reveal that the FNEPP framework outperforms

the existing models in terms of accuracy and other evaluation metrics thanks to concurrently

modeling the four social-context perspectives of fake news. The results of early fake news

detection also demonstrate that the proposed FNEPP framework has the advantage of ac-

curately detecting fake news in the early stage of its dissemination.

In a nutshell, we offer the following three major contributions in this study

(1) We present a principled way for concurrently modeling the four perspectives of fake

news posted on social media.

(2) We offer a unique framework FNEPP that seamlessly integrates the four charac-

teristics of fake news ecosystems within two collaborative modules.

(3) The experiments driven by two real-world datasets confirm FNEPP ’s effectiveness

and efficiency while retaining the benefit of early detection of fake news.
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1.4.2 Contributions of Our EmoAware Framework

Previous research devoted most efforts on examining the linguistic features, user behav-

ior features, and other auxiliary features in fake review detection. However, emotion aspects

conveying in the reviews haven’t yet been well explored. In marketing literature, brands

and merchandises tend to utilize the emotion appeal to interest potential customers. Similar

strategies are often adopted in fake product reviews. Evidence have shown that fake prod-

uct reviews attempt to achieve the fake reviewers’ objectives by evoking strong emotional

feelings (fear, anger, passion, etc) rather than by a rational appeal. This could happen when

two competitive merchandises hired people to write fake reviews against each other or write

highly activated emotional fake reviews to exaggerate their products. Therefore, it is crucial

to carefully to devleop a new system - called EmoAware - to examine how emotion aspects

benefits the fake review detection task. Another interesting question we address in this part

of the dissertation study is how people perceive fake and real reviews differently in terms of

emotion aspects.

As the second part of this dissertation research, we first examine the motivation of fake

review detection, especially exploring how emotion conveyed in the review text helps im-

prove the performance of fake review detection. We provide the literature of the definition of

”fake review”. Existing approaches of fake review detection have been thoroughly identified.

We compare our EmoAware framework with the state-of-the-art emotion models in the text

mining literature, which motivates our proposed emotion representations in fake review de-

tection. More importantly, we spearhead the development of EmoAware - an emotion-aware

fake review detection framework inspired by ensemble learning methods. Three perspectives

of modeling emotion conveyed in the review text are seamlessly integrated in the framework.

We carry out extensive experiments to glean the results highlighting the key factors

of why people believe in fake review in terms of emotion, and inspire making guidelines

to avoid fake reviews. More specifically, a series of experiments on two real-world datasets

have demonstrated the effectiveness of our proposed model. Importantly, we conduct a
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survey-based qualitative analysis, expecting to to evaluate how human perceive fake review

differently compared with machine learning models.

We summarize the contributions made in the second part of this dissertation research.

(1) We present a principal way of representing emotion conveyed in review text pro-

cessed by the state-of-the -art emotion models.

(2) We offer an emotion-aware fake review detection framework (EmoAware) that uti-

lizes the power of ensemble learning. We systematically examine the role of three

emotion features, namely, emotion distribution, emotion intensity, and emotion di-

mensionality.

(3) The experiments on the two real-world datasets demonstrate the effectiveness of our

proposed EmoAware framework. The ablation study, in which various combinations of

emotion features are constructed, show the benefits of embracing the emotion features

in our framework.

(4) We conduct a survey-based qualitative research to identify how human perceive

fake review differently in terms of emotion.

1.4.3 Contributions of the Two-Tier Text Network Analysis Framework

Previous research devoted their efforts in designing automatic fake review detection

systems to identify the fake reviews in timely manner. The majority of developed methods

for detecting fake reviews is classified into two groups: supervised machine learning methods

[41, 56, 32, 31, 118, 43] and unsupervised machine learning methods [36, 89, 16, 69, 40, 106,

44]. As advanced detection approaches have been presented to combat fake reviews, there

is a lack of text network analysis on fake reviews. From the standpoint of text network

analysis, one may quantify and differentiate the network features of fake and authentic

reviews, which can provide important insights for the design of false review detection systems.

Certain distinctive features observed from text network analysis can in turn benefit the
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development of such systems. A key characteristic of networks is the community, and a

network may have multiple communities with densely interconnected nodes. By analyzing

the communities within each network graph, we may group nodes with similar properties

and investigate the similarities within each community. In the case of fake product reviews,

we can observe semantic aspects inside each community, such as topic modeling, to gain a

deeper understanding of the communities in fake reviews.

As the third part of this dissertation research, we first illustrate the motivation behind

leveraging text network analysis to discover fake product reviews; we pay particular attention

to explore how the findings of text network analysis benefit the design of fake-review detection

systems. Next, we survey the literature on text network analysis, particularly in the realm

of community detection algorithms. We perform a two-tier text network analysis on the

Amazon fake product review dataset. More importantly, we demonstrate that results of the

two-tier text network analysis are expect to identify the distinctive semantic features of fake

reviews and real reviews.

We summarize the contributions made in the third part of this dissertation research.

(1) We illustrate the necessity and motivation of text network analysis on fake product

reviews.

(2) We propose a two-tier text network analysis framework. The first tier analysis com-

pares the network level characteristics between fake product reviews and real product

reviews. The second tier analysis compares text characteristics of latent communities

of fake-review networks and real-review networks.

(3) We perform the proposed two-tier text network analysis on Amazon product review

dataset, and conclude our findings on guiding the design of fake review detection

systems.
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1.5 Dissertation Organization

The rest of this dissertation is organized as follows. The next chapter presents prior

studies and related research works. In Chapter 3, we proposed the Fake News Engagement

and Propagation Path ((FNEPP)) framework, and conducted experiments on two real-world

datasets to demonstrate the effectiveness and efficiency of FNEPP framework.

In Chapter 4, we first presented the proposed Emotion-aware Fake Review Detection

Framework (EmoAware). Next, we conducted empirical evaluations on Amazon dataset

and OSF dataset to confirm the good performance of EmoAware framework. Lastly, we

performed quantitative experiments to address how people perceive reviews in terms of emo-

tions.

In Chapter 5, a two-tier text network analysis framework on product reviews is proposed.

Then, we conduct the experiments on the Amazon product review dataset, and conclude our

findings on guiding the design of fake review detection systems. Finally, Chapter 6 concludes

the dissertation, and provide the direction of the future work.
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Chapter 2

Literature Review

This chapter summarizes the theoretical backgrounds and related studies that are nec-

essary for comprehending this dissertation. We systematically review the definition of fake

news and fake reviews in the literature. We identify the existing two main types of fake

news detection approaches, namely, content-based approaches and social-context based ap-

proaches. According to the types of machine learning models, we review supervised learning

type of fake review detection, unsupervised learning type of fake review detection, and semi-

supervised learning type of fake review detection methods. Lastly, we examine the existing

emotion models in the text mining literature, which motivate us to design our emotion-aware

fake review detection framework.

The organization of the rest of this chapter is as follows.

2.1 Fake News Detection Related Concepts and Phenomenon

2.1.1 The Definition of ”Fake News”

The problem of fake news had endured since the printing press was developed in 1439

when news began to spread rapidly throughout the world [4]. Due to the rapidly growing

prevalence of social media, fake news now can interact with a much larger target audience

nowadays and causes severe harm to society. Academic communities and industries have

conducted extensive research on fake news detection; however, there is no consensus on the

definition of fake news. To systematically review the definitions, we begin by discussing and

contrasting different definitions of fake news that have been employed in previous research.

After that, we formally define the fake news, which will be used throughout the remainder

of this dissertation.
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Different from the realism of traditional news, fake news is intended to be seen as

implausible [3]. Cohen et al. presented a generalized definition of fake news, which they

defined as ”everything from harmful stories to the political advertisement” [10]. Journalists

often write news articles based on the web search and social media without actual verifica-

tion [10], which eventually lead to misinformation and fake news. The research community

widely adopts the definition of fake news as ”a news story that is purposefully and verifiably

incorrect and has the capability of misleading readers.” According to the authenticity and

intent of fake news, Shu et al. [92] defines fake news as ”fake news is a news article that

is intentionally and verifiably false” in a concise manner. The rapid growth of social media

users and the diversity of social media platforms enable the fast-spreading of fake news,

which creates huge advertising benefits. Klein et al. [33] define ”fake news” as referring to

the internet dissemination of deliberately or knowingly false claims of fact. Recall that our

goal is to detect fake news via a social context perspective; we adopt the definition of fake

news from previous research and define the fake news as follows.

Definition 2.1.1 Fake News: Fake news is defined as a news article that conveys

verifiably false information and intentionally deceives audiences.

2.1.2 Why are people vulnerable to fake news?

In order to propose a better fake news detection model with the provision of sound

theories, we investigate the reasons why people are vulnerable to fake news and have the

tendency to spread false information.

Psychology Perspective: We surveyed why people are vulnerable to misinforma-

tion, such as fake news, from a psychological perspective. First of all, people are cognitive

misers [98]. We favor simpler, more accessible solutions to issues over those requiring more

thinking and effort; for instance, we don’t put much effort into discerning the veracity of the

news. Second, according to dual-process theory, people possess two ways of thinking: System

1, an automatic process that requires little effort; and System 2, an analytical process that
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requires more effort [75]. Humans are in favor of the automatic process with little effort when

thinking. This essentially poses the risk of misinformation. For instance, people may recall

something but completely forget that it was discredited. Third, people tend to judge things

based on heuristics because it is much simpler than complex analysis [61]. However, heuris-

tics often lead to wrong judgments and conclusions. For example, in order to determine the

reliability of a social media post, individuals could depend on a ’social endorsement heuristic,’

which states that someone you trust has retweeted the message. Whatever level of confi-

dence individuals have in that person, it is not an entirely trustworthy indication. Fourth,

cognitive dissonance is the unpleasant sensation when one is confronted with the knowledge

that opposes one’s beliefs. This can cause individuals to discard trustworthy information in

order to ease the cognitive dissonance [96]. Last, similar to cognitive dissonance, confirma-

tion bias refers to the propensity to believe information supporting one’s pre-existing views

and disregard information that contradicts them [68]. Fake news publishers may utilize the

conformation bias to design fake news that favors readers’ beliefs.

Social Science Perspective: In the social science community, researchers devoted

their efforts to understand why people are vulnerable to fake news. Social identity theory

proposed by [97] illustrates that social acceptance and affirmation are critical components

of an individual’s identity and self-esteem. As fake news propagates within a group of

members on social media, members may follow the majority opinion of the news because of

the desire for social acceptance. Prospect theory [2] defines decision making as the process

through which individuals make decisions in order to optimize relative benefits or avoid losses

according to their present condition. Social media users may promote fake news propagation

owing to increasing benefits or avoiding losses.
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2.2 Existing Methodologies of Fake News Detection

Most existing techniques on fake news detection are categorized into two types, namely,

content-based approaches (see Section 2.2.1) and social context-based approaches (see Sec-

tion 2.2.2). A content-based approach aims to classify news based on the content of informa-

tion to be verified, whereas a social context-based scheme utilizes rich secondary information

user responses, user characteristics, and the pattern of news propagation through social me-

dia to identify fake news.

2.2.1 Content-based Fake News Detection

Fact-Checking

Fact-checking, which originated in journalism, is a process for determining the veracity

of news by comparing the information derived from unverified news material (e.g., its claims

or statements) to facts. The most reliable way of news verification relies on the domain

experts, also known as fact-checkers, to discern the veracity of the news. The advantages

of manual fact-checking lie in the flexibility of management and high accuracy; however,

it is highly labor-intensive and inefficient with a larger amount of to-be-verified news. A

growing number of fact-checking websites emerged to serve the public better. PolitiFact

offers ”the PolitiFact scorecard,” which summarizes the legitimacy distribution among all

claims on a certain topic. Figure 2.1 demonstrates a scoreboard on the topic of ”Donald

Trump”. The scoreboard distribution indicates the credibility of a certain topic [114] and

identifies the worthiness of verifying a news topic. The provision of fact-checking websites

can support the development of fake news datasets. For instance, FakeNewsNet dataset[91]

contains labeled news articles that are verified by the fact-checking websites PolitiFact and

GossipCop respectively.
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Figure 2.1: PolitiFact ScoreBoard on Topic ”Donald Trump”
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Cue and Feature-based Approaches

By developing a collection of linguistic cues that are instructive of content’s truthful-

ness, cue and feature-based approaches are deployed to discern fake news from real news.

Driscoll [18] applied the scientific content analysis (SCAN) scheme incorporating cues re-

lated to deception detection. While Driscoll’s [18] examination indicated favorable findings

in distinguishing real from fake comments using SCAN, other successive studies have proven

SCAN to be inefficient according to more strict evaluations. Zhou et al. [121] constructed

a cue set with 14 linguistic-based cues, which are effective for deception detection. Later

research has examined more refined hand-crafted cue sets that are more specifically focused

on the challenge of detecting fake news. Rubin et al. [85] evaluated a variety of textual

features, including the frequency of punctuation marks and text sentiment. Zhao et al. [119]

offered a variety of regular expressions to capture patterns of inquiry and correction in social

media posts. Additionally, they incorporated platform-specific features such as the number

of ”hashtags” and ”mentions” in Twitter postings and the ratio of inquiry or correction posts

inside a cluster of posts with a high degree of textual similarity. The lack of generalization

and task-specific traits, however, limits the usage of cue and feature-based approaches.

Linguistic Analysis-based Approaches

Unlike the aforementioned cue and feature-based approaches, linguistic analysis-based

approaches require no task-specific, hand-engineered cue sets. The most powerful technique

of linguistic analysis for detecting fake news is based on n-grams [62, 72, 73]. Mihalcea

and Strapparava [62] intend to determine how the texts varied and if n-gram analysis was

sufficient to distinguish falsehoods from the truth. Naive Bayes and Support Vector Machine

(SVM) classifiers are trained using the term frequency vectors of n-grams in the texts. Part-

of-Speech (POS) tags are generated by categorizing each word in a phrase by its syntactic

function, such as nouns or adjectives. Multiple studies have discovered a strong correlation

between the frequency distribution of POS tags and the style of POS tags the content
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under consideration. Part-of-Speech (POS) tags were employed to extract the linguistic

characteristics of fake news text [73]. Deeper syntactic features, such as features constructed

from Probabilistic Context-Free Grammars (PCFG) [30] trees are explored in the context

of fake news detection. Feng et al. [20] examined the use of Probabilistic Context-Free

Grammars (PCFG) to encode deeper syntactic features for deception detection.

Deep Learning Approaches

Deep learning approaches have made substantial progress in text mining and compre-

hension, especially the ability to learn effective representations. Not surprisingly, existing

deep learning approaches devised for fake news detection usually include convolutional neural

networks (CNN) and recurrent neural networks (RNN) [105, 77, 79, 101]. Wang [105] advo-

cated using convolutional neural networks (CNNs) to detect fake news based on its content.

Qian et al. [77] showed that the proposed variants of CNNs, named Two-Level Convolutional

Neural Network (TCNN), outperformed the linguistic analysis-based methods in detecting

fake news and have the capability of handling long news articles.

2.2.2 Social Contextual-based Fake News Detection

Hand-crafted Features

Early attempts in fake news detection involve hand-engineered features, including propa-

gation pattern features, temporal pattern features, and text-based and user-related features.

For example, Castillo et al. [6] constructed a feature set to embrace user-based features,

text-based features, propagation-based features and applied a decision tree model to classify

fake news. Variants of the above features are comprised of other network-based features that

are somewhat extended or tailored to an appropriate context, such as geographic locations

[109] or temporal features [34]. Those approaches usually lack generality while demanding

tedious human efforts.
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Propagation Pattern Analysis

Research has been conducted in utilizing news propagation patterns and structures for

fake news detection. Ma et al. [53] compared the similarity between propagation trees using

tree kernels to detect fake news. A similar strategy was adopted in [107] with random walk

graph kernel over propagation trees. Later research from Ma et al. [54] suggested extracting

propagation characteristics from diffusion cascades using recursive neural networks, which

are frequently utilized in syntactic and semantic parsing. Jin et al. [28] established a

mathematical model named SEIZ to model a way of sharing news on social media among

people.

Temporal Pattern Analysis

Discrepancies in the temporal dynamics of user engagements for news articles are bene-

ficial for detecting false news. Previous work leverages recurrent neural networks to capture

temporal patterns [86, 51]. For instance, Ruchansky et al. [86] partitioned a sequence of

engagements into discrete time intervals with a desired level of abstraction. In another study,

Ma et al. [51] proposed to sample engagements at regular intervals from the time series to

capture temporal differences.

User Responses Analysis

User text responses and user analysis have been explored in the realm of fake news detec-

tion. User responses can be highly revealing in terms of discovering fake news. The textual

response feature is represented using TF-IDF features as well as doc2vec word embeddings

in [86]. Chen et al. [7] focused on the collected textual information by LSTM architecture

coupled with an attention mechanism. Such a strategy allows for collecting typical fake news

words and phrases and the visualization of which part of the text is indicative of truth or

deception. When it comes to spreading fake news, news consumers might act as sources
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or proponents of misinformation. As such, prior studies [50, 94, 66, 17] incorporated user

features to enhance the overall performance of fake news detection systems.

2.3 The Definition of ”Fake Review”

The definition of ”fake review” has not been well studied in academic. Few research

study has discussed a formal definition of ”fake review”. Zhang et al. [113] defined ”fake

review” as ”deceptive reviews provided with an intention to mislead consumers in their

purchase decision making, often by reviewers with little or no actual experience with the

products or services being reviewed”. We adopt the definition for the following reasons.

First of all, the definition does not solely emphasize the misleading or imprecise information

conveyed by the review, but focuses on the deceptive intention of the reviewers. Parties’

who post fake reviews are intentional either to promote their own products or harm the

reputations of competitors, and make more profits out of it. Secondly, one can easily sep-

arate ”fake review” from other commercial operations according to this definition. In the

example of ”influencer marketing”, internet celebrities would receive free product from dif-

ferent brands, and are paid to advertise the products to their followers [59]. Fake reviewers,

however, pretend to be real users of the products and express their opinions of the products

to achieve goals, such as promoting products or damage the reputation of them. Because

of the negative consequences and inherent fallacy of fake reviews, posting them on online

platforms should be legally prohibited and unacceptable. In the next subsection, we will

review the state-of-the-art fake review detection methods.

2.4 Fake Review Detection

Fake reviews are becoming more widely recognized as a key source of concern for internet

shoppers. Sellers tend to write positive fake reviews of their merchandise and write negative

fake reviews to demote competitor’s products. These behaviors result in influencing or

misleading consumers’ judgments and so as to boost their sales volume. Machine learning

24



algorithms have helped build automatic fake review detection systems because of consumers’

limited ability of identifying fake reviews. Numerous research have been published in recent

years about fake review detection. Existing research on detecting fake review is commonly

divide into three types: supervised learning approaches, unsupervised learning approaches,

and semi-supervised learning approaches. We will review existing fake review detection

system according to this intrinsic methodologies.

2.4.1 Fake Review Detection by Supervised Learning

Supervised learning utilizes labeled datasets to train algorithms that accurately classify

data or predict outcomes.It requires a corpus of reviews (labelled with real or fake) is typically

used for training and testing purposes. We review the supervised learning types of fake review

detection by two folds, namely traditional machine learning models and deep learning models.

Jindal and Liu [29] first studied the fake product review detection based on the simi-

larity between reviews, because fake review writers are inclined to write duplicated reviews.

Logistic Regression method are used to build the fake review detection model. Inspired by

this effort, following research [45, 38] utilized cosine similarity among reviews to help iden-

tify fake review. Li et al. [38] employed supervised machine learning models such as SVM,

Logistic Regression, and Naive Bayes to detect fake review. Lin et al. [46] proposed to utilize

the Sparse Additive Generative Model, which is a variant of Bayesian generative model [19],

to construct a model to detect fake reviews from various domains. A generalized additive

model and topic modelling [13] are combined in the model. Features, such as unigram,

part-of-speech (POS) tagging and linguistic query and word account (LIWC) are included

in the model. Sedighi et al. [89] evaluated suitable features using classic feature selection

methods, which can be enhanced by considering data correlation when selecting suitable

features. A decision tree model was used to build fake review detection classifier. Besides

the TF-IDF feature, Khurshid et al. [31] created the Content Feature set and Primal Feature

set, and performed feature selection to identify key features. Various classifiers, including
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Naive Bayes, Random Forest, JRip, and AdaBoost, were trained to discern fake reviews.

Evaluation results demonstrated two main findings: 1) Primal Feature set plays an signif-

icant role in boosting the detection accuracy; 2) The model performed bad on imbalanced

dataset. The continuous work from Khurushid et al. [32] proposed an ensemble learning

model to boost the performance of fake review detection. The ensemble learning model con-

sists of two tiers, where tier 1 includes three types of classifiers, namely DMNB, J48, and

LibSVM. Tier 2 utilized a Logistic Regression meta classifier to calibrate the wrong predic-

tions from tier 1 and produce more accurate results. Multiple feature selection methods,

such as particle swarm optimization and cuckoo search, are employed to examine the feature

space and select best sets. As ensemble learning methods tend to have better performance

in fake review detection, another line of research from Mani et al. [56] reveals an ensemble

learning model utilizing unigram and bigram features. The ensemble model trained Naive

Bayes (NB), Random Forest (RF), and Support Vector Machine (SVM) classifiers, and em-

ployed stacking and voting strategies to ensemble three models and achieve better prediction

accuracy. Li et al. [39] proposed a fake review detection model based on the Co-bursting

phenomenon, which indicates that fake review creators tend to post fake reviews with a

short and concentrated time period. Inspired by the temporal behavior of fake review cre-

ators, multi-hidden Markov model was utilized by examining the posting time of reviewers

to detect the fake reviews. Mohawesh et al. [65] identified the concept drift problem in fake

review detection, which indicates that the characteristics of the reviews arbitrarily change

over time. Supervised machine learning methods were used to explore the impact of concept

drifts. Experimental results demonstrated that the performance of traditional statistical ma-

chine learning models, such as SVM and Logistic Regression, dropped significantly in terms

of accuracy.

As the significant advances in natural language processing (NLP) by deep learning ap-

proaches [63, 11], fake review detection tasks are also beneficial from the rapid progress of

deep learning. Compared to traditional statistical machine learning methods, deep learning
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approaches are capable of learning rich representations from text and capturing semantic

meaning of text using word embeddings. From the deep neural network’s structure perspec-

tives, most existing work can be categorized into CNN-based [42, 118, 115, 43, 111] and

RNN-based model [82, 103, 48, 27, 112, 15].

Li et al. [42] first utilizes CNN-based deep neural networks on fake review detection.

Word2vec (Skip-gram) embeddings are fed into a sentence weighted neural network model

as input. The architecture of the proposed model consists of two convolutional layers: the

sentence layer, which generates a sentence composition, and the document layer, which

transforms the sentence vector into a document vector. Zhao et al. [118] proposed a word

order-preserving CNN model for fake review detection, which substitute the max pooling

layer with word order reserving pooling layer when calculating word embeddings. Later,

Zhang et al.[115] incorporates the context information by introducing a recurrent convolu-

tional neural network, named DRI-RCNN. The convolutional layer aims to train the overall

word embeddings of a given word, while the recurrent learns the context vector. Li et al. [43]

investigated the cold start problem in fake review detection. The users’ relationship and

users’ behavior are considered in the model. The proposed model structure consists of four

layers: item embedding layers, rating embedding layers, review embedding networks, and

user embedding layers. The results demonstrated that the users’ social relationships can

resolve the cold start problem in fake review detection to some extent. You et al. [111] con-

sidered the fake review detection problem as an outlier detection problem. The aspect rating

of reviews are calculated by the lexicon-based approach. The local outlier factor algorithm

was utilized to detect the fake review.

Recurrent neural network is adept at dealing with sequential data, such as text data

and time series data. RNN-based model structure, such as LSTM, Bi-LSTM, GRU, and

attention mechanism, has significant success in NLP tasks. Ren et al.[82] proposed to use

gated recurrent neural network (GRU) along with attention mechanism to learn document

representation, and utilized it as features to detect fake reviews. More recently, Wang et
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al. [103] designed to use the long short-term memory recurrent neural network as the main

part of the whole model. The entire model consists of three layers, namely input layer,

an LSTM layer, and the output layer. As the single directional structure, such as LSTM

and GRU, tends to overlook the backward context-dependency, Liu et al. [48] incorporated

the Bi-LSTM model. Besides the Glove word embeddings features, part-of-sppech (POS)

tagging and first-person pronoun features are fed into the model as input. In order to cope

with the variation of length of reviews, Jain et al. [27] proposed to use multiple instance

learning methods in detecting fake reviews. The CNN model was used to extract n-gram

feature., whereas the GRN was used to discover semantic relationships among the retrieved

features.

2.4.2 Fake Review Detection by Unsupervised Learning

Owing to the fact that correctly labeled fake review datasets are extremely expensive

to create, researchers have developed unsupervised machine learning models to identify fake

reviews [36, 89, 16, 69, 40, 106, 44].

Lau et al. [36] first introduced the Semantic Language Model (SLM) in fake review de-

tection. They utilized the cosine similarity to determine if two reviews are similar enough to

be fake reviews. Although SLM has shown its effectiveness in fake review detection, treating

duplicated reviews as fake reviews remain questionable. Dong et al. [16] proposed a topic

sentiment model, which includes four levels: document, topic, word, and sentiment. The

LDA model was used to extract topic and sentiment features, and fed these features into

SVM and random forest model. To achieve the probablistic distribution between words and

topics, researchers utilized the Gibbs Sampling methods. Li et al. [40] developed a tech-

nique to identify a collection of fake reviews based on the subjects that were suggested by

the users. The model is composed of three stages: first, they determined the groups and

their corresponding topics. Next, K-means clustering was used to categorize the reviews

into different groups. In the end, fake reviews group are classified based on bursting time
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and duplicated content. To resolve the cold start problem in fake review detection, Wang

et al. [106] introduced a deep neural network model that jointly learns the behavioral and

textual information. The model detects the fake review from unlabeled data. Li et al. [44]

also investigated the cold start problem in fake review detection. They proposed an unsuper-

vised learning model that integrates user’s behavior representation and user social relations.

However, the proposed model did not outperform the state-of-the-art methods.

2.4.3 Fake Review Detection by Semi-supervised Learning

There are millions of product reviews available over the Internet. In order to utilize

these unlabelled product review, semi-supervised learning approaches come into pictures.

The use of positive and unlabelled learning methods (PU) has achieved significant per-

formance in text classification task. Inspired by the original PU learning, Ren et al. [108]

proposed a variant of PU learning, named mixing population, to detect fake reviews. From

the unlabelled dataset, some trustworthy negative cases were detected. Some demonstrative

positive and negative examples were presented by the combination of Latent Dirichlet Allo-

cation (LDA) and K-means clustering methods. According to the Dirichlet process mixture

model, all fake reviews were divided into separate groups. Next, they used the individual

nature and population nature to identify the group labels of fake reviews.

Deng et al. [12] investigated the use of content features and metadata features to design

a PU semi-supervised learning model to detect fake reviews. They labelled the reviews

based on the similarities. If two reviews are highly duplicated, they considered the reviews

as fake reviews. The K-means clustering algorithm was adopted to classify the reviews by

calculating the percentage of the fake review in each group. Each group was classified by the

threshold value. The review was labelled positive if it has large distance from the trusted

negative reviews

More recently, Yilmaz et al. [110] explored the use of textual content and reviewer

items network features to propose a semi-supervised learning model (SPR2EP) to identify
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fake reviews. Firstly, doc2vec method was adopted to produce the document embeddings.

Secondly, the node2vec method was used to generate node embedding from the network

data. The link of the network graph was generated by the reviewer item feature. As the

reviewer writes a review about an item, the node2vec can learn the vector representation

for items and reviewers. Finally, the logistic regression algorithm was utilized to detect fake

reviews.

Wang et al. [104] proposed a model for detecting fake reviews that combines a number of

features, such as review text features and reviewer features. Firstly, they explored whether

the use of emotion can boost the performance. Secondly, they combined the training data

with the extracted features, and continuously update them using the rolling decision-making

approach. Lastly, they utilize multiple machine learning methods, such as SVM, Decision

Tree, and Random Forest, to identify the fake reviews.

2.5 Emotion Models in Text Mining Literature

Emotion models determine how emotions are expressed. The models presume that emo-

tions exist in different states, necessitating the need to discriminate between them. Various

forms of expressing emotions are identified in [5], however discrete and dimensional emotion

models are of critical importance to this study (DEMs and DiEMs, respectively).

Discrete emotion models

The discrete model of emotions considers classifying emotions into various categories or

groups. Notable examples include:

• The Paul Ekman model, which classifies emotions into six fundamental types. The

theory posits that there are six basic emotions that arise from discrete brain systems

as a result of how an experiencer sees a given situation; therefore, emotions are inde-

pendent. These fundamental emotions are happiness, sadness, anger, disgust, surprise,
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and fear. Nonetheless, the combination of these emotions may produce additional

complex emotions, such as remorse, shame, pride, lust, and so on.

• As Ekman, Robert Plutchik’s approach postulates that there are a small number of

core emotions, which occur in pairs of opposites and form complex emotions when

combined. In addition to the six basic emotions proposed by Ekman, he identified

eight such essential emotions, namely trust and anticipation. The eight contrasting

emotions include happiness against sadness, trust against contempt, anger against fear,

and surprise against anticipation. According to Plutchik, there are variable degrees of

intensity for each emotion that come from how an experiencer interprets events.

• The Orthony, Clore, and Collins (OCC) model disagreed with Ekman and Plutchik’s

comparison of ”fundamental emotions.” However, they believed that emotions resulted

from how individuals viewed events and that emotions differed in terms of their inten-

sity. In addition to Ekman’s eight basic emotions, they classified an additional sixteen

feelings, including relief, envy, self-reproach, appreciation, shame, pity, disappointment,

adoration, hope, fears-confirmed, sadness, gloating, like, and dislike.

Dimensional emotion models (DiEMs)

The dimensional model assumes that emotions are not independent and there is a re-

lationship between them, hence necessitating the placement of emotions in a spatial realm.

Thus, dimensional models place emotions on a dimensional space (unidimensional, i.e., 1-

D, and multidimensional, i.e., 2-D and 3-D) illustrating how connected emotions are and,

typically, reflecting the two fundamental behavioral states of good and bad. Both unidi-

mensional and multidimensional DiEMs are modified by their relative frequencies (low to

high). Uni-dimensional models are rarely employed although their essential principle pene-

trates most multidimensional models. This article provides additional information regarding

multidimensional models for portraying emotions.
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2.6 Community Detection Algorithms

The social network is comprised of nodes and edges, where nodes represent the entities

and edges represent the relationship between these entities. In a network graph, some parts

of the graph are tightly connected, while others are loosely connected or sparse. More often,

the tight connected parts in the graph form a community. The community detection task is

to identify the existing tightly connected parts within the network. Figure 2.2 demonstrates

an example of community detection in a network graph. Nodes with same color represents

a detected commn=unity.

Figure 2.2: Example of Community Detection in A Network Graph

Most existing community detection algorithm can be categorized into two types, namely

Girvan–Newman algorithms (GN) [22] and label propagation algorithms (LC) [71]. One

of popular community detection algorithms are based on the modularity of the networks.

The standard for evaluating the quality of communities is based on the value of modular-

ity. Greater modularity indicates that the performance of community detection is better.

Newman et al. first proposed a community detection algorithm based on the value of mod-

ularity [22]. Later work from Blondel et al. also adopts similar strategies. The Leuven
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algorithm is achieved by continuously dividing the communities to raise the modularity.

The aforementioned community detection algorithms have been well utilized in the research

area.

In terms of the LC algorithm, the most applicable scenario is the non-overlapping com-

munity detection task [90]. The intuition of the LC algorithm is that the label of a node is

determined by its neighboring nodes’ most frequent labels. The advantages of the LC algo-

rithm are two-folds. Firstly, the LC algorithm converges in a short period of time. Secondly,

it can be applied to most scenarios because no prior parameters is required. One drawback

of the LC algorithm is that we need to estimate the iteration times beforehand. Xie et al.

proposed an variant of the LC algorithm, named LabelRank, that integrated the Markov

random walk and the LC algorithm. The LabelRank algorithm sacrifices the computational

complexity, but achieves better results in terms of accuracy and stability.

Even though the above methods can achieve relatively acceptable results, those methods

are not capable of detecting overlapping communities. In order to detect overlapping com-

munities within a network, researchers proposed multiple methodologies [117, 95, 47]. Zhang

et al. [117] proposed the SAEC algorithm based on the idea of spectral clustering algorithm.

The spectral clustering algorithm assumes that the weight of the link is negatively corre-

lated with the distance of two nodes. The SAEC algorithm first caluclates the probability

transfer matrix, and classifies the edges to different communities utilizing spectral clustering

algorithm. The SAEC prompts the overlapping community detection.

One drawback of the SAEC algorithm is that the label space can be exploded exponen-

tially. One possible solution is to explore the latent features. Pizzuti et al. [76] proposed the

algorithm according to the network generative models for overlapping communities, which

maximizes the probability of generating the network. The objective function aims to esti-

mate the possible features of each node. The essence of this method is that initialization

must first create the most significant node and its neighbors, followed by the node attributes,
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until the algorithm’s termination condition is met. However, there are two main drawbacks

of this method.

• Firstly, the method is not stable because of excessive overlapping communities.

• Secondly, prior to presenting the final results of community detection, it must consume

a substantial amount of space to store and manage the network topology.

To resolve the above issues, NRL-based community detection methods [100] are pro-

posed.

2.7 Summary

In this chapter, we first systematically review the definition of fake news and fake review.

We also identify and summarize existing methods in fake news detection and fake review

detection.

For existing fake news detection methods, we review these approaches based on content-

based approaches and social-context based approaches. We also identified these methods

based on the types of features.

In terms of fake review detection, we review the existing methods based on the in-

trinsic types of learning methods, which supervised learning, unsupervised learning, and

semi-supervised learning. We also explored the existing theories in emotion models. We

review the emotion models based on the different represented aspects of emotions, namely,

discrete emotion models and dimensional emotion models. These emotion models in turn

lay solid foundations of designing our framework.

Lastly, to comprehend the existing community detection methods for network analysis,

we reviewed these methods based on two main types, namely Girvan–Newman algorithms

(GN) [22] and label propagation algorithms (LC) [71].

The next several chapters will discuss our proposed framework, experiments and key

findings in the area of fake news detection, fake review detection, and text network analysis.

34



Chapter 3

Fake News Engagement and Propagation Path (FNEPP) Framework

The widespread fake news on social media has boosted the demand for reliable fake

news detection techniques. Such dissemination of fake news can influence public opinions

and society. More recently, a growing number of methods for detecting fake news have been

proposed. However, most of these approaches have significant limitations in timely detection

of fake news. To facilitate early detection of fake news, we propose in this Chapter a unique

framework FNEPP (Fake News Engagement and Propagation Path) from a social context

perspective, which explicitly combines news contents, user engagements, user characteristics,

and the news propagation path as composite features of two collaborative modules. The

engagement module captures news contents and user engagements, while the propagation

path module learns global and local patterns of user characteristics and news dissemination

patterns. Experimental results on two real-world datasets demonstrate the effectiveness and

efficiency of the proposed FNEPP framework.

The rest of of this chapter is organized as follows. In section 3.1, we first recognize the

challenges of fake news detection strategies, followed by illustrating the intuition and basic

ideas of the design of FNEPP framework. The social-context based fake news detection

task is also formalized using set notations in this section. In section 3, we systematically

introduce the two collaborative modules of FNEPP framework separately , followed by how

the integration of two modules works. In section 3.3, we conduct experiments on the two

real-world datasets, and confirm the effectiveness and efficiency of the FNEPP framework.

Lastly, we summarize this chapter in section 3.5.
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3.1 Challenges, Basic Ideas, and Problem Statement

As the popularity of social media platforms, such as Twitter, grows up significantly

these days, people consume daily news heavily relying on these social media platforms.

Milicious parties tend to post fake news on social media platforms to deceive users so that

they can achieve financial or political benefits. In this section, we first post the challenges

and basic ideas of social-context based fake news detection in Section 3.1.1 and Section 3.1.2,

respectively. Then, we formally define, in Section 3.1.3, the social-context based fake news

using set notations, which lay out a foundation for our proposed FNEPP framework depicted

in Section 3.2.

3.1.1 Challenges

Before introducing our basic ideas in the first part of the dissertation, let us emphasize

an array of three challenges to be addressed in this chapter.

• Challenge 1. The quality of news written on social media.

• Challenge 2. The widespread dissemination of fake news.

• Challenge 3. It is non-trivial to detect fake news.

Challenge 1. The quality of news written on social media. It is a common

practice for users to search news via social media platforms rather than traditional news

venues. A Pew Research Center survey indicates that slightly over half of U.S. adults (53%)

claim they read news from social media ”often” or ”sometimes”. 1 We reckon that the

quality of news written on social media is not on par with that of news published through

traditional sources.

Challenge 2. The widespread dissemination of fake news. Past evidence shows

that fake news impose negative impacts on both individuals and society. Individuals may be

1https://www.journalism.org/2021/01/12/news-use-across-social-media-platforms-in-2020/
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duped by fake news and adopt wrong opinions [70, 74], and fake news is intended to poten-

tially alter people’s reactions to legitimate news. Furthermore, widespread dissemination of

fake news has a potential to undermine the entire news ecosystem’s credibility. It is crucial

and demanding to swiftly identify fake news on social media.

Challenge 3. It is non-trivial to detect fake news. Fake news is purposefully

designed to deceive readers: it is non-trivial to detect fake news solely by scanning news

content. In fact, concentrating on news content published on on social media becomes

inadequate because news does not exist independently in the form of articles [81]. In order

to develop effective and accurate fake news detection systems, we advocate for a diversity of

supplementary information gleaned from social media to facilitate fake-news detection.

3.1.2 Basic Ideas

To fully characterize the news ecosystem on social media, we propose to model fake news

from four perspectives captures from social media data. The most intrinsic characteristic

is the text of news articles. Content-based approaches (1) either determine if a news title

coheres with its news or (2) measure quality of the writings. Efforts in automating text assess-

ment have advanced machine learning algorithms that categorize news content as legitimate

or fake based on hand-crafted and data-specific textual properties [21, 24, 51, 57, 58, 84].

The development of these cutting-edge detection schemes is challenging because the linguis-

tic properties of fake news are still not fully unraveled. Furthermore, various types of fake

news, topics, and media platforms have distinctive linguistic properties.

The second driving force behind this study is the user engagements that reflect responses

from news engaged users on social media. According to specialists, fake news frequently

contains biased and aggressive language that is designed to construct clickbaits or cause

confusions [8, 83]. The New York Times, for example, reported individuals benefiting from

the publication of online fake news; the more provocative, a higher response will result in

bigger financial benefit [55].
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The third aspect motivating our research lies in user characteristics. Spreaders of fake

news can post misleading comments as fake news propagate. In comparison to user com-

ments, user characteristics require strenuous effort to manipulate. Efforts in fake news

detection by utilizing a series of user characteristics have been investigated in a handful of

studies [6, 109, 93]. One notable weakness of those techniques is the lack of consideration

of the most significant types of characteristic to detect fake news and whether or not one or

more features are unavailable or insufficient in the early period of news dissemination impact

the efficacy of these techniques.

The final intriguing aspect is the news dissemination path. A recent study suggests that

fake news propagates differently from real news even at the early stages of spreading [120].

Fake news propagates significantly further, faster, deeper, and broader than real news in var-

ious categories of information [102]. Thus, news dissemination patterns are valuable features

in discerning fake news from legitimate ones. Recent research has studied characteristics

taken from propagation paths or networks utilizing temporal-structure to detect false news

(see, for example, [28, 107, 53, 34]).

Our work focuses on improving fake news detection systems for social media. Our novel

technique is centered around modeling the four social-context perspectives of fake news,

namely, fake news content, user engagements, user characteristics, and news propagation

path. We frame two collaborative modules, the engagement module and the propagation

path module, to accommodate the four social-context characteristics. The two modules are

combined seamlessly as the Fake News Engagement and Propagation Path (FNEPP) frame-

work. The engagement module is designed as a Recurrent Neural Network (RNN), which

takes in representations of news content and user engagement information. We construct

the propagation path module as two cooperative Neural Networks (RNN and CNN), which

receive user characteristics features and propagation path information. The two modules are

integrated to optimize the fake news detection task jointly.
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3.1.3 Problem Formulation

This section introduces the set of notations and formalize the fake news detection task.

We assume that a series of fake news interactions occur across a time interval [0, T ]. Our

goal is to detect fake news early after it starts to spread on social media. Therefore, we

should promptly detect fake news within a short time period (T is a small value). In what

follows, Our detection model consists of four vital sets, namely, article set A, user set U ,

engagement set E, and propagation path set P . In what follows, we formally define these

four sets to pave a way for the problem statement of this study.

(1) A = {a1, a2, ..., ai, ..., a|A|} is a set of news articles to be classified as fake or legiti-

mate news.

(2) U = {u1, u2, ..., uj, ..., u|U |} is a set of social media users, where each user uj engaged

in spread a news article in set A.

(3) E = {e1, e2, ..., ek, ..., e|E|} is a set of engagements. Each ek is essentially represented

as a 3-tuple, (ai, uj, t), where user uj retweets or comments about the news article ai

at time t.

(4) P = {pa1 , pa2 , ..., pai , ..., pa|A|} is a set of news propagation path. Each propagation

path pai is associated with news article ai. Propagation path is naturally denoted as

a multivariate time series pai = {..., (xuj
, tuj

), ...}, where xuj
is a vector representation

of user uj who engages with news article ai and tuj
∈ [0, T ].

With the above notation in place, we formally formalize the problem of detecting fake

news from social context in Definition 1.

Definition 1. Social context-based fake news detection. Given a set of news articles A,

a set of social media users U , a set of engagements E, and a set of news propagation path

P , social context-based fake news detection is defined as a binary classification problem to
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predict a label ŷai ∈ {0, 1} for news article ai, where ŷai = 1 indicates ai is fake, while ŷai = 0

indicates ai is legitimate.

Recall that our goal is to pinpoint fake news in an early stage of news dissemination.

In the above formal problem statement, the performance of a fake news detection system is

closely related to parameter T . As such, we undertake an empirical study to delve in the

correlation between parameter T and detection performance. Please refer to Section 3.4 for

the results with respect to early fake news detection.

3.2 Fake News Engagement and Propagation Path (FNEPP) Framework

In this section, we describe the details of our proposed framework, FNEPP. FNEPP

mainly consists of two modules, namely engagement module and propagation path module,

that collectively capture news contents, user engagements, user characteristics, and news

propagation paths. The engagement module is dedicated to capturing the most efficient

representations of user engagements and news articles. The propagation path module is

responsible for capturing the news propagation path along with user characteristics. The

details of the proposed framework are shown in Figure 3.1.The engagement module extracts

a temporal representation of news articles using a Recurrent Neural Network (more accu-

rately, an Long Short-Term Memory (LSTM) model). The user engagements are represented

as vectors and fed into the LSTM to produce a final representation vector eai
for the en-

gagement module. The propagation path module utilizes the vector representations of user

characteristics to construct propagation paths as multivariate time series. Recurrent Neu-

ral Networks (more precisely, GRUs) and Convolutional Neural Networks(CNN) extract the

global and local propagation patterns, respectively.

With the help of the engagement module, the model can extract a low-dimensional

vector representation eai
of user engagements and news content for a particular news article.

The propagation path module utilizes the first N engaged users’ characteristics within the

time interval [0, T ] to obtain a vector representation pai
that captures local and global
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Figure 3.1: The Architecture of FNEPP
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propagation patterns. By concatenating vectors obtained by two modules, a final prediction

of the veracity of the news is achieved.

3.2.1 Engagement Module

The objective of the engagement module is to capture the pattern of users’ temporal

interactions with a news article ai in accordance with the occurrence and distribution. Ex-

plicitly, the module can capture both the number of engaged users of ai and the pattern of

those interactions over time. Additionally, the textual data associated with the interactions,

such as the content of users’ retweets, are combined in the module.

We employ a Recurrent Neural Network (RNN) as the basis for the engagement module

since RNNs can effectively combine diverse information sources and catch temporal patterns

within data. Notably, we choose the LSTM model because of its capability of processing

variable-length input and its tendency for capturing long-term dependencies [26]. The critical

component of this module is the selection of engagement feature vector xek shown in Figure

3.1, which serves as the input to the LSTM cell.

The engagement feature vector xek essentially consists of four parts and can be repre-

sented as the following vector:

xek = (xu,xa,∆t, n) (3.1)

The first part xu aims to model the engaged users. We create a binary incidence matrix

representing the news articles that a particular user has interacted with. The binary index

matrix is high-dimensional and sparse because the number of social media users is much

larger than the number of news spreading over social media. Therefore, we employ the Sin-

gular value decomposition (SVD) for a binary incidence matrix to obtain lower-dimensional

representation for engaged users. The second part xa is capable of capturing the text of

each engagement. In order to prevent hand-crafted textual features, we apply the doc2vec
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[37] embeddings on the text of each engagement. Since we want to capture the occurrence

and distribution of engagements over time, we introduce two variables (1) the number of

engagements n and (2) the time interval between two consecutive engagements ∆t.

As shown in Figure 3.1, we add an embedding layer right after the raw input vector

xek . Because the input features are constructed from different sources, it is not an advisable

practice to feed the input vector xek directly into the LSTM unit. The embedding layer is

a fully connected layer, which transforms the raw input vector xek to x̃ek by the following

formula:

x̃ek = tanh(W1xek + b1) (3.2)

where W1 is the fixed weight matrix and b1 is the fixed bias vector for all xek . The trans-

formed vector x̃ek is supplied into the LSTM as the input. The last hidden state vector heT

is fed into a fully connected layer to obtain the final vector representation eai
for news article

ai in the engagement module.

eai
= tanh(W2heT + b2) (3.3)

In summary, the engagement module encodes the engagement patterns by a lower-

dimensional vector eai
. The vector eai

captures the temporal pattern of user engagements

for news article ai in terms of the occurrence and distribution of engagements and all textual

contents.

3.2.2 Propagation Path Module

The primary task of propagation path module is to assess each user through their

profiles and other available information on social media and learn representations to discern

bogus propagation patterns from real ones. The global representations of the propagation

path are learned by an RNN-based sub-module, while the CNN-based sub-module aims to
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extract local patterns of the propagation path. The global and local representations of the

propagation path are integrated as the final representation for the propagation path module.

The propagation path for a particular news article ai is naturally represented as a

multivariate time series as follows:

pai = {..., (xuj
, tuj

), ...} (3.4)

where xuj
is a vector representation of user uj who engaged with news article ai and tuj

∈

[0, T ]. xuj
is constructed by extracting the user characteristics from their social media profile

and relevant information. Further technical details on constructing xuj
will be demonstrated

in the Section 3.3.2.

We consider the interactions that happened within a time interval [0, T ] after the news

article created on social media. The number of interactions on the propagation path may vary

for different news articles. Therefore, to unify a fixed-length propagation path, we propose

the following transformation. We assume that the length of the transformed propagation

path is N .

- Case 1: If the length of paj is not smaller than N , we keep the first N tuples of paj as

final propagation path sequence p̃aj .

- Case 2: If paj contains less than N tuples, we randomly sample (N − |paj |) times and

concatenate the sampled tuples to achieve the final propagation path sequence p̃aj with

length N .

The fixed-length propagation path is represented as follows:

p̃aj = {(xu1 , t1), ..., (xuj
, tj), ..., (xuN

, tN)} (3.5)

For our propagation path module, we only consider the relative time order of each user.

Thus, we sort the user feature vectors in p̃aj based on an ascending time order and omit the
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time in the tuple afterward. We rewrite p̃aj as follows:

p̃aj = {x1, ...,xn, ...,xN} (3.6)

where p̃aj is an ordered sequence according to the engagement time with news article aj.

Local Propagation Path Representation: Convolutional Neural Networks (CNN)

are particularly suited for capturing local variations and representations. We propose to

use 1D CNN to learn a vector representation for each propagation path p̃aj . We assume

the user feature vector xn ∈ Rl. We stack the user feature vectors into a user feature

matrix X ∈ RN×l. 1D CNN is applied on h successive users with a filter Wc ∈ Rh×l. Each

convolution operation produces a scalar feature cn as follows:

cn = ReLU(WcXn:n+h−1 + bc) (3.7)

where Xn:n−h+1 is the subset of h consecutive user feature vectors. bc ∈ R is a scalar bias

term. We repeat the above convolution operations with m filters and obtain a feature vector

cn ∈ Rm. We apply the convolution procedure for all subsets of consecutive h user feature

vectors and obtain a sequence of feature {c1, ...cN−h+1}. The average pooling is utilized to

produce the final vector representation pC for local propagation path representation.

pC =
1

N

N−h+1∑
n=1

cn (3.8)

Global Propagation Path Representation: In order to capture the global patterns

of propagation path, we propose to utilize Gated Recurrent Unit (GRU) to learn vector

representations for transformed propagation paths. A GRU unit takes a user feature vector

xn and produces the hidden state representation hn based on the following formulations,
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which is adopted from [9].

zn = σ(Uzxn +Wzhn−1)

rn = σ(Urxn +Wrhn−1)

h̃n = tanh(Uhxn + hn−1 ⊙Whrn)

hn = (1− zn)⊙ hn−1 + zn ⊙ h̃n

(3.9)

where Uz, Ur, Uh,Wz,Wr,Wh are weight matrices, and ⊙ denotes the element-wise vector

multiplication. The detailed description of GRU model can be found in [9]. We apply average

pooling over all hidden states produced by GRU and obtain our vector representation pR

for global propagation paths as follows:

pR =
1

N

N∑
n=1

hn (3.10)

We concatenate the pC,pR and obtain pai
as our final vector representation of propa-

gation path module.

3.2.3 Integration

As described earlier, the engagement module combines the news article and user engage-

ments to capture the engagement patterns while the propagation path module incorporates

the user characteristics from social media and propagation path to discern the fake news

dissemination patterns from real ones. On behalf of accommodating representations from

two modules, we concatenate eai
,pai

together as the vector sai
. sai

is utilized as input to a

fully connected layer to predict whether the news article ai is fake or not.

ŷai = σ(W3
T sai

+ b3) (3.11)
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PHEME WEIBO
# Users 37,175 2,746,818

# News Stories 5,802 4,664
# Real News 3,830 2,351
# Fake News 1,972 2,313

Avg. Time Length / news 26 1,983

Table 3.1: Statistics of the Datasets

where W3 is the weight matrix shown in Figure 3.1, b3 is the bias term. We apply the

cross-entropy loss function for training our model.

The advantage of this integration is that it unifies the two modules to form a more

accurate prediction. In addition, the model learns distinctive patterns between fake news

and real news by jointly training the engagement module and propagation path module

simultaneously.

3.3 Experimental Design

This section discusses the experimental design and setup to quantitatively show the

efficacy of FNEPP on two real-world news datasets. We evaluate our approach’s performance

by comparing it to several baseline and state-of-the-art models in terms of accuracy, precision,

recall rate, and F1-score.

3.3.1 Data

To make a fair comparison, we conduct the experiments on two real-world social media

datasets that were also used in previous research, PHEME [122], and WEIBO [51]. The

PHEME dataset and WEIBO dataset contain breaking news and each news associates with a

set of user engagements. The profiles of the engaged users are also available in each dataset,

which provides the convenience of constructing propagation paths for modeling purpose. A

summary of key statistics is described in Table 3.1.
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Features Type
length of user name integer

length of user description integer
follower counts integer
friends counts integer
favorites counts integer
status counts integer

user verified status boolean
geo enabled status boolean

Table 3.2: User Characteristics for Constructing xuj

3.3.2 Experimental Setup

Before explaining the major findings, we articulate the specific features within each

dataset. Next, we introduce the hyperparameters for training our model. The alternative

models, serving as competitors to our model, are briefly outlined at the end of this subsection.

Features: The engagement module essentially judiciously extracts an engagement vec-

tor for each news article xek = (xu,xa,∆t, n). Feature vector xu is constructed by the SVD

decomposition with a rank 10 for the PHEME and WEIBO datasets. In order to apply

doc2vec to obtain textual feature xa, we perform text segmentation on the WEIBO dataset.

The embedding dimension is set to 100 for both datasets, which result in xa with 100 dimen-

sions. The dimension of the engagement vector xek is 112. For the propagation path module,

we construct user feature vector xuj
for each engaged user with the following features listed

in Table 3.2. It is note worthy that the user feature vectors are derived from the common

user characteristics available in the two tested datasets.

The choice of the characteristics summarized Table 3.2 unravels the legitimacy of social

media users to some extent. For instance, social disrupters tend to post and spread fake news

via zombie accounts on social media. Characteristics like follower counts, friend counts, and

user verified status can help in discerning potential zombie accounts.

Hyperparameters: For the propagation path module, the GRU units’ output dimen-

sion is 32. The size of the CNN filter is set to three, and we employ 32 CNN filters to extract

48



local propagation path representations. For the engagement module, the hidden dimension

of LSTM is set to 50. For the training purpose, we apply Adam optimizer with a learning

rate 0.0001.

Comparison Models: We compare our proposed model against the following four

alternative models found in the literature.

DTR: A decision-tree-based ranking algorithm identifies fake news using query terms.

[119].

SVM-TS: A linear support vector machine classification model utilizes time series to

simulate the temporal change of social context characteristics [52].

GRU: A rumor detection model advocates RNNs and GRU for long-term representation

learning of relevant posts [51].

CSI: An effective recurrent encoder aggregates user features, news content, and user–news

engagements [86].

3.4 Results and Analysis

Methods Class Accu. Prec. Rec. F1

DTR
R
F

0.562
0.549
0.588

0.704
0.421

0.617
0.491

SVM-TS
R
F

0.651
0.642
0.663

0.686
0.617

0.663
0.639

GRU
R
F

0.722
0.734
0.722

0.712
0.733

0.723
0.728

CSI
R
F

0.742
0.743
0.735

0.728
0.750

0.736
0.743

FNEPP
R
F

0.780
0.789
0.771

0.764
0.794

0.776
0.783

Table 3.3: Comparison Results from the PHEME Dataset (”F: ” fake news; ”R”: real news)

Overall Comparison. Tables 3.3 and 3.4 demonstrate the performance of all the

compared models detecting fake news from the PHEME and WEIBO datasets. The results
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Methods Class Accu. Prec. Rec. F1

DTR
R
F

0.732
0.726
0.738

0.749
0.715

0.737
0.726

SVM-TS
R
F

0.857
0.878
0.839

0.830
0.885

0.857
0.861

GRU
R
F

0.892
0.922
0.876

0.864
0.926

0.893
0.901

CSI
R
F

0.905
0.895
0.915

0.907
0.909

0.901
0.912

FNEPP
R
F

0.919
0.907
0.928

0.915
0.921

0.911
0.925

Table 3.4: Comparison Results from the WEIBO Dataset (”F: ” fake news; ”R”: real news)

indicate that our proposed FNEPP outperforms all the competitive models in almost every

evaluation metric. For example, when it comes to the PHEME dataset, FNEPP boosts the

accuracy of DTR, SVM-TS, GRU, and by 22%, 13%, 6%, and 3.8%, respectively. Similarly,

FNEPP has a clear edge over the four alternative methods in terms of fake news detection

accuracy and precision on the WEIBO dataset.

Detailed Analysis. DTR and SVM-TS deliver poor performances on fake news de-

tection because both methods are solely reliant on hand-crafted features. DTR’s subpar

performance is attributed by the insufficient coverage of patterns described by regular ex-

pressions. SVM-TS performs relatively better than DTR thanks to the incorporation of

temporal information. The poor detection accuracy of DTR and SVM-TS indicates that

hand-crafted features are inadequate for encoding semantic information of news content.

Unlike our FNEPP, DTR and SVM-TS fail to capture complex feature interactions - key

players in fake news detection. GRU integrates the temporal linguistic features, thereby be-

ing superior to DTR and SVM-TS. CSI detects fake news from a social context perspective

that combines the user engagements and their responses in the model. The performance of

GRU suggests that deep learning models can learn semantic representations while enhancing

feature interactions. CSI performs slightly better than GRU in the two datasets, implying
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Figure 3.2: Results of Fake News Early Detection on PHEME Dataset

Figure 3.3: Results of Fake News Early Detection on WEIBO Dataset
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that the detection accuracy is improved with the provision of valuable social context. Com-

pared to CSI, FNEPP incorporates user characteristics along with propagation path, which

significantly improves the accuracy of fake news detection. In a nutshell, our results confirm

that our FNEPP boosts the overall performance of the fake news detection system by the

virtue of modeling four perspectives of the social context.

Early Fake News Detection. One of the crucial aspects of fake news detection is to

identify fake news in an early dissemination stage on social media. Early alerts essentially

prevent further spreading of fake news harassing social media users’ opinions. In order to

evaluate the performance of early fake news detection, we compare multiple methods by

varying time interval [0, T ]. Accuracy performance is attained by progressively adding data

up to a checkpoint T while maintaining the desired time interval. Figure 3.2 and 3.3 plot the

accuracy of all the competitors as a function of parameter T . All the methods enjoy accuracy

improvement over time. More importantly, our model exhibits a clear advantage over the

alternatives at an early stage. Our model swiftly learns to detect fake news, achieving

good performances using less than 8-hour data. In particular, the results on the WEIBO

dataset reveal that FNEPP outperforms GRU, SVM-TS, and DTR using the 4-hour data.

Not surprisingly, similar trends are observed from the PHEME dataset. After 8 hours of

spreading fake news, FNEPP dramatically surpasses all the compared models. These results

confirm the advantage of our model over the existing solutions in terms of early fake news

detection.

3.5 Summary

To model fake news detection from a social context perspective, we developed in this

chapter a novel fake news detection framework called FNEPP that seamlessly incorporates

news contents, user engagements, user characteristics, and propagation paths using two

cooperative modules.
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We conducted extensive experiments driven by two real-world datasets to shed light on

the effectiveness of FNEPP. We demonstrated the capability of capturing distinctive tem-

poral patterns between fake and real news. The promising results unfold the high efficiency

of FNEPP in the realm of detecting fake news on social media at an early stage.
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Chapter 4

Emotion-Aware (EmoAware) Fake Review Detection Framework

Before the framework design, we observe that the existing studies devoted epic efforts

on examining the linguistic features, user behavior features, and other auxiliary features in

fake review detection techniques. Emotion aspects conveying in the reviews, unfortunately,

haven’t yet been well explored. In marketing literature, brands and merchandises tend to uti-

lize the emotion appeal to interest potential customers. Similar strategies are often adopted

in the realm of detecting fake product reviews. Evidence has shown that fake product re-

views attempt to achieve the fake reviewers’ objectives by evoking strong emotional feelings,

including fear, anger, and passion, rather than by a rational appeal. This phenomenon could

occur when two competitive merchandises hired people to write fake reviews against each

other or write highly activated emotional fake reviews to exaggerate their products. In this

chapter, we carefully develop a new system - called EmoAware - to examine a way of taking

full benefits of emotion aspects to optimizing fake review detection techniques. Another

interesting question we address in this part of the dissertation study is how people perceive

fake and real reviews differently in terms of emotion aspects.

In the dissertation research articulated in this chapter, we first examine the motivation

of fake review detection, especially exploring how emotion conveyed in the review text helps

improve the performance of fake review detection. We provide the literature of the definition

of ”fake review”. The existing approaches of fake review detection have been thoroughly and

qualitatively compared: we place our EmoAware framework side by side with the state-of-

the-art emotion models in the text mining literature, which motivates our proposed emotion

representations in fake review detection. More importantly, we spearhead the development

of EmoAware - an emotion-aware fake review detection framework inspired by ensemble
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learning methods. Three perspectives of modeling emotion conveyed in the review text are

seamlessly integrated in the framework.

We carry out extensive experiments to glean the results highlighting the key factors

of why people believe in fake review in terms of emotion, and inspire making guidelines

to avoid fake reviews. More specifically, a series of experiments on two real-world datasets

demonstrate the effectiveness of our proposed model. Importantly, we conduct a survey-

based qualitative analysis, expecting to evaluate how human perceive fake review differently

compared with machine learning models.

The rest of this chapter is organized as follows. In section 4.1, we first present the

challenges of fake review detection strategies, followed by illustrating the basic ideas and

intuition of the design of the EmoAware framework. In Section 4.2, we systematically shed

bright light on the emotion representations of reviews - such a representation approach is

inspired by the discrete and dimensional emotion models. Section 4.3 elaborates on the

EmoAware framework, in which each underpinning module is detailed. We conduct the

empirical evaluations on the two real-world datasets in Section 4.4.3. we design quantitative

experiments to explore how people perceive fake reviews differently in terms of emotions in

section 4.6. Lastly, the summary of the chapter can be found in section 4.7.

4.1 Challenges and Basic Ideas

According to a report from Spiegel Research Center, slightly over 90% of consumers turn

to online reviews for suggestions before making purchases. As people tend to rely on product

reviews prior to making purchasing decisions, fake reviews have been manipulated and used

to achieve the purposes of boosting seller’s profit or harming the brands of competitors.

In this section, we first post the challenges encountered in the development of fake review

detection mechanisms in Section 4.1.1. Next, we illustrate the basic idea of our solution in

Section 4.1.2, which summarizes the motivation and intuition of our proposed EmoAware

framework depicted in Section 4.3.
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4.1.1 Challenges

Before introducing our basic ideas proposed in the second part of the dissertation, we

shed light on a series of challenges to be resolved in this chapter.

• Challenge 1. There is the lack of suitable fake product review datasets.

• Challenge 2. There is a growing need for appropriate emotion representations catered

for product reviews.

• Challenge 3. Accurately detecting fake reviews is a non-trivial task.

Challenge 1. There is the lack of suitable fake product review datasets. There

are millions of reviews available over the Internet, but very little amount of the review data

are labelled as fake or real - lacking such ground truth becomes a daunting challenge to

validate modern fake-review detection techniques. Accurate labelling fake product reviews,

of course, is extremely labor-intensive and cost-inefficient. To address this major concern,

we adopt the two standard fake product review datasets, namely the Amazon dataset and

the OSF dataset in our experiments.

Challenge 2. There is a growing need for appropriate emotion representa-

tions catered for product reviews. Few studies have explored the roles of emotion in

the arena of fake review detection. Prior research efforts considering emotion are mostly

related to use the sentiments of review as auxiliary features to assist fake review detection

systems. Inspired by the widely used emotion models in emotion distribution learning, we

propose a thorough emotion representations of review text - the representations incorpo-

rate multifaceted features including emotion distribution, emotion intensity, and emotion

dimensionality.

Challenge 3. Accurately detecting fake reviews is a non-trivial task. As

fake reviews are designed purposefully to deceive readers, it is non-trivial to devise software

systems to automatically discover fake reviews solely based on semantic meanings. Previous
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research devoted epic efforts on examining the linguistic features, user behavior features, and

other auxiliary features in fake review detection. Emotion aspects conveying in the reviews,

which are still in an early development phase, haven’t yet been well explored. In marketing

literature, brands and merchandises tend to utilize the emotion appeal to interest potential

customers, and similar strategies are often adopted in fake product reviews. Evidence has

shown that fake product reviews attempt to achieve the fake reviewers’ objectives by evoking

strong emotional feelings - including fear, anger, and passion - rather than by a rational

appeal [87]. Therefore, we investigate how much performance the emotion features can

boost accuracy of fake review detection systems, the framework of which will be thoroughly

investigated in this chapter.

4.1.2 Basic Ideas

Our proposed emotion-aware fake review detection framework is inspired by two method-

ologies, namely, emotion modeling and ensemble learning. Emotion models, determining how

emotions are expressed, presume that emotions exist in different states, necessitating a need

to discriminate between them. Various forms of expressing emotions are showcased in [5],

but discrete and dimensional emotion models are of critical importance to this study. In

what follows, we briefly introduce discrete emotion models (DEMs) and dimensional emo-

tion models (DiEMs).

• Discrete emotion models or DEMs: A discrete model of emotions considers placing

emotions into distinct classes or categories.

• Dimensional emotion models or DiEMs: A dimensional model presupposes that emo-

tions are not independent: there exists a relation among emotions that ought to be

represented in a spatial space.
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In our EmoAware framework, we adopt both discrete emotion modeling and dimensional

emotion modeling methods to thoroughly model the emotion aspects conveyed from product

review text.

Ensemble learning models, taking full advantage of a variety of machine learning mod-

els, are able to approach the classification task from multiple perspectives that might be

impossible to be addressed in an individual classifier. The advantages of ensemble learning

models are threefold.

• Firstly, ensemble models, by and large, achieve better performance than those of indi-

vidual models.

• Secondly, ensemble methods do not suffer from overfitting or underfitting thanks to

suppressed bias and variance.

• Thirdly, ensemble models are usually stable and less noisy.

Given the above three impressive benefits, we opt for the ensemble learning method as

a technological underpinning of the EmoAware framework - a novel design that utilizes the

weighted average ensemble methods to obtain optimized final predictions.

4.2 Emotion Representations

To comprehend the emotional aspects of reviews and their impact on review consumers,

we propose to model the emotions conveyed from reviews. We construct our emotion rep-

resentations for the aforementioned three emotion sources from various aspects of emotions,

including emotion distribution, emotional intensity, and emotion dimensionality.

4.2.1 Emotion Distribution

The emotions conveyed by a piece of text are often leveraged by several emotion-

indicating words that are annotated in the emotion lexicons such as NRC Word-Emotion
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Association Lexicon [64]. Each emotion-indicating word associates with one specific emo-

tion. For example, “sad” expresses sadness, whereas the word “angry” indicates anger. By

examining these words throughout the review text, we can extract the emotion distribution

from the review text. The distribution can serve as one of the effective representations of

the emotions expressed in the review text. For instance, Figure 4.1 demonstrates that the

emotion distribution of a sentence when considering six different emotion categories. We

refer to the “NRC Word-Emotion Association Lexicon”, also known as “EmoLex”, as our

emotional lexicons [64]. EmoLex is a collection of English words associated with eight funda-

mental emotions, namely, anger, fear, anticipation, trust, surprise, sadness, joy, and disgust.

EmoLex also annotate the positive and negative emotion expressed by different words.

Given a piece of text, emotion distribution aims to examine the frequencies of each

emotion category. To formalize the extraction of the emotion distributions, we made the

following assumptions. We first model a piece of text as a sequence of meaningful word

collections W,

W = {w1, w2, ..., wK} (4.1)

where K is the length of the text after preprocessing. We utilize the set E to represent the

N different emotion categories. The set E can be written as:

E = {e1, e2, ..., eN} (4.2)

For the case of “NRC Word-Emotion Association Lexicon”, we utilize eight aforementioned

fundamental emotions along with positive and negative sentiments. In the lexicon dictio-

naries, each type of emotion associates with a set of words that expresses the emotion. For

instance, words such as “furious”, “irate” belong to the emotion “anger”. For a specific

emotion type en, its associated emotional words can be represented as a set Ven .
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Figure 4.1: An Example of Emotion Distribution of A Sentence

Ven = {ven,1, ven,2, . . . , ven,M} (4.3)

M is the total number of words expressing the emotion en.

Given the above assumptions, we calculate the frequency distribution of a specific emo-

tion en as follows:
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emodist(W, en) =

∑
wk∈W∩Ven

count(wk,W)

K
(4.4)

where count(wk,W) is the number of times that word wk appears in the text W.

After calculating the frequency distribution of all emotions in the set E, the whole

emotion distribution of the text W is a vector whose entries are the frequency distribution

of each emotion en.

emodist(W,E) = [emodist(W, e1), emodist(W, e2), . . . , emodist(W, eN)]
⊺ (4.5)

Note that emodist(W,E) represents the emotion distribution of the text information, and is

distinctive and indicative feature of use when discerning the veracity of the reviews.

4.2.2 Emotion Intensity

We presented the distinctive emotion distribution representation within the text, which

evaluate the frequencies of discrete emotion categories. However, the intensity of each emo-

tion category is essential to be assessed. Words in the same emotion category may express

different intensities [23, 116]. For example, the word “furious” is much stronger than the

word “angry” when describing the “anger’ emotion. In order to capture the full characteris-

tics of emotions, we propose to model the emotion intensity feature. The process of extracting

emotion intensity feature is similar to the emotion distribution extraction process. All the

assumptions made in the subsection 4.2.1 still hold when extracting the emotion intensity

feature. Given a set of emotion categories E, the set of emotion words Ven for the given

emotion en, and the text as word collections W. We calculate the intensity for a specific

emotion en of text W as follows:

emoint(W, en) =
∑

wk∈W∩Ven

intensity(wk, en) (4.6)
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The function intensity(wk, en) is a mapping from word wk to its intensity of emotion category

en. The emotion intensity distribution for the given text W is a vector whose entries are the

intensity of each emotion category within the text W.

emoint(W,E) = [emoint(W, e1), emoint(W, e2), . . . , emoint(W, en)]
⊺ (4.7)

Note that emoint(W,E) represents the emotion intensity distribution of the text information

and is another indicative feature of use when discerning the veracity of reviews.

4.2.3 Emotion Dimensionality

Motivated by the PAD emotional state model [60], we examine the emotion states

conveyed from the review text. PAD emotional state model is one of the dimensional emotion

models, which utilizes three numerical dimensions, Pleasure, Arousal and Dominance to

represent all emotions. We refer to the NRC Valence, Arousal, and Dominance (NRC-VAD)

Lexicon. Each word is annotated with different level of pleasure, arousal, and dominance

that are within [0, 1] scale.

To formulate the calculation of emotion dimensionality of a given review text, we as-

sume that the set of words U = {u1, u2, ..., uL} contains words that associate with levels

of pleasure, arousal, and dominance. The set of vectors T = { ¯tu1 , ¯tu2 , ..., ¯tuL
} contains the

level of pleasure, arousal, and dominance for a given word. Given the text W, the emotion

dimensionality feature can be represented as follows:

emodim(W,U) =
∑

wk∈W∩U

¯twk
(4.8)

Note that emodim(W,U) represents the emotion dimensionality distribution of the text in-

formation and is another indicative feature of use when discerning the veracity of reviews.
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4.3 Emotion-Aware Fake Review Detection Framework

In this section, we present a systematically way of integrating the three aforementioned

emotion features into the fake review detection framework, which judiciously utilize the power

of ensemble learning methods. Recall that ensemble learning schemes take advantage of a

handful of machine learning models: the ensemble learning models are able to approach the

classification task from many different perspectives that might be impossible for an individual

classifier. Ensemble learning models demonstrate three salient strengths. Firstly, ensemble

models can typically achieve better performance compared to individual models. Secondly,

ensemble methods stay far away from overfitting or underfitting because of reduced bias

and variance. Thirdly, ensemble models are usually stable and less noisy. Considering these

advantages of ensemble learning methods, we advocate for ensemble learning as a center

piece to construct design our detection framework, the high-level architecture of which is

depicted in Figure 4.2.

The framework consists of the following four modules, which are sequentially running in

a batch manner. This sequential design is quite scalable because we are positioned to build

a four-stage pipeline to facilitate big data processing.

• The original review module.

• The feature extraction module.

• The base classifiers module.

• The result aggregation module.

Let us put these four core components under the microscope. The framework starts

with examining original review text in the original reviews module. Given product review

text, we perform preprocessing steps such as: stop-words removal, url deleting, punctuation

marks removal. After the preprocessing phase is accomplished, the review text will be fed

into the feature extraction module. During the second stage in the processing pipeline, we
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first extract the semantic features of review text by creating word embeddings. Emotion

distribution features, emotion intensity features, and emotion dimensionality features are

extracted based on the equations presented in Section 4.2.

After creating the semantic feature and three emotion features, we input these features

to the base classifiers module. In this module, four classifiers are trained to predict the

veracity of reviews. A classifier using semantic features solely is trained to predict the label

of the review, ŷs. Similarly, the classifier using emotion distribution features predicts the

label of the review as ŷemodist . The classifier anchored on emotion intensity features predict

the label of the review as ŷemoint
. The classifier powered by emotion dimensionality features

predicts the label of the review as ŷemodim .

As we collect the predicted label of the above base classifiers, we make use of weighted

average ensemble to combine all the four predictions as a final prediction ŷf . To obtain ŷf ,

we first record the probabilities of the review being real from all four classifiers. We then

perform a grid search on the training set to derive the best set of weights - a key part of

the performance optimization process. Finally, we calculate the probability of the review

being real by averaging the four probabilities. The final label ŷf is obtained by the cut-off

probability being set to 0.5.

4.4 Experimental Design

We first introduce the details and statistics of two real-world datasets, namely Amazon

dataset and OSF dataset, in Section 4.4.1. Section 4.4.2 presents the baseline methods,

followed by the evaluation metrics used in this study. Lastly, we illustrate the design of the

empirical study in Section 4.4.3.

4.4.1 Datasets

In the experimental design, we are focusing on two benchmark datasets, namely, the

Amazon dataset and the OSF dataset. Table 4.1 summarizes the descriptions of the two

65



datasets. The Amazon dataset was initially released and hosted on the Kaggle website - a

popular data repository platform that renders a no-setup, customizable, Jupyter Notebooks

environment. The reviews in the Amazon dataset are labelled as either real or fake. For each

review, the data set includes a number of additional attributes, including ratings, verified

purchases, product categories, product IDs, product titles, and review titles. The Amazon

dataset consists of 21,000 reviews, which are evenly distributed across product categories.

Dataset # of fake reviews # of real reviews Avg. review length Fake/real avg. review length

Amazon 10,500 10,500 69.2 59.3/79.1
OSF 20,216 20,216 67.5 61.3/73.6

Table 4.1: Fake Review Datasets Used in This Study

Similar to the first dataset, the OSF dataset [87] contains a mixture of real and fake

reviews. Given the publicly available Amazon Review Data (2018) dataset [67], the fake

reviews were generated by GPT-2 model [78]. Therefore, the OSF dataset can be viewed

as a review dataset that is comprised of fake news originated by a machine learning model:

the OSF dataset is a well-balanced dataset with 20,216 real reviews and 20,216 fake reviews.

Given these two intrinsically different datasets, we are capable of gauging the performance

measures of the implemented machine learning models processing and handling human gen-

erated fake reviews accompanied by machine generated fake reviews.

4.4.2 Baseline Methods and Evaluation Metrics

Before diving into our major findings, we first bring forth the alternative models -

four competitors to our EmoAware - and the three performance evaluation metrics. We

select the state-of-the-art end-to-end deep learning models as the alternative models because

we maintain fair comparisons. The state-of-the-art language model BERT (Bidirectional

Encoder Representations from Transformers) has been proven to be effective and widely used

in existing fake review detection systems [80]. Therefore, we choose BERT and its variants

as the competitors to EmoAware - our solution that is expected to be a front runner. The

alternative models implemented for comparison purpose are tabulated below.
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• BERT: is a transformer-based pre-trained model proposed by the Google AI team [14].

The BERT model is pre-trained on text paragraphs containing 2.5 billion words and

books corpus of English language, which is available on Wikipedia.

• RoBERTa: is named as t [49]. RoBERTa deploys the same strategy as that of the

BERT model. While combined with better training methods, RoBERTa tends to

outperform BERT in a selection of NLP tasks [49].

• DistilBERT: is a distilled version of the BERT pre-trained model. DsitilBERT - pro-

posed by Sanh et al. [88] - is a lighter and faster version of BERT, utilizing fewer

parameters and still preserving high performance.

• ALBERT: is named as A Lite BERT. This version of BERT model improves several

drawbacks of original BERT model - a baseline solution that exhibits long training

time and suffers from memory limitations. [35].

To test the performance of the emotion-aware fake review detection framework, we

elect an array of standard evaluation metrics catering for binary classification tasks. The

evaluation metrics used throughout this chapter are precision, accuracy, recall, and F1-score.

• Accuracy: This performance metric represents the accuracy of a model to be evaluated

in our empirical study. The accuracy measure is calculated by dividing the number of

correct predictions by the total number of predictions.

• Precision: Precision is the percentage of positive predictions from the total predicted

positive data samples.

• Recall: This metric tests a model’s capacity of finding positive samples, thereby show-

ing how many times positive predictions were wrong.

• F1-score: F1-score - a mixed bag of measures - is a harmonic mean of precision and

recall.
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4.4.3 The Design of An Empirical Study

We design our empirical evaluations in two parts. The first part aims to systematically

evaluate our proposed emotion-aware fake review detection framework using two real-world

datasets. We compare our solution with the existing baseline schemes coupled with the state-

of-the-art models in various evaluation metrics. The second part aims to explore how humans

perceive fake reviews differently in terms of emotion. Therefore, we designed a survey-based

study to let participants rate the credibility of reviews. Next, we conduct statistical tests

to determine whether there are significant differences between human’s perception of fake

reviews and the machine learning model’s perception of fake reviews.

4.5 Overall Performance and Robustness Comparisons

In this section, we first test the performance and robustness of our proposed emotion-

aware fake review detection framework by varying the base models within the framework

(see Section 4.5.1). Then, in Section 4.5.2, we compare our best set of model selections with

those mentioned above in end-to-end alternative models. Finally, in section 4.5.3, we vary

the combination of emotion features and present the results of the ablation study.

4.5.1 Models for Emotion-Aware Fake Review Detection Framework

Recall the framework shown in Figure 4.2. There are four classifiers presented in the

model. The classifiers can be divided into two types: semantic feature classifiers and emo-

tion feature classifiers. In order to test the performance and robustness of our proposed

framework, we choose to vary the combination of two types of classifiers. The implemented

classifiers are listed in Table 4.2.

Semantic Feature Classifiers Emotion Feature Classifiers
LSTM SVM

Bi-LSTM MLP (Multilayer Perceptron)
BERT

Table 4.2: Implemented Models for Emotion-Aware Fake Review Detection Framework
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Figure 4.3 and Figure 4.4 present the overall comparison results on Amazon and OSF

datasets. Accuracy, precision, recall, and F1-score are reported in the figures. The x-axis

represents the various combinations of the semantic classifier and emotion classifiers. The

y-axis shows the value of each evaluation metric on the scale of [0, 1]. For example, the

rightmost bars in Figure 4.3 are the results of using BERT as the semantic feature classifier

and MLP as the emotion feature classifiers.

Figure 4.3: Overall Comparison on Amazon Dataset

From Figure 4.3, we found that when choosing BERT as the semantic feature classifier

and MLP as the emotion feature classifiers achieves the best performance. The recall, ac-

curacy, and precision are within a similar range for all combinations of classifiers. Utilizing

BERT as the semantic classifier usually boosts the performance because of its capability to

deal with contextual-based paragraphs. Using LSTM combined with other emotion features
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Figure 4.4: Overall Comparison on OSF Dataset

performs the worst because LSTM cannot deal with backward contextual dependencies. Sim-

ilar patterns can be observed in Figure 4.4. However, we noticed that our emotion-aware fake

review detection framework achieves better results in the OSF dataset. This phenomenon

indicates that the machine learning model-generated fake reviews are more trivial to be

detected.

4.5.2 End-to-end Model Comparison

In this section, we compare our proposed EmoAware framework with the alternative

end-to-end model. We choose to utilize BERT as the semantic classifier and SVM as emo-

tion feature classifiers. The results of the two datasets are shown in Table 4.3 and 4.4. Our

proposed EmoAware framework outperforms all 4 BERT-based end-to-end models. Our

EmoAware utilizes BERT as the semantic feature classifier and SVM as emotion feature
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classifiers. For the Amazon dataset, it improves the accuracy of ALBERT, BERT, Distil-

BERT, and RoBERTa by 3%, 2.1%, 1.8%, and 1.3%, respectively. Similar patterns can be

observed in the OSF dataset. For the OSF dataset, it boosts the accuracy of ALBERT,

BERT, DistilBERT, and RoBERTa by 8.5%, 6.5%, 3.7%, and 4.8%, respectively. Besides

the improvement of accuracy, other evaluation metrics have a significant promotion. There-

fore, we confirm that our proposed EmoAware has the advantage of better performance in

the fake review detection task.

Methods Class Accu. Prec. Rec. F1-Score

ALBERT
R
F

0.658
0.633
0.626

0.715
0.724

0.672
0.671

BERT
R
F

0.672
0.643
0.638

0.735
0.754

0.686
0.691

DistilBERT
R
F

0.687
0.663
0.658

0.732
0.757

0.696
0.704

RoBERTa
R
F

0.692
0.668
0.665

0.747
0.745

0.705
0.703

EmoAware
R
F

0.705
0.685
0.662

0.783
0.810

0.731
0.729

Table 4.3: Amazon Dataset: EmoAware v.s. End-to-End Methods, Semantic Classifier:
Bert; Emotion Classifiers: SVM (”F: ” fake reviews; ”R”: real reviews)

Methods Class Accu. Prec. Rec. F1-Score

ALBERT
R
F

0.807
0.821
0.793

0.814
0.810

0.817
0.801

BERT
R
F

0.825
0.835
0.820

0.819
0.823

0.827
0.822

DistilBERT
R
F

0.873
0.853
0.857

0.879
0.883

0.866
0.870

RoBERTa
R
F

0.862
0.849
0.852

0.871
0.877

0.860
0.864

EmoAware
R
F

0.910
0.909
0.921

0.875
0.870

0.892
0.894

Table 4.4: OSF dataset: EmoAware v.s. End-to-End Methods, Semantic Classifier: Bert;
Emotion Classifiers: SVM (”F: ” fake reviews; ”R”: real reviews)
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Methods Class Accu. Prec. Rec. F1-Score

BERT
R
F

0.672
0.643
0.638

0.735
0.754

0.686
0.691

BERT + EmoDist
R
F

0.676
0.647
0.644

0.737
0.758

0.689
0.696

BERT + EmoInt
R
F

0.683
0.651
0.653

0.728
0.752

0.687
0.699

BERT + EmoDim
R
F

0.691
0.668
0.652

0.761
0.775

0.711
0.708

BERT + EmoDist + EmoInt
R
F

0.685
0.662
0.645

0.731
0.755

0.695
0.696

BERT + EmoDist + EmoDim
R
F

0.689
0.643
0.663

0.752
0.773

0.693
0.714

BERT + EmoInt + EmoDim
R
F

0.696
0.675
0.653

0.767
0.789

0.718
0.715

EmoAware
R
F

0.705
0.685
0.662

0.783
0.810

0.731
0.729

Table 4.5: Ablation Study on Amazon Dataset, Semantic Classifier: Bert; Emotion Classi-
fiers: SVM (”F: ” fake reviews; ”R”: real reviews)

Methods Class Accu. Prec. Rec. F1-Score

BERT
R
F

0.825
0.835
0.820

0.819
0.823

0.827
0.822

BERT + EmoDist
R
F

0.828
0.837
0.822

0.823
0.818

0.830
0.820

BERT + EmoInt
R
F

0.827
0.832
0.829

0.822
0.821

0.827
0.825

BERT + EmoDim
R
F

0.831
0.840
0.829

0.825
0.832

0.832
0.830

BERT + EmoDist + EmoInt
R
F

0.847
0.853
0.851

0.856
0.831

0.854
0.841

BERT + EmoDist + EmoDim
R
F

0.880
0.883
0.892

0.873
0.871

0.878
0.881

BERT + EmoInt + EmoDim
R
F

0.874
0.882
0.887

0.854
0.869

0.868
0.878

EmoAware
R
F

0.910
0.909
0.921

0.875
0.870

0.892
0.894

Table 4.6: Ablation Study on OSF Dataset, Semantic Classifier: Bert; Emotion Classifiers:
SVM (”F: ” fake news; ”R”: real news)
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4.5.3 An Ablation Study

Our proposed EmoAware framework consists of three emotion feature classifiers. In

order to identify which emotion feature representations and classifiers contribute most to

the prediction, we conduct an ablation study on our proposed framework. In this study, we

select BERT as the semantic feature classifier and SVM as the emotion feature classifiers.

Recall that the whole framework utilizes emotion distribution features (EmoDist), emotion

intensity features (EmoInt), and emotion dimensionality (EmoDim). We vary the presence

of these features in the experiments. Table 4.5 and 4.6 demonstrate the results of the ab-

lation study. EmoAware using all emotion features provides the best performance in terms

of all four evaluation metrics. When using one emotion feature, the emotion dimensionality

feature boosts the performance most. This phenomenon indicates that the emotion dimen-

sionality feature has more distinctiveness between fake reviews and real reviews. When

two emotion features are included in the model, the combination of emotion intensity and

emotion dimensionality features provides the best performance. This confirms that emotion

dimensionality and emotion intensity play significant roles in improving the performance of

fake review detection.

4.6 Human Perception of Product Reviews Based on Emotions

One research question that particularly interests us is how people perceive fake reviews

in terms of emotions. Two directions of human perception of fake reviews will be addressed

in this section.

• How do people perceive fake reviews differently compared with real ones? Due to the

scope of our dissertation, we are particularly interested in the emotion perspectives. For

instance, what emotion categories of human-labeled fake reviews and human-labeled

real reviews have distinctions?
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• How do people perceive reviews differently compared with machine learning models’

perception in terms of emotion?

Next, we will describe the design of quantitative experiments to address these research

questions.

4.6.1 Data Collection

In order to make fair comparisons between human perception of fake reviews and ma-

chine learning models’ perception of fake reviews, we randomly selected 100 fake reviews

and 100 real reviews from the test set of the Amazon dataset. For the OSF dataset, we

also randomly extracted 100 fake reviews and 100 real reviews from the test set of the OSF

dataset. In total, we have 400 reviews in a well-balanced dataset.

We created a survey and distributed it to participants via Auburn Qualtrics. Each

participant will be provided with 20 random product reviews, which include a mix of real and

fake reviews. Participants will read carefully through each product review content and assess

them based on the three criteria provided (i.e., credibility, authenticity, and believability).

All three criteria reflect how believable these reviews appear to participants on a scale from

1 (Low) to 100 (High). To ensure the validity and reliability of the survey, we use three

measurement items to describe the perceived credibility of provided product reviews. Figure

4.5 is one example question from a randomly selected survey.

We collected 306 valid survey responses. After deleting outliers (inconsistency of rating

three items of the same questions), we have 298 valid responses. Since we randomly assigned

20 reviews to each survey participant via Auburn Qualtrics, two reviews from the Amazon

dataset were not assigned to any survey participant. Thus, we have 398 reviews that have

been rated by participants. Table 4.7 summarizes the descriptive statistics of the survey

results.
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Figure 4.5: An Example of Survey Questions

Dataset # of fake reviews used in the survey # of real reviews used in the survey

Amazon 99 99
OSF 100 100

Table 4.7: Survey Data Information, 398 Valid Responses in Total.

4.6.2 Overall Performance

After collecting the survey data, we calculated the accuracy, precision, recall, and F1-

Score of human judgment on reviews. For each survey participant, we averaged their ratings

of credibility, authenticity, and believability of each rated review. Next, we took the average

of each review’s rating as the final rating. Since the rating scores are on the 0-100 scale,

we divided the final rating of each review by 100 so that we obtain the human’s perceived

probabilities of reviews being real. We chose the threshold of 0.5 as the cut-off probability

of the review being real. If the human perceived probability of a certain review is greater
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than 0.5, we assume that human believes the review is a real one. Otherwise, it is a fake one.

The whole procedure of generating human perceived labels is demonstrated in Figure 4.6.

Figure 4.6: The Procedure of Generating Human Perceived Labels

After generating human perceived labels, we calculated the confusion matrix on the

survey subset of the Amazon dataset and OSF dataset. Table 4.8 shows the confusion

matrix for human judgment on survey subset of Amazon dataset. Participants correctly

classify 107 out of 198 reviews. Note that 76 out of 99 fake reviews are correctly classified,

and 68 real reviews have been wrongly classified as fake reviews. This phenomenon indicates

that human shows less trust in reviews and are very conservative when referring to others’

review. Similar results on the OSF dataset are shown in Table 4.9.136 out of 200 reviews

are correctly classified by participants. Note that 73 out of 100 fake reviews are correctly

classified, and 37 real reviews have been wrongly classified as fake reviews. We observe that

people can discern the machine learning model generated fake reviews from real reviews more

easily.
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N = 198 Predicted Real Predicted Fake Support
Actual Review 31 68 99
Actual Fake 23 76 99

54 144

Table 4.8: Confusion Matrix for Human Judgement on Survey Subset of Amazon Dataset

N = 200 Predicted Real Predicted Fake Support
Actual Review 63 37 100
Actual Fake 27 73 100

90 110

Table 4.9: Confusion Matrix for Human Judgement on Survey Subset of OSF dataset

Besides the human evaluation of the two datasets, we also calculated the confusion ma-

trix of our proposed EmoAware framework on two datasets. Table 4.10 shows the confusion

matrix on the survey subset of the Amazon dataset. Compared to Table 4.8, EmoAware

can correctly identify 25% more reviews than human judgment. EmoAware can also distin-

guish fake reviews from real reviews better than human-labeled. For the machine learning

model generated fake reviews, our proposed EmoAware can easily detect fake reviews from

real ones. Table 4.11 demonstrate the good performance of EmoAware on the OSF dataset.

EmoAware achieved 98% of accuracy in identifying fake reviews. All these comparisons can

confirm our motivation for proposing the emotion-aware fake review detection framework.

N = 198 Predicted Real Predicted Fake Support
Actual Review 58 41 99
Actual Fake 25 74 99

83 115

Table 4.10: Confusion Matrix for Machine Learning Model (EmoAware) on Survey Subset
of Amazon Dataset

N = 200 Predicted Real Predicted Fake Support
Actual Review 100 0 100
Actual Fake 2 98 100

102 98

Table 4.11: Confusion Matrix for Machine Learning Model (EmoAware) on Survey Subset
of OSF Dataset
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4.6.3 Quantitative Analysis

To fully examine human’s ability to predict the realness of reviews. We introduce the

following two research questions.

• RQ 1: Is there a statistically significant difference between the human prediction of

the realness of reviews and machine learning models’ predictions regarding evaluation

metrics, such as accuracy, precision, and recall?

• RQ 2: Is there a statistically significant difference in human prediction between the re-

alness of human-generated reviews and machine learning model-generated fake reviews

in terms of evaluation metrics?

To answer RQ 1, we define the predictions made by human judgements as group A,

whereas the predictions made by machine learning models as group B. One of our research

questions is to examine whether the observed proportion of evaluation metrics (accuracy,

precision, recall) in group A have statistically significant difference compared to the observed

proportion of evaluation metrics in group B?

In order to resolve this question, we propose to utilize two sample z test of proportions.

Two sample z test of proportions is used to examine whether two populations differ signif-

icantly in terms of some particular characteristics. In other words, compare the fraction of

two distinct populations that share a characteristic. It calculates the range of values that is

likely to include the difference between the population proportions.

Evaluation Metrics z-score z-critical p-value
Accuracy -2.568 1.980 0.01
Precision 1.874 1.980 0.061
Recall 0.332 1.980 0.740

Table 4.12: Report of Two Sample z Test of Proportions of Group A and Group B on
Amazon Dataset

Table 4.12 demonstrates the results of two sample z test of proportions on the Amazon

dataset. From the second row of Table 12, we conclude that human judgment on the realness
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of reviews has statistically significantly lower accuracy than the machine learning model’s

prediction in terms of the Amazon dataset (p = 0.01, z = −2.568). However, we did not find

a statistically significant difference in precision and recall on the Amazon dataset.

Evaluation Metrics z-score z-critical p-value
Accuracy -8.352 1.980 6.727× 10−17

Precision -6.332 1.980 2.418× 10−10

Recall -5.021 1.980 5.15× 10−7

Table 4.13: Report of Two sample z Test of Proportions of Group A and Group B on OSF
Dataset

Table 4.13 summarizes the results of two sample z test of proportions on OSF dataset.

Table 4.13 shows that human judgment on the realness of reviews has statistically signifi-

cantly lower accuracy, precision, and recall than the machine learning model’s prediction in

terms of the OSF dataset. The results of the two datasets agreed on the fact that human

accuracy in predicting the realness of reviews is much lower than machine learning models.

In order to answer the RQ 2, we define the predictions made by human judgements

on the Amazon dataset as group C, whereas the predictions made by human judgements

on the OSF dataset group D. Our goal is to investigate whether the observed proportion

of evaluation metrics (accuracy, precision, recall) in group C have statistically significant

difference compared to the observed proportion of evaluation metrics in group D?

Evaluation Metrics z-score z-critical p-value
Accuracy -2.856 1.980 0.004
Precision -2.179 1.980 0.029
Recall 0.613 1.980 0.540

Table 4.14: Report of Two Sample z Test of Proportions of Group C and Group D

From Table 4.14, we conclude that human judgment on human-generated reviews has

statistically lower accuracy than on machine learning model-generated reviews (p = 0.004, z =

−2.856). In terms of precision, human prediction on human-generated reviews demon-

strates a statistically significant difference from machine learning model-generated reviews
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(p = 0.029, z = −2.179). We did not observe a statistically significant difference in the recall

metric.

In summary, we performed the two sample z test of proportions to address the proposed

two research questions at the beginning of this section. Results demonstrate two major

findings:

• There is a statistically significant difference between human predictions and machine

learning model predictions. Human prediction performance is often worse than machine

learning models’ performance in terms of accuracy, precision, and recall.

• Human prediction on human-generated reviews has statistically significantly lower ac-

curacy and precision than on machine learning model-generated reviews.

4.6.4 LIWC-2022 Emotion Analysis

Another direction of research interests us is that how people perceive reviews in terms

of emotional aspects. We investigate people’s emotional aspects when consuming reviews

from the following three perspectives.

• RQ 3: Which set of emotion categories and set of emotion dimensions can have dis-

tinctions between human perceived real reviews and fake reviews?

• RQ 4: Which set of emotion categories and set of emotion dimensions can have a

significant difference between human perceived fake reviews and actual fake reviews?

• RQ 5: Which set of emotion categories and set of emotion dimensions can have a sig-

nificant difference between human perceived fake reviews and machine learning model

predicted fake reviews?

To answer the above research questions, we chose to perform the emotion analysis uti-

lizing Linguistic Inquiry and Word Count (i.e., LIWC-22) text analysis software. LIWC-22

has been proven to be reliable software and has been widely adopted by previous studies.
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LIWC-22 is regarded as the top standard for assessing content in the text, including indi-

viduals’ cognitions and emotions (LIWC) [25]. The use of LIWC-22 allows us to establish

the body of knowledge of fake reviews by emotion analysis.

LIWC-22 possesses a large dictionary that can analyze cognitive and emotional aspects.

However, the dictionary does not contain detailed emotion categories and emotion dimen-

sions, such as valence and arousal. In order to enrich the power of LIWC-22, we utilize the

feature of customizing dictionaries. We first adopted the NRC Word-Emotion Association

Lexicon (EmoLex), which is also used in the extraction of emotion distribution features.

LIWC-22 loaded with EmoLex enables us to examine the detailed emotion categories con-

veyed from the text. We can examine eight emotion categories (i.e.anger, anticipation, dis-

gust, fear, joy, sadness, surprise, and trust) and two sentiments (i.e., positive and negative).

Secondly, we utilized the NRC Valence, Arousal, and Dominance (NRC-VAD) Lexicon to

investigate the difference in emotion dimensionality. LIWC-22 loaded with NRC-VAD lex-

icons allowed us to explore the difference in the levels of arousal, valence, and dominance

embedded within the text.

The procedures of how LIWC-22 loaded with EmoLex works are as follows. LIWC-22

first received the text data, and the text was subsequently tokenized into single-word tokens.

LIWC-22 then automatically counts the number of words associated with each of the eight

emotion categories and computes the percentage of occurrence of eight emotion categories

in each review. The eight emotion categories analyzed in this study are measured as the

proportion of words that fall into each emotion category to the total number of words in

the reviews. For instance, a value of 5 for the anger emotion of a review means that the

proportion of words associated with anger is 5%. Thus, the ratio scale for the eight emotion

categories has meaningful absolute zero points and equal intervals.

For the LIWC-22 loaded with NRC-VAD, the working procedures are the same as LIWC-

22 loaded with EmoLex. Since the NRC-VAD lexicon annotates the intensity or level of

valence, arousal, and dominance, the meaning of reported numbers by LIWC-22 is changed.
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For example, a value of 2.7% for the arousal of a review means that the weighted intensity

of arousal is 2.7%. Weights are the frequencies of words associated with arousal.

Firstly, we explore the emotional distinctiveness between fake and real reviews. We

reported our results on the Amazon dataset. Table 4.15, Table 4.16, and Table 4.17 show the

mean and standard deviation of the eight emotions and the Mann-Whitney U test results for

comparing the emotion distribution of fake reviews and real reviews on the Amazon dataset.

We selected the Mann-Whitney U test, which is a non-parametric test for comparing two

independent samples. The advantage of the Mann-Whitney U test is that it does not require

the assumptions of normality and equal variance. Also, it is extremely suitable for comparing

two samples that are different in size.

EmoLex Fake Review Real Review Mann-Whitney U test
Emotions Mean SD Mean SD Test Stat p
anger 1.094 0.884 1.191 0.972 5367 0.886
anticipation 2.801 2.384 3.306 2.730 3306 0.050
disgust 0.790 0.613 1.047 0.871 4480 0.482
fear 1.285 0.794 1.107 0.695 4810 0.654
joy 2.862 2.268 2.184 1.881 3102 0.040
negative 2.107 1.514 2.930 2.424 2795 0.026
positive 5.583 4.091 4.821 3.636 2975 0.036
sadness 1.171 1.141 1.389 1.078 4635 0.576
surprise 1.411 1.056 1.273 0.949 5031.5 0.748
trust 2.914 2.278 3.434 2.443 3223 0.047

Table 4.15: LIWC-22 Loaded with Emolex; Mann-Whitney U Test on the LIWC-22 Results
(Fake Reviews vs Real Reviews on Amazon Dataset)

Table 4.15 is the LIWC-22 analysis results that utilize the LIWC-22 loaded with EmoLex.

We noticed that anticipation and trust have a significant difference between fake reviews and

real reviews on the Amazon dataset. Positive sentiment and negative sentiment all have sig-

nificant differences between fake reviews and real views. Table 4.16 summarizes the results

from using LIWC-22’s original library. It demonstrates that there is a significant difference

in emotions between fake reviews and real ones. The results also agree with Table 4.15 that

the anger and sadness do not have a significant difference.
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LIWC-22 Dict Fake Review RealReview Mann-Whitney U test
Emotions Mean SD Mean SD Test Stat p
emotion 2.876 2.575 2.317 2.175 3127 0.042
emo pos 2.684 2.489 1.766 1.434 2905 0.030
emo neg 0.631 0.415 0.584 0.392 4952.5 0.900
emo anx 0.018 0.016 0.022 0.011 5145 0.932
emo anger 0.051 0.037 0.127 0.039 4714 0.842
emo sad 0.177 0.028 0.123 0.051 4894 0.883

Table 4.16: LIWC-22’s Original Dictionary; Mann-Whitney U test on the LIWC-22 Results
(Fake Reviews vs Real Reviews on Amazon Dataset)

NRC-VAD Fake Review RealReview Mann-Whitney U test
Emotions Mean SD Mean SD Test Stat p
valence 0.751 0.376 0.480 0.397 2607 0.003
arousal 0.536 0.287 0.413 0.310 2782 0.025
dominance 0.459 0.222 0.343 0.268 2921 0.039

Table 4.17: LIWC-22 Loaded with NRC-VAD; Mann-Whitney U Test on the LIWC-22
Results (Fake Reviews vs Real Reviews on Amazon Dataset)

Table 4.17 presents the results of LIWC-22 analysis using the NRC-VAD dictionary.

It examines the aspect of emotion dimensionality from the level of valence, arousal, and

dominance. The results show that the levels of valence, arousal, and dominance all have

a significant difference between real reviews and fake reviews. The findings indicate that

modeling the fake review detection from emotional aspects is a decent direction.

After we examine the difference between fake reviews and real reviews in terms of

emotions, we are particularly interested in how people perceive emotion differently between

human-predicted fake reviews and human-predicted real reviews. The results from this

exploration can indicate why people fall into fake reviews from emotional perspectives.

Table 4.18 demonstrates the LIWC-22 results that evaluate the emotion difference be-

tween human predicted fake reviews and human predicted real reviews. The results show

that emotion categories such as anticipation and trust still have a significant difference be-

tween human-predicted fake reviews and human-predicted real reviews. Besides that, the

emotion ”joy” also has a significant difference between human-predicted fake reviews and
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EmoLex Fake Review RealReview Mann-Whitney U test
Emotions Mean SD Mean SD Test Stat p
anger 1.448 1.275 1.028 0.771 3600 0.424
anticipation 3.678 3.125 2.694 2.500 3285 0.048
disgust 1.368 1.036 1.050 0.852 3559 0.361
fear 1.729 1.372 1.329 1.177 3461.5 0.237
joy 3.302 3.083 2.251 2.027 2905 0.030
negative 3.136 2.841 2.287 1.833 3128 0.042
positive 5.153 4.511 4.703 3.632 4150 0.168
sadness 1.507 1.068 1.185 0.842 4310.5 0.341
surprise 1.525 0.989 1.175 0.980 4231.5 0.241
trust 3.343 3.193 2.650 2.431 3350 0.050

Table 4.18: LIWC-22 Loaded with EmoLex; Mann-Whitney U test on the LIWC-22 Results
(Human Predicted Fake Reviews vs Human Predicted Real Reviews on Amazon Dataset)

human-predicted real reviews. Table 4.19 shows the LIWC-22 analysis results, which also in-

dicates that emotion, positive emotion, in particular, has a statistically significant difference

between human predicted fake reviews and real ones.

LIWC-22 Dict Fake Review RealReview Mann-Whitney U test
Emotions Mean SD Mean SD Test Stat p
emotion 2.974 2.648 2.319 2.014 2982 0.039
emo pos 2.749 2.291 1.673 1.214 2802 0.014
emo neg 0.811 0.702 0.531 0.393 3727 0.656
emo anx 0.000 0.000 0.027 0.015 3969 0.952
emo anger 0.234 0.109 0.035 0.021 3781.5 0.770
emo sad 0.192 0.113 0.134 0.119 3910 0.823

Table 4.19: LIWC-22’s Original Dictionary; Mann-Whitney U Test on the LIWC-22 Results
(Human Predicted Fake Reviews vs Human Predicted Real Reviews on Amazon Dataset)

NRC-VAD Fake Review RealReview Mann-Whitney U test
Emotions Mean SD Mean SD Test Stat p
valence 0.816 0.360 0.396 0.382 2507 0.000
arousal 0.598 0.284 0.354 0.291 2442 0.000
dominance 0.531 0.248 0.252 0.233 2427 0.000

Table 4.20: LIWC-22 Loaded with NRC-VAD; Mann-Whitney U Test on the LIWC-22
Results (Human Predicted Fake Reviews vs Human Predicted Real Reviews on Amazon
Dataset)

Through the lens of NRC-VAD lexicons, we are able to examine the differences between

human-predicted fake reviews and real ones in terms of the level of valence, arousal, and
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dominance. From Table 4.20, we observe that all three emotion dimensions have a statis-

tically significant difference between human predicted real reviews and fake reviews. The

results confirm that the emotion representations proposed in our EmoAware framework are

capable of boosting the performance of fake review detection.

4.7 Summary

In this chapter, we first identify the challenges of the fake review detection task. Our

idea and intuition of the EmoAware framework are illustrated. Secondly, we introduce the

emotion representations of the text information of reviews inspired by the emotion models

from three perspectives: emotion distribution, emotion intensity, and emotion dimension-

ality. Thirdly, we then demonstrate how these representations can be integrated into an

emotion-aware fake review detection framework (EmoAware) to help improve the perfor-

mance of fake review detection. Experiments using two real-world datasets demonstrates

the effectiveness of our proposed framework. To explore how humans perceive fake reviews

in terms of emotions, we present a systematical quantitative study to resolve this question.
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Chapter 5

Two-Tier Text Network Analysis Framework

Before the two-tier text network analysis framework design, we observe that significant

efforts have been made by governments to report and prohibit the creation of fake reviews.

The demonstration of the harm and severity of fake online reviews in the online businesses

is not uncommon. In an effort to protect consumers, institutions such as the Federal Trade

Commission (FTC) have made major efforts to identify and reveal cases of fake reviews

in online marketing. Similar efforts are often made in the realm of detecting fake product

reviews. The majority of developed methods for detecting fake reviews is classified into two

groups: supervised machine learning methods [41, 56, 32, 31, 118, 43] and unsupervised

machine learning methods [36, 89, 16, 69, 40, 106, 44]. As advanced detection approaches

have been presented to tackle fake reviews, there is a lack of text network analysis on fake

reviews. From the angle of text network analysis, one may analyze and differentiate the

network characteristics of fake and genuine reviews, which can provide vital insights for

proposing effective fake review detection systems. In this chapter, we carefully develop a

two-tier text network analysis framework to examine the difference of network features and

textual features between fake and real reviews. More importantly, we conclude our findings

on guiding the design of fake review detection systems.

In the dissertation research articulated in this chapter, we start with a comprehensive

review of the existing fake review detection methodologies as well as community detection

algorithms. Next, we present the challenges and basic ideas of our proposed two-tier text

network analysis. The detailed design of the two-tier text network analysis is discussed,

followed by conducting the experiments on the Amazon product review dataset. The tier-1

analysis compares the network-level characteristics between fake product reviews and real
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product reviews. The tier-2 analysis compares text characteristics of latent communities of

fake-review networks and real-review networks. Our findings give rise to distinct features -

vital underpinnings that furnish the design of fake review detection systems.

The rest of this chapter is organized as follows. In Section 5.1, we present the challenges

of this study, followed by illustrating the basic ideas and intuition of the design of the two-

tier text network analysis framework. In Section 5.2, we systematically shed bright light

on the advantages of text network analysis. Section 5.3 elaborates on the two-tier text

network analysis framework. We conduct the empirical evaluations using Amazon dataset

in Section 5.4. Lastly, the summary of the chapter can be found in Section 5.5.

5.1 Challenges and Basic Ideas

Since the worldwide COVID-19 epidemic enhanced the demand for online purchas-

ing, the quantity of online reviews on shopping websites surged substantially. In addition,

consumers have an inclination to consult in product reviews more frequently while making

purchasing judgments because items are frequently inaccessible. This condition increases the

likelihood that online buyers may encounter fake reviews. In this section, we first identify

the challenges encountered in the development of two-tier text network analysis on product

reviews in Section 5.1.1. Next, we illustrate the basic idea of our solution in Section 5.1.2,

which summarizes the motivation and intuition of our proposed two-tier text network anal-

ysis framework depicted in Section 5.3.

5.1.1 Challenges

Before discussing the basic ideas offered in the third part of the dissertation, we illumi-

nate a number of challenges to be addressed in this chapter.

• Challenge 1. The lack of suitable fake product review datasets.

• Challenge 2. The proper design of text network analysis on product reviews.
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Challenge 1. The lack of suitable fake product review datasets. There are

plenty of reviews available on the Internet, but very little of the review data are labeled as

fake or real; without such ground truth, comparison between fake and real reviews from the

lens of text network analysis is a daunting task. Obviously, accurately labeling fake product

reviews is incredibly labor-intensive and expensive. In order to address this major concern,

our studies utilize the standard available Amazon fake product review datasets.

Challenge 2. The proper design of text network analysis on product reviews.

Few studies examined the difference of fake product reviews and real ones through the lens

of text network analysis. The major challenge is to design the procedures of text network

analysis that helps make sense of the distinctiveness between fake and real product reviews in

terms of network level characteristics. We propose a two-tier text network analysis framework

that systematically investigates the network level differences and textual level differences of

fake and real product reviews.

5.1.2 Basic Ideas

The text network analysis is one way for encoding the associations between words in

a text and building a network of the connected words. The method assumes that language

and knowledge may be described as networks of words and their connections. Our intuition

of the design of two-tier text network analysis lies in two folds. Firstly, we investigate the

distinctiveness of fake and real product reviews from the semantic of sentence level. The

intuition design of the first tier of text networks is as follows.

• Node: A node represents a product review.

• Edge: An edge is a weighted edge, which represents the similarities between two

connected nodes.

We construct two aforementioned text networks utilizing the fake product reviews and

real product reviews. Comparisons are made through the network level characteristics. To
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examine the modules and their possible hierarchical organization, we perform the community

detection on two text networks.

Secondly, to better understand the networks from word levels, we construct another set

of networks within each community. The structure of the second tier of text networks is

presented as follows.

• Node: A node represents the bi-grams extracted from product reviews.

• Edge: An edge represents the co-occurrence of two connected nodes (bi-grams) in the

same review or in the highly similar reviews within the same community.

Through the words level comparison, we are capable of understanding the content and

making sense of each community.

5.2 Text Network Analysis

Let us first introduce the background knowledge of general network analysis. The major

concentration of network analysis is investigating interactions among nodes and a generated

network structure. Consequently, research applying network analysis aims to discover, mea-

sure, and comprehend the influence of the strength of the linkages among nodes. The location

of nodes and the patterns of densely linked clusters within a network are also essential in-

spections in text network analysis. For instance, the weight of an edge can represent the

strength of communication between two friends in a social network. We infer some social,

economic, and technological implications from other measures provided by the network. For

example, the degree of centrality of a node measures the number of linkages connecting to

other nodes.

As an essential feature revealed from networks, communities are gauged as dense sub-

networks or clusters. Identifying communities enable researchers or policymakers to compre-

hend how a network coheres: the community might indicate important social aspects such
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as social capital and trust, polarization, and homogeneity. More recently, community detec-

tion techniques have become a popular and practical research area centered around network

analysis and graph mining.

The text network analysis aims to uncover human-generated text structures, meanings,

and biases. Nodes in text network analysis are words or sentences, whereas edges represent

nodes’ associations. The central words frequently appear in the text with many other words

(higher degree) or with other particular central words (higher betweenness); as a result, the

words express crucial meanings. Similarly, when words are formed into the same community,

the words sometimes convey similar meanings. This structure enables researchers to discover

the predominant themes and topics conveyed in the text. For example, Figure 5.1 presents

a text network. Each node represents a word, and words with the same color are classified

into the same community. We are able to make sense of the main topic from the central

words. For instance, the purple community conveys a message of the journey of America.

The salient advantage of the text network analysis lies in the following three aspects.

• Determine the relative placement of categories in a broader discourse. A

network of words forms a continuous map in which overlapping word clusters are re-

lated. Researchers may determine the relative placement of categories within a large

picture. Modeling words within a network, one may associate qualitative and quanti-

tative approaches by virtue of applying text network analysis.

• Automatically classify words into categories based on their co-occurrences

within the text. Most existing techniques require pre-defining a list of words within

each category when detecting themes. In contrast, the text network analysis automat-

ically classifies words into categories based on the co-occurrences within the text.

• Flexible to revise the network structure based on various research questions.

Researchers can adjust network structures according to various research questions. For
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Figure 5.1: An Example of Text Network Analysis

example, one can change the definition of edges while examining the text’s multiple

properties.

Given the above justifications of deploying text network analysis, we advocate for this

method as a core piece in our proposed detection framework. In the next section, we are

primed to design a two-tier text network analysis framework - a novel technique that inves-

tigates the characteristics between fake product reviews and real ones at the network level

as well as the textual level.

5.3 A Two-Tier Text Network Analysis Framework

In this section, we delineate our proposed two-tier text network analysis framework in

detail. Figure 5.2 depicts the framework tier-wisely.
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Figure 5.2: The High-level Architecture of the Two-tier Text Network Analysis Framework.

The framework starts with a corpus of fake reviews and a corpus of real reviews. The tier-

1 text networks aim to analyze differences between fake and real reviews from the perspective

of review semantic similarity. We examine the following research question RQ 1 in tier 1.

• RQ 1. What are the differences within network-level characteristics between fake

product reviews and legitimate ones?
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Given the fake product reviews and real product reviews, we extract - as an initial

phase - the pairwise semantic similarities utilizing the BERT model. After obtaining the set

of semantic similarities among fake product reviews, we generate the tier 1 text network,

namely, the fake product review network (FN ). The node in FN represents a single fake

review, whereas an edge between two nodes denotes the semantic similarities between two

nodes. In order to decrease the number of edges, we elect the similarity threshold as 0.5.

If the semantic similarity between two nodes is smaller than 0.5, we consider that the two

nodes do not share significant similarities. Thus, no connected edge exists between the two

nodes. We perform the same procedures to forge a real product review network (RN ). After

creating the two networks - FN and RN, we utilize the community detection algorithms to

identify communities in existing networks. Now, we have our tier 1 network structures, and

comparisons of network-level characteristics can be made at this point.

The Tier-2 analysis is in charge of comparing the latent communities within each text

network. We examine the research question RQ 2 below in tier 2.

• RQ 2. At the word level, what distinct characteristics can be observed within each

community of two networks?

When it comes to the tier-2 analysis, we first generate the bi-grams within each detected

community of two networks. Next, we construct the tier 2 text networks. A node represents

a single bi-gram, while the edge between two nodes is created when the two bi-grams appear

in the same review within the same community. After building multiple bi-grams networks,

we are capable of examining the distinct characteristics within the community.

In this section, we systematically introduce our proposed two-tier text network analysis

framework. We conduct experiments to gauge the effectiveness of the proposed framework

in the next section.
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5.4 Experimental Study

We first introduce the details and statistics of the Amazon dataset in Section 5.4.1.

Next, we present the results of tier 1 analysis in Section 5.4.2 and the tier 2 analysis in

Section 5.4.3.

5.4.1 Dataset

The experimental design is centered around the Amazon dataset. Table 5.1 summarizes

the distinctive traits of the Amazon dataset, which was initially published and hosted on the

Kaggle website - a popular data repository platform that offers a no-installation, customized

Jupyter Notebooks environment. The reviews in the Amazon dataset are categorized as

either real or fake. A number of other features, including ratings, confirmed purchases,

product categories, product IDs, product titles, and review titles, are included for each

review in the dataset. The Amazon dataset contains 21,000 reviews that are dispersed

evenly across product categories.

Dataset # of fake reviews # of real reviews Avg. review length Fake/real avg. review length

Amazon 10,500 10,500 69.2 59.3/79.1

Table 5.1: Amazon Fake Review Dataset.

Because of the time-expensiveness in computing the pairwise similarities, we randomly

select 1,000 fake product reviews and 1,000 real product reviews from the Amazon dataset.

The 1,000 fake reviews and the 1,000 authentic reviews serve as the fake product review

corpus and real product review corpus in the two-tier text network analysis.

5.4.2 Tier-1 Analysis Results

Recall that (see also Section 5.3) the Tier-1 analysis aims to explore the comparisons

of network-level of characteristics between fake reviews and legitimate reviews. We first

generate the FN and RN networks based on the description in Section 5.3. We report
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the six crucial network parameters: Average Degree, Average Weighted Degree, Average

Betweenness Centrality, Closeness Centrality, # of Communities, and Eccentricity.

Table 5.2 tabulates the network parameters of FN and RN.

Network Avg. Degree Avg. Weighted Degree Betweenness centrality

Fake Review Network 562 338 231
Real Review Network 537 321 219

Network Closeness Centrality Eccentricity # of Communities

Fake Review Network 0.707 2.63 3
Real Review Network 0.695 2.694 2

Table 5.2: Comparison of Fake and Real Reviews Networks on Network Characteristics.

The average degree of a network resembles the average number of connected nodes from

a single node in the network. The average degree of the FN network is larger than RN (562

for fake reviews, 537 for real reviews), which may suggest that fake reviews share higher

semantic similarities compared to real reviews. Similar patterns are observed in the average

weighted degree. The average weighted degree of the FN network is higher than RN (338 for

fake reviews, 321 for real reviews), implying that the similarity of fake reviews is stronger

than real reviews.

Betweenness centrality quantifies the frequency at which a specific node appears on the

shortest path between two other nodes. We discover that the betweenness centrality is higher

for fake reviews (avg. 231 for fake reviews vs. avg. 219 for real reviews), which indicates

that fake reviews have more tendency to associate with the other fake reviews.

Closeness centrality estimates the average shortest geodesic distance (number of unique

edges) between a given node and every other node in a network. We observe very little

difference in the closeness centrality of the two networks (avg. 0.707 for fake reviews vs.

avg. 0.695 for real reviews).

The average eccentricity represents the distance of a given node to the furthest node

within the same network. The finding unfolds that the value of average eccentricity is larger

in authentic reviews. This phenomenon shows that the real review network overall is more
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disconnected than fake reviews; the fake reviews are more cohesive and share more similar

semantic meanings.

Community detection is performed on both networks. The results unveil that the fake

review network consists of three communities, whereas the real review network possesses

two communities. However, one of the communities in the fake review network has very few

number of nodes. Therefore, we neglect the small community in the fake review network

while performing the tier-2 analysis.

5.4.3 Tier-2 Analysis Results

Recall that (see also Section 5.3) the tier-2 analysis is responsible for investigating the

properties of each detected community by creating a second level of bi-grams networks. The

edge between two nodes is formed when two bi-grams appear in the same review within the

same community. After constructing many bi-grams networks, we are primed to examine

the community’s unique characteristics.

From the tier-2 analysis, we generate four unique bi-grams networks based on the com-

munities in the fake and real review networks. Surprisingly, we do not locate any significant

discrepancies in different communities based on the bi-grams networks. For this reason, we

only present the comparisons of bi-gram networks between real and fake reviews.

We examine the network through the lens of variation in degree range. Figure 5.3 and

Figure 5.4 demonstrate the high-degree nodes of bi-gram networks. We notice that the

high-degree nodes convey similar meanings between real and fake reviews. Mostly, these

nodes express the overall impression of the products. For example, the bi-gram ”highly

recommended” represents the users’ opinions of a product. This phenomenon confirms our

intuitions and speculations because customers write reviews by first illustrating the overall

ratings of products.

Next, we investigate the medium-degree nodes within the bi-gram networks. Figure 5.5

illustrates an example of the medium-degree range of bi-grams networks of fake reviews. The
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Figure 5.3: An Example of High Degree Range of Bi-grams Networks of Fake Reviews.

results reveal that the medium-degree nodes talk about the product in more detail, such as

the user experience and detailed reviews. Similar patterns are observed in the bi-grams

networks of genuine reviews. Comparing the bi-grams of the two figures, we conclude that

unlike the legitimate reviews, the fake product reviews tend to use more emotion-activating

words to assess the products. For example, words such as ”love,” ”perfectly,” and ”enjoy”

appear more frequently in the bi-grams networks of fake reviews. This group of experiments

on medium-degree nodes reflects the emotion analysis study in this dissertation.

We overlook the low-degree nodes in the bi-grams networks because the generality of

low-degree nodes is too low to interpret and compare among fake reviews and legitimate

ones.
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Figure 5.4: An Example of High Degree Range of Bi-grams Networks of Real Reviews.

5.5 Summary

In this chapter, we first discussed the challenges and basic ideas of our proposed two-

tier text network analysis. After demonstrating the construction of a two-tier text network

analysis, we elaborated on the experimental results derived from the Amazon product review

dataset. The tier-1 analysis compares the network-level characteristics between fake prod-

uct reviews and real product reviews. The tier-2 analysis compares text characteristics of

latent communities of fake-review networks and real-review networks. Per our findings, we

pinpointed distinctiveness features to facilitate the design of modern fake-review detection

systems.
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Figure 5.5: An Example of Medium Degree Range of Bi-grams Networks of Fake Reviews.
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Figure 5.6: An Example of Medium Degree Range of Bi-grams Networks of Real Reviews.
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Chapter 6

Conclusion and Future Work

In this chapter, we systematically state the main contributions made in this dissertation

study. Then, we identify the possible directions for future studies.

6.1 Main Contributions

6.1.1 The Fake News Engagement and Propagation Path (FNEPP) Framework

To model fake news detection from a social context perspective, we developed a novel

fake news detection framework called FNEPP that seamlessly incorporates news contents,

user engagements, user characteristics, and propagation paths using two cooperative mod-

ules. We conducted extensive experiments driven by two real-world datasets to shed light on

the effectiveness of FNEPP. We demonstrated the capability of capturing distinctive tem-

poral patterns between fake and real news. The promising results unfold the high efficiency

of FNEPP in the realm of detecting fake news on social media at an early stage.

From the perspective of social-context-based approaches, we are in a good position

to tackle a raft of challenges that are still open to the research community. Specifically,

one intriguing future direction is to analyze a rich set of representations of social media

users. Given a massive amount of available social media data, we plan to utilize multi-task

learning to jointly optimize fake news detection tasks, stance detection, and prediction of

source authenticity.

6.1.2 The Emotion-Aware (EmoAware) Fake Review Detection Framework

With a surge in fake product reviews, the issue of detecting fake reviewers is of increasing

importance to firms and their customers. In the second part of the dissertation study, we
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examined the motivation of fake review detection, especially exploring how emotion conveyed

in the review text helps improve the performance of fake review detection. We provided the

literature on the definition of ”fake review.” Existing approaches to fake review detection

have been thoroughly identified. We also surveyed the state-of-the-art emotion models in

the text mining literature, which motivates our proposed emotion representations in fake

review detection. We proposed an emotion-aware fake review detection framework inspired

by ensemble learning methods. Three perspectives of modeling emotion conveyed in the

review text are seamlessly integrated into the framework. A series of experiments on two

real-world datasets have demonstrated the effectiveness of our proposed model. In order

to evaluate how humans perceive fake reviews differently compared with machine learning

models, we conducted a survey-based qualitative analysis.

6.1.3 The Two-Tier Text Network Analysis Framework

In the third part of this dissertation research, we illustrated the motivation for text

network analysis on fake product reviews, focusing on how the findings of text network

analysis contribute to the design of systems for detecting fake reviews. Following this,

we presented the concepts of text network analysis and review the community discovery

algorithms. The Amazon fake product reviews dataset is utilized to perform a two-tier

text network analysis. The first tier analysis compares the network-level characteristics

between fake product reviews and real product reviews. The second tier analysis compares

text characteristics of latent communities of fake-review networks and real-review networks.

More importantly, the results of the two-tiered text network analysis reveals the distinct

network and semantic characteristics of fake and real reviews.
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6.2 Future Research Studies

6.2.1 Future Directions for the Fake News Engagement and Propagation Path

(FNEPP) Framework

Recall that in the first part of this dissertation study (see also Chapter 3, we focused on

data sourced from social media platforms such as Twitter and WEIBO, which are predomi-

nantly unmoderated and free-flowing. Future studies can focus on moderated fake news data,

such as in fake news sites that exist in edited or semi-edited forms. The size of the dataset

utilized in the study is relatively small. Future studies will benefit from increased dataset

size. Also, emotions, which could potentially play a key role in fake news detection, have not

been studied and are one of the modeling limitations. Future studies could investigate the

significance of emotional signals in fake news detection. This study predominantly focuses on

misinformation detection. However, broader management and governance approaches need

to be taken for better control and mitigation of misinformation. Future studies can look at

this problem from a disaster control perspective.

6.2.2 Future Directions for the EmoAware Fake Review Detection Framework

As labeled-fake-review datasets are expensive to acquire, a drawback of our EmoAware

framework is that the framework belongs to supervised learning methods. In a future project,

we will design unsupervised or semi-supervised learning models for fake review detection

tasks. Our results of exploring the role of emotion in fake-review detection are expected to

help us design those types of novel models.

6.2.3 Future Directions for the Two-Tier Text Network Analysis Framework

Our proposed two-tier framework is capable of examining network-level comparisons and

community-level comparisons. Besides the high-level characteristics, we intend to observe if

generated networks exhibit certain network properties. For instance, we will be interested
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in studying the ”small world” phenomenon in both generate networks. Another direction

along this line is to integrate topic modeling in the process of network analysis. The topic

modeling methods are primed to offer us the meanings of a given dataset or clustered com-

munities, thereby being potentially beneficial in designing network-analysis frameworks for

misinformation detection.
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