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Abstract

The continuous emergence of counterfeit integrated circuits (ICs) in the electronics supply chain

requires immediate solutions since they pose serious threats to our critical infrastructures due to

their inferior quality. Information Handling Services Inc. reported that counterfeit ICs represent

a potential annual risk of $169 billion to the global electronics supply chain and have continued to

increase in recent years. These counterfeit ICs can be categorized into seven distinct types: recycled,

remarked, defective/out-of-spec, overproduced, cloned, forged documentation, and tampered. It

is reported that recycled ICs account for almost 80% of all reported counterfeit incidents. The

rise of these recycled ICs in critical infrastructures can cause major concerns to the government

and industry because these chips exhibit lower performance and have a shorter remaining lifespan.

In addition, high temperatures, followed by sanding, repackaging, and remarking in the crude

recycling process could potentially create extra defects in the ICs. The illegal recycling process

may also create latent defects that can pass initial acceptance testing by original equipment

manufacturers (OEM) but are susceptible to failure in the field. Furthermore, the detection of these

ICs becomes extremely challenging when they are already circulating in the supply chain. Generally,

it is necessary to power up a chip at a distributor’s site to measure different electrical parameters

to verify whether it was pre-owned or not. However, this can be challenging as many distributors

may not be equipped with proper test infrastructures. Moreover, the reliability of authentic chips

may be reduced if they were removed from their packaging boxes for testing purposes.

In parallel, due to the globalization in the semiconductor industry, the cost of maintaining

a foundry is enormous. Hence, most integrated circuit IC design houses have become fabless.

However, the security issue of intellectual property (IP) becomes another concern. Typically, a

design house acquires multiple third-party cores for a system on a chip (SoC) and sends a contract

to a foundry/fab for manufacturing and test. The horizontal integration of semiconductor design,

manufacturing, and test causes a significant increase in potential harmful threats. The most notable

ones are overproduction or counterfeiting of ICs, piracy of IP, and insertion of hardware Trojans
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(HT) . To address these threats, researchers have proposed solutions that include hardware metering,

logic locking, IP watermarking, and split manufacturing. Logic locking is the most widely accepted

and design-for-trust (DFT) technique to prevent those threats from untrusted manufacturing. It

hides the circuit’s inner details by incorporating key gates in the original circuit resulting in

a key-dependent locked counterpart. The resultant locked circuit functions correctly once the

secret key is programmed into its tamper-proof memory. The inserted logic can be commonly

categorized based on key-insertion strategy and can be described as: (i) XOR/XNOR-based, (ii)

MUX-based, (iii) Look-up Table (LUT)-based, and (iv) state-space based. However, existing

logic locking techniques can be rendered ineffective using the state-of-art methods that include

Boolean satisfiability (SAT)-based attacks, probing, and tampering attacks. One can obtain the

secret key from a functional chip and then unlock any number of locked ICs as the key value

remains the same for every chip. Subsequently, different countermeasures were also proposed

to increase the effort of launching these powerful logic-based attacks. Reverse engineering (RE)

is another powerful attack for IP theft. It can be used by an adversary for the illegal reconstruction

of the gate-level design. As a result, an adversary can clone an entire chip, pirate the extracted

netlist, or insert a hardware Trojan. IC camouflaging can be an effective technique to prevent RE

so that an adversary cannot obtain the inner details of a circuit.

In this dissertation, we developed a robust and low-cost solution for enabling the traceability of

an IC in the supply chain. Our proposed solution builds a chain of trust among the manufacturer, dis-

tributors, and system integrator (end-user) by enabling end-to-end traceability from manufacturing

to system integration and providing protection against IC recycling. The proposed solution utilizes

a small passive radio-frequency identification (RFID) tag, which needs to be placed on the package.

Any authorized entity in the supply chain can verify the authenticity of a chip using a commercial

RFID reader. Once the system integrator verifies the signature from all the previous stages, final

verification will be performed to detect the prior usage of an IC. The frequency of the IC will be

measured again and compared with the stored value provided by the manufacturer. A mismatch will

indicate that a recycled IC has been detected. Otherwise, it can be considered a brand-new product.

We also propose a new oracle-less logic locking attack based on self-referencing to determine

the secret key. We denote our proposed attack as TGA: Topology-Guided Attack on logic locked
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circuits. Since the entire circuit topology is built from basic Boolean functions that are repeated

multiple times (denote as unit function (UF)) in the design, it is possible for an adversary to

determine the secret key by comparing the locked instances of these functions with the unlocked

ones in the entire netlist. The secret key can be estimated efficiently even for the circuits in which

the SAT attack has failed, e.g., c6288 circuit. In addition, an adversary can unlock any netlist using

our proposed attack without waiting for a working chip to be available in the market or with no

scan access. We also proposed a countermeasure to prevent this attack. If the SoC designer locks

all the repeated unit functions, the attack on the locked design will become ineffective as it cannot

make a key prediction without self-referencing the unlocked unit function.

Spintronic devices offer a feasible choice for post-Moore devices, and magnetic skyrmion-based

design becomes a possible candidate for implementing different logic designs and non-volatile

memories. Reverse engineering is an advanced tool that can be exploited by the attack to recover the

gate-netlist of an IP. IC camouflaging can prevent this attack, and various solutions are proposed for

protecting traditional CMOS-based technologies. However, there is no research on camouflaging

for skyrmion-based circuits. To solve this concern, we have proposed several novel skyrmion-based

gate designs for implementing IC camouflaging on the skyrmion-based circuits. To the best of

our knowledge, we are the first to propose camouflaged skyrmion (denoted as CamSkyGate:

Camouflaged Skyrmion-based Logic Gates) gates to prevent an adversary from performing reverse

engineering on a skyrmion-based circuit. The function of a camouflaged gate is determined by

doping technology. The attacker cannot identify the specific gate type for the designed camouflaged

gate since the layout is identical and symmetric even with different functions. The mumax3

simulator is used to exhaustively simulate all gates with different input combinations. We have

also evaluated the security of the proposed camouflaged designs using SAT attacks. We show that

the same security from the traditional CMOS-based camouflaged circuits can be retained.

This dissertation provides a comprehensive overview of different existing problems and solutions.

To combat the recycled ICs in the supply chain, We have proposed an RFID-based system to

enable traceability and trust among the manufacturer, distributor, and system integrator. Any

entity in the supply chain is able to verify the authenticity of a chip using a commercial RFID

reader. On the logic locking side, we have found the vulnerability of the existing logic locking
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schemes and proposed an oracle-less topology-based attack. A countermeasure is also discussed

to prevent self-referencing. To explore the security aspect of magnetic skyrmion circuit design,

we propose the CamSkyGate design to prevent reverse engineering. An adversary cannot extract

the full gate-level netlist by performing reverse engineering. The SAT-based security evaluation is

also performed, where our proposed design can provide the same level of protection with a smaller

key size than the CMOS-based camouflaged counterpart.
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Chapter 1

Introduction

1.1 Motivation

The security and trust of the electronics supply chain attract more attention and concerns since

the number of counterfeit integrated circuits (ICs) has increased significantly. The increased source

of e-waste can help the counterfeiters build up an extremely large supply of counterfeit components

to make more profits. The degraded performance and shorted lifetime compared with authentic

chips pose serious threats to the critical infrastructures [2–5]. A report has indicated that a potential

annual risk of $169 billion is presented by counterfeit ICs to the global electronics supply chain

and have continued to increase [6]. Recycled, remarked, defective/out-of-spec, overproduced,

cloned, forged documentation, and tampered ICs are the seven main types of different counterfeit

ICs. The recycled ICs contribute to more than 80% of counterfeit incidents and need immediate

solutions for their detection. These chips can cause major concerns to the government and industry

because of lower performance and shorter remaining useful life. Generally, these components

are taken from used printed circuit boards (PCBs), repackaged, remarked, and then sold in the

market as new. The high temperatures during the crude recycling process may also create extra

defects in the ICs. When the ICs circulate in the supply chain, it becomes extremely challenging to

detect them. It is mandatory to power up a chip and collect critical electrical parameters to perform

the recycling detection. However, without the proper test infrastructure, it is extremely difficult

to perform the test and verification at a distributor’s site. Furthermore, if the ICs were removed

from their packaging for testing purposes, the reliability of authentic chips may be compromised

due to electrostatic discharge (ESD) or humidity.
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With the trend of globalization in the semiconductor industry and the high cost of maintaining

a foundry, most IC design houses have adopted the fabless model. Generally, a design house first

buys the IPs cores from multiple different third-party IP vendors for developing a system on a

chip (SoC). A contract is then sent to a foundry/fab for the manufacturing of chips. However, this

current well-accepted mode has caused a significant increase in potential harmful threats. These

threats can be the overproduction of ICs [7–11], piracy of intellectual properties (IPs) [4, 11–13],

and tampering with hardware Trojans [4, 11, 14–18]. Researchers have proposed different solutions

in recent decades to prevent these threats. The countermeasures include hardware metering, logic

locking, watermarking, and split manufacturing. Logic locking attracts the most attention and is

the most widely accepted scheme for preventing both IC overproduction and IP piracy. The basic

idea of logic locking is to lock the function of a circuit by a secret key into tamper-proof memory

on the chip. When the chips are fabricated, the SoC designer needs to program the key and activate

the chip. Only the correct key makes the IC fully functional. The inserted logic can be commonly

categorized based on different key-insertion strategy: (i) XOR/XNOR-based [8, 19–22], (ii)

MUX-based [23–25], (iii) LUT-based [26–28], and (iv) state-space based [29]. Several attacks,

such as Boolean satisfiability (SAT)-based attacks [30–38], probing [39], fault-injection [40–42]

and tampering attacks [43, 44, 44] can compromise the security of the existing logic locking

schemes. The correct secret key can be obtained by performing these attacks on an activated

chip from the market. Therefore, all ICs of the same type can be compromised, and the hardware

security objective against IC overproduction and IP piracy will not be fulfilled. To extract the

netlist, which is required for the attacks mentioned above, reverse engineering [45, 46] needs to

be performed. The full gate-level netlist and function can be illegally constructed by an attacker.

As a result, an adversary can clone an entire chip and pirate the extracted netlist to make profits

without spending the cost and time of Research & Development. IC camouflaging is an effective

technique to prevent RE so that an adversary cannot extract the inner details of a circuit [47–49].
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1.1.1 Prior Work

Detection and Avoidance of Recycled ICs

The detection and avoidance of recycled ICs, a major source of counterfeit incidents, requires

innovative solutions. Different solutions have been proposed to detect recycled ICs over the

years [50–56]. First, there are several standards (e.g., AS6171, AS5553, AS6081, CCAP-101, and

IDEA-STD-1010) in practice, which recommend different physical and electrical tests for the detec-

tion purpose [57–61]. The goal of these tests is to identify defects and anomalies present in recycled

chips. However, excessive test times, test costs, low detection capability, and lack of automation

make the detection of recycled ICs extremely challenging. Second, different solutions have been

proposed, which are based on statistical data analysis [50–55]. However, these solutions provide lim-

ited accuracy when the chips are used for a short period. In addition, these schemes require authentic

samples to train the model, which may be difficult to acquire from the market. Third, when the

ICs are aged, a result of negative bias temperature instability (NBTI) can be caused. NBTI happens

whenever a PMOS transistor is stressed with negative gate voltages and elevated temperatures due

to the generation of interface traps at the Si/SiO2 interface. The aging of an IC will cause an incre-

ment in the threshold voltage, and it decreases the drain current of the MOSFET. This feature can be

exploited to detect counterfeit IC in the market. For example, Authors in [62] propose a lightweight

anti-counterfeiting technique for combating die and IC recycling (CDIR) that is based on Schmitt-

trigger Ring Oscillator (STRO) sensors. A modified version is introduced in [63], which is based on

ring-oscillator (RO) sensors. Two groups of RO sensors are placed to determine the counterfeit ICs.

One group of RO is stressed as normal, while the other is not stressed as a reference RO. A counter

with a timer is also implemented to measure the oscillation frequency of each RO group. The

frequency difference between the two groups will indicate the prior usage of an IC. Different other

on-chip sensor-based solution are also proposed to detect the recycled ICs [64–69]. Unfortunately,

these solutions are sensitive to process variations, and lower accuracy might be caused when the pro-

cess variations outpace aging degradation. To address this limitation, The solutions proposed in [1,

70] are resistant to process variation, and they can detect recycled ICs accurately even within a small
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amount of time. Fourth, a zero-cost approach using embedded SRAM is proposed in [55]. The start-

up of the SRAM will output a stable value for fresh IC but will become unstable after aging. Authors

in [56] provide a statistical analysis technique that relies on the circuit delay of multiple paths. It has

been demonstrated that delays between two or more paths in the circuit can be used as an age indica-

tor. However, these solutions can only provide limited accuracy when the chips are used for a short

period. In addition, this kind of detection requires obtaining reference data from a brand new golden

chip on the market which affects its implementation. To address the limitation, the work proposed

in [71] can detect the prior usage of a chip efficiently by observing the power up state of the flip flops

(FF) . Finally, other different defections are also proposed for determining the recycled ICs. Image

processing is a possible way used to detect recycled ICs [72, 73]. It is a physical inspection tech-

nique that involves investigating various external/internal properties such as texture, indents, marks,

imperfections, or the package of an IC. However, their effectiveness also depends on the availability

of authentic chips. DNA markings proposed in [74] can provide traceability for electronic parts

and avoid the recycled ICs from another perspective. Unfortunately, it has limitations in practice

because of the complex authentication process, excessive implementation, and test cost [75].

Logic Locking

Logic locking is widely accepted as a protection technology against IP Piracy and IC Overpro-

duction. The original design could be protected by adding extra key gates. Once a correct key

is programmed, an IC will work with full functionality. Random logic locking (RLL) [76], strong

logic locking (SLL) [77], and fault-based logic locking (FLL) [23] were proposed. The basic idea

is to insert XOR/XNOR gates in the gate-level netlist based on different insertion strategies. The

RLL scheme was vulnerable to sensitization attacks in which the correct key bits can be propagated

to the primary output by applying different input patterns [78]. Compared with a random key gate

location selection, SLL will form an interference graph of key gates for examination, and the best

candidates will be selected for key gate insertion. Unfortunately, these solutions were broken by

performing SAT-based attacks [30]. The SAT-based attacks can find the correct key by ruling out

incorrect ones iteratively with of help of applying distinguishing input patterns (DIP) .
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SARLock was proposed in [79], where a small comparator circuit is added to the design.

Anti-SAT, proposed in [80], inserts a relatively light-weight circuit block (two complementary

functions). The main idea of these countermeasures is to make sure that each DIP can determine

only one wrong key. Even though these two countermeasures can prevent the SAT-based attacks

efficiently, they are broken by performing other attacks. The removal attack proposed in [81] can

bypass the lock circuitry to retrieve the original circuit and remove dependence on key values,

while the work proposed in [82] can identify the locked block of Anti-SAT efficiently. To improve

the security, TTLock [83] was proposed as an improved version of SARLock. Also, the authors

in [84] propose the stripped function logic locking (SFLL). For each incorrect key, there exists a

very limited number of input patterns plus one extra input pattern (caused by the stripped function)

that corrupts the POs. However, these improved countermeasures are compromised by functional

analysis (FALL) attack [85]. A hardware Trojan-based attack (e.g., TALL [43]) is also powerful

to thwart the above-mentioned techniques.

Beyond those countermeasures focusing on combinational part locking at the gate level, the

sequential logic locking (e.g., HARPOON locks finite state machines [29]) and logic locking at

high levels such as TAO [86] in high-level synthesis(HLS) or HLock [87] at the register-transfer

level (RTL) were also proposed to lock a design.

Camouflaging

The RE has become one of the primary security concerns to the industry and government [88].

Even though it is recognized worldwide with many noble purposes [2], such as failure analysis,

defect identification, hardware Trojan detection, or detection of counterfeit products, it can also be

exploited by the adversary with different malicious purposes such as cloning and piracy. Generally,

the RE-based attacks recover the full layout through scanning electron microscopy (SEM) imaging

process [89].

IC camouflaging has become one of the popular research areas in combating RE. The researchers

have proposed different solutions to secure the design through IC camouflaging. In [89], the authors

develop a secure cell library design through an AND-tree structure, and a combined strategy is also

adopted to reduce the cost. In [90], a dummy contact-based is proposed two control adjacent layers.
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The transistors are in the ON or OFF state to prevent RE by changing the dopant polarity of the post-

silicon state. Threshold-dependent implementation is considered as another direction [48, 91, 92].

Different gate functionality can be implemented based on different defined threshold voltages. The

same layout will be recovered when RE is performed as it cannot help the attacker to determine the

gate type. The authors in [93] use a pull-down resistor to control the current flow and decrease the

average power and delay. This will cause a smaller voltage swing from logic-1 to logic-0. A cyclic

obfuscation under different cycle conditions proposed in [94] is proposed to increase the effort of

RE with an exponentially increasing time. Another way of IC camouflaging is denoted as ‘covert

gate’ that leverages doping and dummy contacts to design camouflaged cells [49]. Authors in [95]

proposed an IC camouflaging scheme by toggling the output for one minterm of the perturbed

function. A separate camouflaged block is necessary to restore the perturbed minterm. These pro-

posed solutions can be applied to prevent the RE on traditional CMOS-based technology. However,

there is hardly any related research on camouflaging emerging skyrmion-based technologies.

Design and Simulation of Skyrmion Gates

Due to the quantum-mechanical limit, the development of IC with CMOS technology is get-

ting slower, and an alternative solution is urgent. Spintronic devices offer a feasible choice for

post-Moore devices. Magnetic skyrmions are considered in new magnetic data-storage devices and

logic applicants due to their small size and low critical current density. A skyrmion behaves like

a stable pseudoparticle and can be generated by a localized spin-polarized current. The presence

of a skyrmion can be represented as binary logic 1 while logic 0 indicates the absence of a single

skyrmion, respectively. The Skyrmion logic gates design relies on the utilization of different

effects for skyrmion motions, such as spin-orbit torque-induced skyrmion Hall effect [96, 97],

skyrmion-edge repulsion [98], and spin-orbit torque-induced motion [99, 100]. To simulate the

proposed design, mumax3 and OOMMF are two popular tools to evaluate the motion of

skyrmions and the function of the gate design.

There are several different skyrmion-based logic gate designs. In [101], the authors have

designed spin logic gates such as the AND and OR gates based on manipulations of skyrmions.

The conversion of a skyrmion into another form of a skyrmion. In [102], the authors have proposed
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not only the basic single gate design (AND, OR. BUFFER, and INVERTER) but also a complex

Fredkin gate. A re-configurable skyrmion-based logic gate is proposed in [103] which can function

between AND, OR, NAND, and NOR on a single skyrmion gate design. In addition to different

logic gate designs, the work in [104, 105] also developed the fan-out structure for skyrmions and

evaluated the testing performance on different function types of skyrmion-based logic gates, which

helps create a reliable future of spintronic devices. Even though the advantages of minimal power

consumption and small device size make skyrmion-based circuit becomes a competitive candidate

beyond traditional CMOS technology.

1.2 Contributions

This dissertation proposes novel solutions to address the threats mentioned above. The con-

tributions of this dissertation are summarized as follows:

• Enabling supply chain traceability: We address the current limitation of combating the counterfeit

ICs in the supply chain, and make the following contributions:

– We propose a solution to enable the traceability of ICs in the supply chain against recycling.

The core of the proposed structure is to utilize a small RFID tag that contains a small non-

volatile memory (NVM) to be placed on the package. The chip needs to be equipped with a

ring oscillator (RO) and an electronic chip ID (ECID). We propose to store the registration

data that consists of the RO frequency and the frequency measurement conditions in the tag.

A digital signature, which is computed on the registration data (RD) and ECID, also needs

to be stored in the tag to prevent tampering with the RD. Recycled ICs can be detected by

comparing the RO frequencies stored in the tag with measured values from the chip.

– The solution sets up a chain of trust among the distributors and empowers them to verify the

identity of all prior distributors who have possessed the IC. We use the concept of blockchain,

originated from the cryptocurrency system Bitcoin [106], to develop our proposed solution.

We believe this is the first approach to enable traceability for chips using RFID while they

travel through the supply chain. The end user can uniquely identify the complete route of

a chip by verifying the RFID tag content. Any modification or tampering with the RFID

tag data can easily be detected as they are protected using digital signatures.
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– Our proposed solution enables a distributor to verify the authenticity of a chip without pow-

ering it up. This is a significant improvement compared with the traditional barcode-based

tracking [107], which can easily be cloned or tampered. We believe that this is the first

approach that enables verification at a distributor’s site without powering up the chips.

• Attacks and defenses on logic locking: We investigate the vulnerabilities of the current logic lock-

ing designs, and an oracle-less topology-based attack is proposed with performance evaluation.

An effective countermeasure is also provided. The contributions are summarized as follows:

– A novel oracle-less topology-guided attack on logic locking: We proposed a topological

function search attack that relies on identifying and searching the repeated functions in a

netlist. We denote these basic functions as unit function UF, which are repeated multiple

times in a circuit. If a key gate is placed in an instance of a repeated UF during the locking

of a circuit, the original netlist can be recovered by searching the equivalent unit functions

(EUFs), which are constructed with all hypotheses’ key values. As the UFs are constructed

in a few layers of gates, the number of key gates and key bits associated with a UF is

limited, resulting in minimal EUF search combinations. The results in Table 3.1 show the

efficiency of the proposed attack by recovering the majority of key bits correctly for IS-

CAS’85 [108] and ITC’99 [109] benchmark circuits locked with random logic locking (RLL)

and secure logic locking (SLL). The effectiveness of our proposed TGA is also validated using

locked benchmarks from TrustHub [110] (see Table 3.2). In contrast with the traditional

oracle (unlocked chip) attacks, no oracle is required to launch our proposed attack.

– An efficient function search algorithm: To perform the search, an efficient depth-first-search

(DFS) based algorithm is developed to find the equivalent unit functions in a locked netlist.

The complete netlist is first converted to a directed graph [111], where each gate in the

netlist is represented as a vertex, and each wire is modeled as an edge. We demonstrate and

implement a DFS-based EUF search algorithm to determine the correct value of a secret key.

The average time to determine a secret key bit is in the order of seconds. As a result, a locked

circuit can be broken in a few minutes when locked with a few hundred/thousand key gates.

– A countermeasure against the proposed TGA attack: As the proposed attack recovers the

original design by performing the EUF search on the netlist, it can be prevented if the
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function search with hypothesis keys does not find results or produces contradictory results.

This resiliency against the attack can be achieved by inserting the key gates in all the repeated

instances of an UF as the adversary will not decide the actual value of the key bit by

comparing it with its unlocked version. An DFS-based search algorithm is again exploited

to identify all repeated and unique instances of a unit function. Note that the key length can

be variable in a range instead of a fixed value, which can increase both the efficiency of the

key insertion and the security of the locked design.

• Secure IC camouflaging using magnetic skyrmions: Since no secure camouflaging scheme has

been proposed so far using spintronic devices, such as magnetic skyrmions-based circuits, we

have the following contributions to enhance the robustness of this emerging technology and

provide similar security compared with traditional CMOS technology [112]:

– We propose novel CamSkyGate, Camouflaged Skyrmion-based logic Gates, for protecting

ICs against RE. A camouflaged gate can be configured between AND and OR, and OR and

buffer (BUF). A complex camouflaged gate that can be configured between a two-input

AND with a dummy input, two-input OR with a dummy input, 2-to-1 MUX, and a BUF

with two dummy inputs are also proposed. We present the layout for these different gates

and perform micromagnetic simulations to verify the functionality of these gates.

– Unlike the CMOS counterparts, the skyrmion-based gates that we propose are non-volatile,

compact, and do not require extra components for camouflaging. The camouflaging can be

realized by doping selected regions with different magnetic anisotropy.

– We evaluate the security of our proposed design against the SAT attack. The experiment

results show that our proposed design has a similar security level compared with the existing

CMOS-based IC camouflaging scheme [49].

1.3 Organization of this Dissertation

The rest of this dissertation is organized as follows:

• Chapter 2 introduces our proposed solution for enabling end-to-end traceability against recycled

ICs in the IC supply chain. A chain of trust among the manufacturer, distributors, and system

integrator can be constructed. A small RFID tag needs to be placed on the package. Digital
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signatures are exploited to protect the integrity of data. Each entity is able to interface with the

RFID tag (e.g., read and write) through a commercial RFID reader. Once all the signatures are

validated by the system integrator (end-user), it will perform the final recycled IC detection.

• Chapter 3 describes an oracle-less attack based on the self-referencing. The attack relies on

identifying repeated functions for determining the value of a key bit. The proposed attack does

not require any data from an unlocked chip, eliminating the need for an oracle. It compares the

internal netlist to find the key. The proposed graph search algorithm efficiently finds a duplicate

function of the locked part of the circuit. Our proposed attack correctly estimates a key bit very

efficiently, and it only takes a few seconds to determine the key bit. We also present a solution

to thwart the attack and make logic locking secure.

• Chapter 4 introduces our proposed skyrmion-based gate designs for IC camouflaging against

reverse engineering. With different levels of doping, different Boolean functions can be im-

plemented with an identical layout. The attacker cannot extract the specific gate type of the

camouflaged cell. Thus, the full function of a camouflaged skyrmion-based circuit is secure

against RE. The SAT-attack resilience is also discussed and evaluated in this chapter.

• Chapter 5 concludes the contributions of this dissertation, which also outlines the possible future

work. Hardware security has attracted more attention and plays an important role in traditional

CMOS technology and emerging technologies. We end this chapter with a list of some future

research directions.

10



Chapter 2

End-to-End Traceability of ICs in Component Supply Chain for Fighting Against Recycling

2.1 Introduction

The continuous growth of ICs in the electronics supply chain calls for an immediate solution

as they pose serious threats to our critical infrastructures due to their inferior quality. Information

Handling Services Inc. reported that counterfeit ICs represent a potential annual risk of $169

billion to the global electronics supply chain, and this continues to increase in recent years [6].

These counterfeit ICs can be categorized into seven distinct types, such as recycled, remarked,

defective/out-of-spec, overproduced, cloned, forged documentation, and tampered types. Among

all these different counterfeit categories, recycled ICs account for almost 80% of all reported

counterfeit incidents [4]. The deployment of these recycled chips in a critical infrastructure would

be catastrophic as they exhibit lower performance and shorter remaining useful lifetime than a

newly manufactured IC [3]. In addition, the crude recycling process that consists of removal of

the ICs from printed circuit boards (PCB) under extremely high temperature, followed by sanding,

repackaging, and remarking could potentially create many defects and anomalies [2, 4]. Moreover,

the recycling process may also create latent defects that can pass initial acceptance testing by OEM

but are susceptible to failure in the field [4].

The detection and avoidance approaches for recycled ICs are broadly classified into five different

categories. First, there are several standards (e.g., AS6171, AS5553, AS6081, CCAP-101, and

IDEA-STD-1010) in practice, which recommend different physical and electrical tests for the

detection purpose [57–61]. The goal of these tests is to identify defects and anomalies present

in recycled chips. However, excessive test times, test costs, low detection capability, and lack of
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automation make the detection of recycled ICs extremely challenging. Second, different solutions

have been proposed, which are based on statistical data analysis [50–55]. However, these solutions

provide limited accuracy when the chips are used for a short period. In addition, these schemes re-

quire authentic samples to train the model, which may be difficult to acquire from the market. Third,

on-chip sensors have been proposed as an alternative to the conventional test methods [64–69]. Un-

fortunately, these solutions can provide lower accuracy when the process variations outpace aging

degradation. Fourth, image processing is also used to detect recycled ICs [72, 73]. However, their

effectiveness depends on the availability of authentic chips. Finally, DNA markings are commer-

cially available to provide traceability for electronic parts [74]. However, a complex authentication

process, excessive implementation, and test cost have made its application limited in practice [75].

The solutions proposed in [1, 70] are robust against process variation, and they can detect

recycled ICs very accurately even under minimal prior usage. Due to the complex nature of

the semiconductor supply chain, electronics travel through many distributors (trusted and un-

trusted [57, 58]) before being deployed to a system. The only approach to determine whether

a chip is recycled or not is by powering up a chip and measuring the ring oscillator frequency.

However, this can be challenging to distributors as they may not have the proper test infrastructures.

Moreover, accessing an individual chip (removing it from the packaging and then place in the

tester) may create additional defects. Thus, it is a mandatory requirement for a distributor to verify

the authenticity of a chip without powering it up.

2.2 Prior Process Variation Resilient Approach

The solution proposed in [1] utilizes a RO and a non-volatile memory, where – (i) the registration

data (RD) that consists of the frequency (C0) of an RO and the conditions (e.g., supply voltage

(V0), temperature (T0), and duration (tD0) for the frequency measurement), and (ii) a digital

signature (Sig(Hd)) on data (d) that consists of RD and electronic chip ID (ECID) are stored.

ECID provides a unique identification to each chip. It generally includes the X-Y locations

of a die in the wafer, lot information, wafer number, binning information, speed grade, etc., for

traceability purposes [113]. This ECID value can be accessed using an ECIDCODE instruction

defined in Std 1149.1 [114]. Note that ECID is the unique identification for a chip, not the RFID
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Figure 2.1: Prior process variation resilient on-chip structure for detecting recycled ICs [1].

device. The detection requires the verification of the signature to detect tampering with the NVM

content and the comparison between the measured and stored frequencies. This approach helps

to detect recycled ICs used as little as a day with a very low-cost measurement unit.

Figure 2.1 shows the structure proposed in [1] for detecting recycled ICs. It consists of an RO

and an NVM. This RO can be selected from one of the process monitors [115–117] currently

used in modern chips. The output of this RO can be made available using an existing primary

output (PO) through multiplexing primarily to reduce the pin count. A counter and a timer are

required to measure the RO frequency. One can also use the existing on-chip counter and timer

for the frequency measurement. Test access port and boundary-scan architecture [114] can be

used to access the NVM content. The solution requires generating the digital signature and then

programming it into the NVM during the registration phase. The identity of the chip is verified

during the authentication phase.

2.2.1 Registration Process

The registration phase starts after the chips are manufactured and tested for defects. Only the

defect-free chips go through the registration process. During this phase, the frequency of the

ring oscillator is measured by using a low-cost measurement unit. Next, the digital signature is

constructed on the sensor data. Finally, the data will be programmed into an NVM. The steps are

described as follows:
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1. Ring oscillator data (RD) is constructed by concatenating counter value and measurement

conditions.

RD = {C0||T0||V0||tD0}

2. Data (d) is constructed by concatenating RD and ECID.

d = {RD||ECID}

3. The digital signature (Sig(Hd)) is constructed on the hash of d with the OCM ’s private key.

This secure private key is only available to the OCM.

Hd = hash(d)

Sig(Hd) = K−(Hd)

where, hash(), K−, K−() represent a secure hash algorithm (SHA-2/SHA-3 [118]), private

key, and the encryption function (RSA or ECC [119]), respectively.

4. The oscillator data RD, and the digital signature Sig(Hd) are stored in the NVM of the chip.

2.2.2 Authentication Process

The authentication process can be described as the process of verifying the authenticity of a

device. It can be straightforward and performed by the system integrator or end-user with a very low-

cost measurement set-up, which has to be equipped with a counter and a timer (see details in [1]).

During this phase, it is necessary to read the ECID and NVM content from the chip. The

signature comparison is performed to verify the integrity of the NVM content. At the end of the

authentication process, the age of the chip is determined by comparing the stored RO frequency

with the measured RO frequency. The steps are described as follows:

1. The NVM content that consists of the ring oscillator data (RD) and digital signature (Sig(Hd))

of the chip under authentication, and the ECID value is read. The data (d) is now constructed

14



by concatenating RD and ECID.

d = {RD||ECID}

2. A hash (Hd) is computed on d, and another hash (H∗
d ) is recovered from the signature (Sig(Hd)).

H∗
d = K+(Sig(Hd))

where, K+ represents the public key.

3. The computed hash (Hd) and the recovered hash (H∗
d ) are tested for any mismatch. Any

mismatch indicates the tampering of the NVM content by an adversary, and the chip will be

flagged as recycled.

4. If the hashes match perfectly, the measurement parameters during registration (T0, V0, and tD0)

are extracted from the ring oscillator data (RD).

5. The RO clock cycle count (C∗
0) is measured using parameters tD0, T0, and V0.

6. The difference between the measured clock cycle count (C∗
0) and the registration clock cy-

cle count (C0) is calculated. If the difference is greater than the precision of the counter

(measurement error), the chip will be identified as recycled.

2.3 Proposed Comprehensive Approach for Combating IC Recycling

The solution proposed in Figure 2.1 can detect recycled ICs accurately even though they have

been used for a short period of time. However, it is necessary to power up the chip when an entity

in the supply chain wants to verify whether it has been used before or not. Note that a chip travels

through many distributors, some can be untrusted, before being deployed to a system. It can be

challenging for many distributors to adopt the solution proposed in [1], as they may not have the

proper test infrastructures. Besides, access to individual chips may be infeasible as unpackaging

may create many defects and anomalies from improper handling.
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Figure 2.2 shows our proposed design, where the chip is equipped with an RFID tag. We

propose to move the on-chip NVM contents, such as the registration data, the signature, and other

information (see Section 2.3.1) to an RFID tag. The die of a chip only contains the ring oscillator

to determine the age, whereas, the RFID tag can be placed in the package during the packaging

stage of the manufacturing process for enabling traceability of chips in the supply chain. Note that

a similar effort to integrate RFID in the chip is ongoing by the Supply Chain Hardware Integrity

for Electronics Defense (SHIELD) initiative by DARPA [120].

RFID Tag

Non-Volatile Memory

RFID Tag

Non-Volatile Memory

Ring Oscillator (RO)

Chip

INV1 INV2 INVnNAND

En

Die

f Frequency 

Measurement 
C0

RFID Reader

Traceability

Prior Usage

Figure 2.2: Proposed design for enabling traceability of ICs in the Supply Chain for combating
against recycling.

In recent years, RFID tags have been widely used for traceability in the supply chain. There

are two basic types of RFID tags in use: passive and active tags. For active RFID tags, the tag’s

lifetime may be limited by the energy stored in the integrated battery. On the other hand, passive

tags are more popular due to their lower size, cost, and longer lifetime. As these tags do not require

a battery, they can be small enough to put into a label attached to the product. Even though the

RFID solution provides flexibility for device identification, its contents are vulnerable to unwanted

modifications. Our solution provides protection against it as the contents are digitally signed.
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2.3.1 Proposed Approach for Enabling Traceability of ICs

The traceability of a component in the supply chain can be achieved by creating a chain of

trust among the manufacturer, distributors, and the user of these chips. We use the concepts of

the blockchain, which was introduced in the Bitcoin cryptocurrency system by Satoshi Nakamoto

in 2008 [106]. Bitcoin uses a hash-based block structure and a consensus algorithm, denoted

as Proof-of-Work (PoW), to achieve decentralization. We do not need a consensus algorithm

for traceability purposes as the endpoints of the component supply chain are trusted, and chips

are the transactions. As a result, the concern of double-spending will never arise. In the supply

chain, the manufacturers of chips are treated as trusted (see General Requirements of the Standard

AS6171 [57]), as there is no motivation for a manufacturer to recycle chips and send them into

the market as new. In addition, the end-users (e.g., Honeywell, NASA, Boeing, etc.) of the chips

are also considered trusted as they are suffered from recycled chips. Thus, our objective here is to

identify a recycled (used and old) chip that enters the supply chain through untrusted distributors.

Distributor 

(D2)

Distributor 

(Dn)

KD2

HD1

SigD1

System 

Integrator (SI)

+

Memory

KDn SigDn
+

MemoryMemory

SigD1

Memory

d

HM

SigM

KD3

HD2

SigD2

+ KSI

HDn

SigDn

+

Manufacturer 

(M)

Distributor 

(D1)

Trusted Untrusted TrustedUntrusted

KD1
+

SigMd KM
+ SigMd KM

+

SigD2KD2
+

SigD1KD1
+

SigMd KM
+

SigD2KD2
+

SigD1KD1
+

SigMd KM
+

KD1
+

Memory

KDn SigDn
+

SigD2KD2
+

SigD1KD1
+

SigMd KM
+

KSI SigSI
+

HSI

SigSI

Figure 2.3: Proposed flow for enabling traceability of ICs in electronic component supply chain.

Figure 2.3 shows the proposed solution to enable traceability of chips while they travel through

the electronics supply chain. First, the manufacturer reads the RO frequency (C0) once the chip

is free from manufacturing defects. The parameters during the measurement process (e.g., supply

voltage (V0), temperature (T0), and duration (tD0)) are also recorded. The data (d) is constructed
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by concatenating these parameters with the ECID, where d = {C0||V0||T0||tD0||ECID}. A

cryptographically secure hash (HM ) is computed on d and the ID of the first distributor (e.g., public

key of D1, K+
D1

). A digital signature (SigM ) is then computed on HM . The manufacturer updates

the RFID tag memory with {d,K+
M , SigM} using a commercial RFID reader, and later ships the

chip to the distributor, D1. Second, the distributor D1 first reads the RFID content using a commer-

cially available RFID reader once it receives the chips from the manufacturer. It then verifies the

integrity of the RFID content. If the verification passes, D1 creates a hash (HD1) on the previous

stage’s hashes and signatures, and the next distributor’s public ID (e.g., K+
D2

). It then computes

the signature (SigD1) on HD1 , updates the RFID with K+
D1

, SigD1 , and sends the chip to the next

distributor (D2), which also performs the same steps as D1. Finally, the system integrator (SI) ver-

ifies the entire RFID content and constructs the complete trace. Once the chip has been placed into

a system, SI updates the RFID memory with its own signature to certify that it has been deployed.

Note that the IDs of different manufacturers, distributors, and system integrators (users) are

required to be stored in a secure database and can be accessed through a trusted website such that

one cannot tamper with these IDs. One can also store the certificates [121] in the RFID, however,

it may require larger tag memory space.
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Figure 2.4: Verification and update process for the contents of an RFID tag placed in the package
of a chip.

Figure 2.4 shows our proposed approach for enabling traceability in the supply chain. The

proposed approach consists of three stages: (1) read RFID content, (2) verify RFID content, and

(3) update RFID content. Note that the manufacturer only performs the update operation, as there

are no prior entities in the supply chain and it is not required to verify RFID content.
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Read RFID Content

The first step is to extract the information stored in the RFID tag. This can be performed through

a commercial RFID reader without powering a chip.

Verify RFID Content

The distributor needs to perform signature verification for all prior stages starting from the

OCM. Note that each row in the memory contains the public key (K+
i ) of the manufacturer (first

row), the system integrator (last row), or the distributor (other rows), and the signature (Sigi). The

verification can be performed as follows:

• Step 1: The content in the 1st row of the RFID memory needs to be read first by ith distributor

(Di), which was created by the OCM. A hash HM is computed based on d and the public key

of distributor 1.

HM = hash(d||K+
D1) (2.1)

where, hash(.) represents a secure hash function (e.g., SHA-2 or SHA-3 [118]). Similarly, a

hash (H∗
M ) will be recovered from the signature by using the following equation:

H∗
M = K+

M(SigM) (2.2)

where, K+
M is the public key from the OCM. The integrity is verified by comparing HM with H∗

M .

• Step 2: Once the previous verification is passed, Di reads the next row j of the RFID content.

A hash is now computed on previous stage hash value Hj−1, signature Sigj−1, and the public

key K+
j+1 using Equation 2.3.

Hj = hash(Hj−1||Sigj−1||K+
j+1) (2.3)

Similarly, another hash value H∗
j is recovered from the signature by using following equation.

H∗
j = K+

j (Sigj) (2.4)
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The verification will pass if Hj = H∗
j , j will be increased by 1, and stay at Step 2. Any

mismatch of the computed hash value and recovered hash value will give an indication that RFID

content is tampered with and the chip will be flagged as recycled, and the corresponding distributor

will be identified. In addition, the distributor, Di−1 can also be charged for promoting recycled ICs,

as either, it does not perform the verification when it acquired the chips from Di−2 or deliberately

falsified the authentication results. Note that the end-user or the system integrator will also follow

the same verification process as Di.

The authenticity of a device can be ensured by verifying its identity. At every stage (different

distributors and the SI), the verification of a device ID is performed. The data d contains an elec-

tronic chip ID (See Equation 2.5), which is unique to every device. The manufacturer (considered

trusted in our threat model) provides its digital signature to certify ECID. Any tampering of d

can be detected at any stages (D1 through SI).

Update RFID Content

In this phase, all entities in the supply chain write data into the RFID memory. As the man-

ufacturer is the first entity in the supply chain and trusted, the content directly written by the OCM

should be authentic and verified. On the other hand, the distributors and the system integrator only

update the RFID memory, once the chip passes the verification as described above. The manu-

facturer writes the data d, its public key (K+
M ), and signature (SigM ) into the RFID tag memory.

The update process for the manufacturers can be described as follows:

• Step 1: The data (d) is constructed by concatenating the RO cycle count (C0) with measurement

conditions (e.g., temperature (T0), supply voltage (V0) and duration (tD0), and electronic chip

ID (ECID).

d = {C0||T0||V0||tD0||ECID} (2.5)

• Step 2: A secure hash is computed based on d and the public key of the first distributor (K+
D1).

HM = hash(d||K+
D1) (2.6)
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• Step 3: The signature of the manufacturer is computed on HM .

SigM = K−
M(HM) (2.7)

where, K−
M is the private key of the manufacturer.

• Step 4: Finally, the manufacturer writes the data {d, K+
M , SigM} into the RFID and distributes

the chip into the supply chain.

The update process for the distributors is described as follows:

• Step 1: Di reads the entire RFID memory to construct the data (di) for hash computation.

di = {H(...(H(H(d||K+
D1)||SigM ||K

+
D2)||SigD1||

...)||K+
Di)||SigDi−1} (2.8)

• Step 2: A secure hash is computed on di and the public key of the (i+1)th distributor (K+
Di+1).

HDi = hash(di||K+
Di+1) (2.9)

• Step 3: The signature of Di is computed on HDi.

SigDi = K−
Di(HDi) (2.10)

• Step 4: Finally, the distributor appends {K+
Di, SigDi} to the RFID and sends the chips to the

next distributor or system integrator.

Finally, the update process for the SI can be described as follows:

• Step 1: SI reads the entire RFID memory to construct the data (dSI) for hash computation.

dSI = {H(...(H(H(d||K+
D1)||SigM ||K

+
D2)||SigD1||

...)||K+
SI)||SigDi} (2.11)
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• Step 2: A secure hash is computed on dSI .

HSI = hash(dSI) (2.12)

• Step 3: The signature of SI is computed on HSI .

SigSI = K−
SI(HSI) (2.13)

• Step 4: Finally, SI appends {K+
SI , SigSI} to the RFID after deploying it into a system.

2.3.2 Approach for Verification of the Prior Usage of an IC

This proposed solution enables a chain of trust among the distributors. Anyone in the supply

chain can verify the identity of chips without powering them on. However, the final verification,

whether a chip is used before or not, is performed at the system integrator’s site. Figure 2.5 shows

the verification of the prior usage of an IC by the SI . Once the complete route of an IC in the

supply chain is verified, the SI powers up the chip to measure the RO frequency.

The measurement conditions (T0, V0) are first set up to measure the RO clock cycle count (C∗
0 )

with the fixed time interval (tD0). These measurement parameters are reconstructed from the

data (d = {C0||T0||V0||tD0||ECID}), which is present at the 1st row of the RFID memory. The

difference between the measured clock cycle count (C∗
0 ) and the registration clock cycle count (C0)

is calculated. If the difference is greater than the precision of the counter (measurement error, ∆),

the chip is identified as recycled, otherwise, as new. The same setup (e.g. a timer and a counter)

presented in Figure 2.1 can be used for the measurement, and the details can be found in [1].

2.4 Analysis

2.4.1 Implementation Details

We have implemented our proposed scheme using a commercial off-the-shelf RFID tag (MI-

FARE Classic [122]). Figure 2.6 shows the experimental setup for implementing our proposed

solution. We choose a very low-cost RFID reader (MFRC522 RFID module [123]) to read and
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Figure 2.5: Flow for Detecting Recycled ICs.

update the RFID tag memory. A Raspberry Pi 3 with 1.2 GHz quad-core CPU and 1GB RAM,

which controls the read/write data, is used to interface the RFID reader. Here the SRAM chip is

treated as the circuit under test. We use M2Crypto [124], crypto, and the SSL toolkit for Python, to

compute and then verify elliptic curve digital signatures. The distributor IDs and digital signatures

are loaded into the MIFARE RFID tag using the MFRC522 RFID module. Note that the Laundry

MIFARE Classic RFID tag has an electrically erasable programmable read-only memory (EEP-

ROM) of 1K Bytes, where we store the trace for different distributors. In the MIFARE Laundry

Classic 1K RFID tag, there are 16 sectors, and each sector consists of 4 blocks of 16 bytes each.

RFID Tag

SRAM chip

MFRC522 RFID 

Module

USB ports for

 mouse and keyboard

HDMI port for 

monitor

Power

Figure 2.6: Setup for implementing our proposed approach.
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The memory space required to store one distributor (and the manufacturer) is determined as

follows:

• The data (d) can be of 174 bits (T0 of 10 bits, V0 of 10 bits, C0 of 32 bits, tD0 of 10 bits, and

ECID of 112 bits [113]).

• A distributor (manufacturer) ID can be of 20 bits, which can represent 220 distinct entities.

Note that it is not necessary to store the public keys (K+) in the RFID due to its resource (low

memory) constraints. One can store unique public IDs of the manufacturer and the distributors

instead. It is necessary to maintain a website from which one can find the public keys for

different manufacturers, distributors, and system integrators using this public ID.

• ECDSA signature (SECP-256R1 ECDSA [125]) can be of 512-bits. We chose SHA256 to hash

the data. We used the M2Crypto library [124] in python to create the hash and digital signature.

Here the signature is combined with 10 bytes of cyclic redundancy check (CRC) to protect the

integrity of the signature from unintended modification, such as, noise.

Combining all these bits, we need 5 blocks in the RFID tag memory to store the trace for one

distributor or the system integrator. For the manufacturer, we need to store the data (d) along

with its ID and signature, which requires 7 blocks. We can store relevant information for one

manufacturer, one system integrator, and seven distributors when we use this RFID tag.

Note that we do not need to add one tag per chip, and it is not necessary to attach this tag into

the package as long as they travel together in the supply chain. One can add only one RFID tag

for a small batch of chips. One only needs to measure all the frequencies and then construct the

data (d = {C(1)
0 ||C

(2)
0 ||...||C

(n)
0 ||V0||T0||tD0||ECID(1)||ECID(2)||...||

ECID(n)}) and then store the signature (SigM ) into the RFID tag. Here, C(i)
0 and ECID(i) are

the RO frequency and ECID of the ith chip, respectively.

2.4.2 Security Analysis

In this section, we present different attack scenarios against our proposed solution and assess

the resistivity of the proposed architecture under such attacks.
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Tampering with the RFID Content

In this attack, an adversary tampers with the RFID content using an RFID reader. To break

the traceability of a component in the supply chain, the attacker can remove one or more entries

from the RFID memory to eliminate the trace for a few distributors. For example, an adversary

(D4) removes the 4th entry (i.e., public key and signature from the D3) of the RFID tag memory,

and then sell the chip to D5. Figure 2.7 shows an example of removing an attack, where the

row highlighted in red was removed by the distributor D4. Note that M and Di represents the

manufacturer, and ith distributor, respectively.

RFID Tag Memory

KD4 SigD4
+

SigD2KD2
+

SigD1KD1
+

SigMd KM
+

KD5
+

KD3 SigD3
+

M

D1

D2

D3

D4

D5

Figure 2.7: Tampering with the RFID content to modify trace.

This attack can be detected by a distributor (in this example, distributor D5) or the system

integrator (SI) while they perform the signature verification. When doing authentication described

in Section 2.3, the first two verifications for the manufacturer (M ) and distributor (D1) will be

passed. However, the third verification will fail as there will be a mismatch of the computed hash

value H2 and recovered value H∗
2 from the signature because of the involvement with different

public keys. The authentication can be performed as follows:

• D5 reads the entire memory, constructs data for each stages, and then compute the hashes.

dM = {d}, HM = hash(dM ||K+
D1
)

dD1 = {HM ||SigM}, HD1 = hash(dD1||K+
D2)

dD2 = {HD1||SigD1}, HD2 = hash(dD2||K+
D4)

• It recovers the hashes from the signatures.

H∗
M = K+

M(SigM);H∗
D1 = K+

D1(SigD1)
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H∗
D2 = K+

D2(SigD2)

• Finally, it performs signature verification.

ver(HM , H∗
M) = pass; ver(HD1, H

∗
D1) = pass

ver(HD2, H
∗
D2) = fail, as

H∗
D2 = hash(HD1||SigD1||K+

D3) where the ver() function can be described as follows:

ver(x1, x2) =

{
pass if x1 = x2;

fail otherwise;
(2.14)

Impersonation of a Distributor

In this attack, an untrusted distributor (Dj) tries to sneak into stage (i+ 1)th distribution stage

using the identity of a trusted distributor (Di+1). However, this attack is infeasible as the entries of

the RFID memory is protected by the digital signature. It is infeasible for Dj to create a signature

of Di+1. As a result, Dj cannot pass the chip to Di+2 as the signature verification will fail. In

addition, the motivation for Dj to sneak into the supply chain without tampering the chip is not

clear. Furthermore, it can perform tampering with an authentic chip received from Di and send

to Di+1, which is beyond the scope of this dissertation.

Dictionary Attack

In this attack scenario, a recycler (untrusted distributor) constructs a dictionary of RO frequencies

from many new chips. Each entry of the dictionary consists of the data (d), the manufacturer’s public

key (K+
M ), and its signature (SigM ) from new chips. After recycling an old chip, the adversary mea-

sures the frequency of that RO. If a match (or close enough) is found in the dictionary, he/she can

update the RFID content with the respective content from the dictionary. Note that the RO frequen-

cies of the new chips vary significantly (generally Gaussian in nature [67]) due to process variation.

It can be possible that two RO frequencies of new and recycled chips are of the same value. Thus,
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it seems that a recycler can impersonate an old chip with a new one. However, one can easily detect

this attack by verifying the signature (SigM ). The verification process can be performed as follows:

• Read ECID∗ value, and RFID contents from the chip.

• First Authentication: This fails if ECID, which is present in the data (d) from the RFID, does

not match with ECID∗ of the chip. This authentication can only be performed by the SI as

it is necessary to power up the chip to read ECID∗.

• Second Authentication: If the First Authentication passes, a second authentication is necessary to

verify the signature, which can be done as follows: (i) compute hash on data (d), Hd = hash(d),

(ii) recover the hash from the signature (SigM ), H∗
d = K+

M(SigM), and (iii) verify both these

hashes using ver(Hd, H
∗
d) function (see Equation 2.14).

Note that this second authentication can be performed by any entity in the supply chain.

Tampering the Ring Oscillator

For this attack scenario, an attacker tampers the physical structure of the RO of a counterfeit chip.

An RO becomes faster if the number of inverter stages becomes smaller. An attacker can reduce the

number of inverter stages using an FIB circuit edit [126]. To perform this attack, the chip needs to be

decapsulated to remove the old package and then perform the edit. After the modification, the chip

needs to be repackaged again and remarked to its original specification. Note that this attack needs

to be performed on every chip. As a result, the circuit edit, repackaging and remarking may not

be cost-effective to the counterfeiters. Hence, it is unlikely to be used in practice by an adversary.

Improper Registration

In this attack scenario, an untrusted entity at the production site can update the RFID content

with a false oscillation count which is significantly less than the actual measured value. As a result,

the oscillation frequency can still be found very close to the registration value, even though a chip

has been used in the field for a long time. However, there will not be any financial motivation

behind such an act from a foundry’s perspective as it will only help the counterfeiters. Moreover,
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we generally consider the foundry as trusted for IC recycling. Thus, manipulating the frequency

value in the registration phase does not make any financial motivation to the foundries.

Key Breach

If a breach happens for distributor Dj , it is required to update its keys and put its new signature

in forthcoming chips. However, the public key remains unchanged (old key) in the RFID memory

of chips with previous signatures. Practically an adversary can put a signature at the (j + 1)th

location of the RFID memory (the first location is reserved for the manufacturer) by modifying

the next stage distributor ID, and thus, make the authentication fail for an authentic chip. At

this point, the system integrator (SI) can contact distributor Dj for more information regarding

the key breach. It is then up to the SI to decide the acceptance of this chip. If a key breach

happens [127–130], the distributor must report it to all the participating entities in the supply chain.

Note that if the manufacturer’s database is breached, no authentication can be performed for chips

with old keys as the RO frequency value can be updated in the RFID memory.

2.5 Summary

In this chapter, we proposed a robust and low-cost solution for detecting recycled ICs, which

are reclaimed from old electronic systems. Our solution enables traceability by ensuring a chain of

trust among the manufacturer, the distributors, and the system integrator. It utilizes a small passive

RFID tag, which needs to be placed on the package of a chip. Any entity in the supply chain can

verify the authenticity of a chip using a hand-held commercial RFID reader. It is not necessary

for a distributor to power up a chip during the verification process. However, the final verification

needs to be performed at the system integrator’s site and requires powering up the chip for RO

frequency measurement. As an RFID tag can be placed in the package of a chip, our proposed

solution can practically be applied to all the chips.
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Chapter 3

A Novel Topology-Guided Attack and Its Countermeasure Towards Secure Logic Locking

3.1 Introduction

The prohibitive cost of building and maintaining a foundry (fab) with advanced technology nodes

has forced many design companies to become fabless and adopt the horizontal semiconductor

integration model. Currently, the majority of the design houses integrate intellectual properties (IPs)

obtained from different third-party IP (3PIP) vendors along with its design and outsource the manu-

facturing to an offshore foundry resulting in a global supply chain with distributed vendors carrying

out design, verification, fabrication, testing, and distribution of chips. The involvement of untrusted

entities at various stages in the IC manufacturing and testing process has resulted in evident security

threats, such as piracy or theft of IPs, overproduction of ICs, and sale of out-of-specification/rejected

ICs [2–4, 10, 13, 20, 131, 132]. Many design-for-trust techniques have been studied over the years

as countermeasures against the aforementioned threats [7, 8, 10, 19, 20, 133–137].

Among abovementioned countermeasures, logic locking is the most widely accepted and studied

design-for-trust technique to prevent threats from untrusted manufacturing and testing. Logic lock-

ing hides the circuit’s inner details by incorporating key gates in the original circuit resulting in a key-

dependent locked counterpart. The resultant locked circuit functions correctly once the secret key is

programmed in its tamper-proof memory. Otherwise, it will produce erroneous outputs for the same

input patterns, which makes it practically unusable. Over the years, different locking techniques

are proposed, which can be primarily categorised based on key-insertion strategy (see Figure 3.1)

and can be described as – (i) XOR-based, (ii) MUX-based, (iii) Look-up Table (LUT)-based,

and (iv) state-space based. However, XOR-based logic locking is popular due to its simplicity.
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Figure 3.1: Logic locking methods: (a) An original netlist (b) XOR/XNOR-based logic locking
(c) MUX-based logic locking (d) LUT-based logic locking.

The research community is continuously driven to reveal logic locking vulnerabilities through

attacks and to propose countermeasures in turn. The majority of early work was demonstrated

vulnerable by oracle-guided key-pruning attacks [138] and its variants [32,33,139,140]. Since then,

many SAT-resilient solutions have been proposed [20–22, 141–147]. However, some of them have

been broken as well [40, 85, 139, 148–152]. A hardware Trojan insertion-based attack can defeat

any logic locking techniques that rely on storing the secret key in a tamper-proof memory [18, 43].

Even though the SAT attacks are widely popular amongst the research community, the attack

model assumes the availability of an oracle or a functionality correct (unlocked) IC pre-loaded with

the correct key, and the adversary has the scan-chain access to obtain the input-output responses.

This serves as the limitation as many of the chips used in critical or DoD applications are highly

unlikely to be circulated (unless it is a commercial-off-the-shelf, COTS part) in the market right

after manufacturing. In addition, the concept of restricting scan access ( which will limit the access

of input/output pairs of an oracle by the attacker) has also been adopted to provide security against

SAT attacks. An adversary is not restricted to performing only SAT-based attacks as it may deploy

other effective attacks to extract the secret key from a locked netlist. Therefore, it is necessary

to consider and explore the different directions by which an untrusted foundry can exploit security

vulnerabilities to undermine the security of logic locking.
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In this dissertation, we propose a novel oracle-less attack on logic-locked circuits to determine

the key. Exploring the capabilities of an adversary, is it possible to determine the secret key

simply by analyzing the circuit topology? The answer is yes, as the entire circuit topology is built

from basic Boolean functions that are repeated multiple times. An adversary can determine the

secret key by comparing the locked instances of these functions with the unlocked instances in the

entire netlist. This proposed attack is an oracle-less self-referencing attack. Our proposed attack is

denoted as TGA: Topology-Guided Attack on logic locked circuits. By using our proposed attack,

the secret key can be estimated efficiently even for the circuits that the SAT attack fails (see in

Section 3.5 for c6288 circuit). In addition, an adversary can unlock any netlist using our proposed

attack without waiting for a working chip available in the market or with no scan access. This was

further validated and demonstrated at UF/FICS Hardware De-obfuscation competition at Trusted

and Assured Microelectronics (TAME) forum [153, 154].

3.2 XOR-based Logic Locking

To describe our proposed topology-guided attack based on function search, it is necessary to

present XOR-based logic locking. Additionally, one must analyze the resulting circuit modifi-

cations based on the selected correct key bit and the key gate type (either XOR or XNOR) to lock

the original functionality. This will assist in building equivalent unit functions (EUFs) that will

be searched in the netlist to perform the proposed attack.

Figure 3.2 shows an example to lock a circuit using an XOR gate, which has three inputs (X1,

X2 and X3) and one output (Y ). One key gate with value k is selected to obfuscate the functionality

of the circuit. The original circuit is shown in Figure 3.2.(a). There can be two possible key values,

k = 0 and k = 1. For k = 0, an XOR gate can directly be placed at node X4, which is shown in

Figure 3.2.(b). However, for k = 1, two possible scenarios may occur. One can invert the previous

stage functionality, which is shown in Figure 3.2.(c). It is also possible to modify successive stage

function using DeMorgan’s Theorem, shown in Figure 3.2.(d).

In this example, the original function of the circuit is Y = X3 ·X4, where X4 = X1 ·X2. It

is not necessary to change the functionality of the preceding or succeeding stages of the XOR

gate when k = 0.
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Figure 3.2: Logic locking using Exclusive OR (XOR) gates. (a) Original netlist. (b) Locked netlist
when k = 0. (c) Case-I: Locked netlist when k = 1. (d) Case-II: Locked netlist when k = 1 (using
DeMorgan’s Theorem).

X
′

4 = X4 ⊕ 0 = X4 = X1 ·X2 (3.1)

To preserve the original functionality for k = 1, it is required either to invert the functionality

of the preceding stage (Figure 3.2.(c)) or compensate the functionality of the following stage

(Figure 3.2.(d)) of the added XOR gate. For the first case, the original functionality preserves as

X
′
4 = 1⊕X4 = X4. For the second case, DeMorgan’s transformation is necessary as shown below:

Y = X3 +X
′
4 = X3 ·X

′
4 = X3 · (1⊕X4) = X3 ·X4 (3.2)

Note that only XOR gates are used in the example to lock the netlist. However, one can also

use XNOR gates for such purposes, which have the opposite logic function compared to the XOR

gate. It is important to remember that one cannot insert an XOR gate with k = 0 or XNOR gate

with k = 1 for every key bit, as the adversary can determine the secret key just by observing the

type of key gates.

3.3 Proposed Topology-Guided Attack on Logic Locking

The general locking strategy adopted to provide security in a circuit includes the placement

of key gates either randomly or in some particular manner (e.g. pair-wise). Since, the secret key
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associated with the key gates is the same for all the chips manufactured with the same design,

finding this key from one netlist undermines the security resulting from logic locking. In this

section, we show how an adversary can easily extract the secret key for a key-based locked

design using our proposed oracle-less and topology-guided attack, which is built on searching

the hypothesis key-based equivalent unit function in the entire locked netlist. Moreover, this attack

overcomes the limitations of SAT attacks that require an oracle with scan access. This dissertation

will present the different steps involved in performing the proposed attack.

3.3.1 Adversarial Model

The specific objective is to undermine the security of a logic locking technique by determining

the secret key. The secret key is stored in a secure and tamper-proof memory so that the adversary

cannot access the key values directly from an unlocked chip. The adversarial model is presented

to clearly state the resources and the assets possessed by an adversary. In our attack model, the

adversary is assumed to be an untrusted foundry and has access to the following:

• Gate-level netlist: As the primary attacker, the foundry can have access to the gate-level netlist

of a locked IC. The SoC designers typically send the circuit layout information using GDSII or

OASIS files [155] to a foundry for chip fabrication. With the help of advanced tools, the foundry

can extract the gate-level netlist from those provided GDSII/OASIS files [156].

• Location of the key gates: The location of key gates can be determined as these gates are

connected either directly or through temporary storage elements to the tamper-proof memory. An

adversary can easily track the routing path from the tamper-proof memory to the corresponding

gates to determine their locations.

• Locked unit function: It is trivial for an untrusted foundry to construct equivalent unit functions

EUFs for launching the topology-guided attack, as it has the netlist and locations of the key gates.

3.3.2 Construction of Equivalent Unit Function

Our proposed attack constructs an equivalent unit function to perform the search. While

constructing the EUF, an adversary may encounter two different cases, either there is only one

key gate, or there are multiple key gates in the UF. In either case, the (EUF) is constructed using
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one/more hypothesis key bits or a combination of hypothesis key bits, and searches that EUF in

the entire netlist to find a match. The hypothesis key bits will be the correct secret key bits for the

respective UF if a match is found corresponding to the EUF. Otherwise, it constructs another EUF

using a different combination of values for the hypothesis key bits in both the cases and searches the

netlist again. The number of EUFs depends on the number of key gates included in the UF. In this

section, we show how EUFs are created to determine the secret key for both RLL and SLL circuits.

Random Logic Locking

In random logic locking (RLL), the key gates are inserted randomly inside the circuit that needs

to be protected. In a large design with thousands of gates, it is highly unlikely that multiple key

gates will be inserted adjacent to each other. Thus, the inserted key gates usually can be considered

individually to construct the equivalent unit functions.
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Figure 3.3: EUF construction for different hypothesis key values. (a) Original unlocked netlist.
(b) Netlist is secured with key value k = 1. (c) EUF0 for hypothesis key kh = 0. (d) EUF1

for hypothesis key kh = 1 (Case-I). (e) EUF1̂ for hypothesis key kh = 1 (Case-II).

Figure 3.3 illustrates the construction of equivalent unit functions with a single key gate, which

can be used to launch the function search attack. Figure 3.3.(a) represents an original unit function

to be locked using a correct secret key k = 1. The locked circuit is shown in Figure 3.3.(b). The

adversary cannot deduce the value of the key, simply by observing the key gate. He/She first makes

an assumption for kh = 0, and constructs the EUF, which is shown in Figure 3.3.(c). He/She then
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searches this function in the locked circuit to find a match. If no match is found (as the actual key

is 1), the adversary will construct another EUF for kh = 1. Two possible scenarios may occur. For

Case-I, the output of the previous stage needs to be inverted (shown in Figure 3.3.(d)). On the other

hand, a DeMorgan’s transformation needs to be carried out to obtain the EUF for kh = 1 for Case-II,

which is shown in Figure 3.3.(e). As inferred from the construction of the equivalent unit function,

each key gate has two hypothesis keys with three transformations represented as: (i) EUF0 where

the hypothesis key kh = 0, (ii) EUF1 (Case-I) where the hypothesis key kh = 1, and (iii) EUF1̂

(Case-II) where the hypothesis key kh = 1 but the modification is carried out using DeMorgan’s

Theorem. Three EUFs can be constructed for a single key bit. For a hypothesis key bit kh = 0, a sin-

gle implementation of EUF can be considered, whereas, two different implementations can be pos-

sible for hypothesis key bit kh = 1. As a result, for an UF locked with a j-bit key, 3j number of im-

plementations can be possible. We need to perform all 3j EUF searches to determine the j-bit key.

Strong Logic Locking

The objective of strong logic locking (SLL) is to maximize the interference between different

key gates to restrict key sensitization at the output [77]. In SLL, two or more key gates are inserted

adjacent to each other so that their outputs converge at the next stage logic gate. The propagation

of one of the key-bit will be possible only if certain conditions are forced on other key inputs or

they are known. As these key inputs are not accessible by the attackers, they cannot force the logic

values necessary to sensitize a key. As a result, the proposed TGA on SLL requires an equivalent

unit function search with multiple keys instead of a single one for random logic locking.

Figure 3.4 illustrates the construction of EUFs with multiple key gates that will assist in per-

forming the function search. The original unit function (as shown in Figures 3.4.(a)) is locked

with three key gates to increase the inter key-dependency. The locked unit function is shown in

Figure 3.4.(b) with correct key k1k2k3 = 101. As an adversary cannot extract the correct key

value from the non-volatile memory directly, all the EUFs will be constructed and searched in the

entire locked netlist. However, the number of constructed EUFs will increase due to the number

of key gates and its combination in the locked UF. As mentioned earlier, each key gate results

3 different EUFs (e.g., EUF0, EUF1, and EUF1̂ based on the hypothesis key values (either 0
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Figure 3.4: Equivalent unit functions for multiple gates with different hypothesis keys. (a) Original
netlist. (b) Locked netlist with key value k1k2k3 = 101. (c) EUF100 for hypothesis key, kh = 100.
(d) EUF011 for kh = 011. (e) EUF01̂0 for kh = 010. (f) EUF101̂ for kh = 101.

or 1). This will result in overall 27 EUFs (i.e. 33, as j = 3 is the number of key gates in the UF)

for Figure 3.4.(b), amongst which only four of them are shown in Figure 3.4.(c)-(f). These EUFs

are derived from different key combinations. For example, EUF100 in Figure 3.4.(c) is constructed

with hypothesis key bits-based transformation as EUF1, EUF0 and EUF0 for key gates G7, G6

and G8 respectively. Also, EUF011 is constructed as shown in Figure 3.4.(d). if it is transformed

based on the hypothesis key bits kh = 011 for key gates G7 (EUF0), G6 (EUF1) and G8 (EUF1).

Figure 3.4.(e) shows yet another EUF represented as EUF01̂0, where the hypothesis key is 0,

1 (Case-II) and 0. Likewise, if we select the transformation as EUF1, EUF0 and EUF1̂ (Case-II)

for key gates G7, G6 and G8 respectively, then we will get the EUF101̂ shown in Figure 3.4.(f).

Once all the EUFs are constructed, all of them will be searched in the netlist to find a match. As

Figure 3.4.(f) is identical to Figure 3.4.(a), the hypothesis key combination kh = 101 should be
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the correct key value. If no such match is found for any of the EUFs, an adversary cannot make

the prediction on the key combination resulting the UF being unique in the circuit.

3.3.3 Function Search Using DFS Algorithm

An efficient search algorithm has been developed to search for the EUFs in the locked netlist.

The structure of a circuit can be transformed and represented as a directed graph, and all the

algorithms that can be used to search for the components in a directed graphs can also be applied

to search the EUF. Therefore, we propose to use the Depth-First-Search (DFS)-based algorithm

to launch the attack. Generally, the DFS method follows the rule: in the graph traverse procedure,

the edge from the most recently reached and connected vertex that still has unexplored edges will

always be selected as the next edge [111]. Before performing the DFS-based search, a data object

structure needs to be defined to store and transform the netlist as a directed graph. The gate object

needs to have the following attributes: gate type (e.g. XOR, AND, etc.), name of the gate (i.e., its

identification in the netlist), an array that contains its preceding gates (i.e. its inputs), and an array

that contains its following gates (i.e. its outputs). Then the circuit structure can be transformed and

stored into a dictionary, in which the keys are the types of the gates and the values are corresponding

gate objects. This dictionary is basically a data structure that stores mappings and relationships

of data [157]. The use of a dictionary makes the search for a specific type of gate more efficient.

The procedure of DFS-based search is described in Algorithm 1. The function FS finds matches

for any function (Fn) in a circuit that it is taken as an input. Whenever a specific Fn needs to be

searched in this netlist, we define the last gate of the Fn as the root gate (Line 2 in the Algorithm 1).

An example root gate is G2 in the Figure 3.3). All the gates that have the same type as the root

gate (G2) in the dictionary (Line 3) are stored in an array. The DFS is then performed on all these

found gates (Line 3-7). Finally, all the UFs in the netlist will be found and the count of the F will

be returned as the output (Line 8). The detailed implementation of the DFS is demonstrated in

Lines 9-38.

The algorithm is implemented with Python 2.7 [158]. The worst-case time complexity of the

search algorithm is O(n ∗ u), where n is the size of the netlist and u is the size of a unit function.

This is an acceptable complexity since it is known that the subgraph isomorphism problem is an
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NP-complete problem and its time complexity is quadratic in the number of nodes [155,159]. Note

that the optimization of the algorithm complexity is not the major objective of this dissertation.

However, our search strategy slightly reduces the search complexity by using a dictionary to locate

root gates. In this case, the algorithm performs similar to a subtree isomorphism search (or a se-

quence of tree isomorphism searches), whose complexity is known to be at least subquadratic [160].

Reading the netlist and transforming it into a dictionary may have different complexity. The

complexity analysis does not consider the complexity of constructing a netlist dictionary.

3.3.4 Proposed Attack Using Equivalent Unit Function Search

The objective of the proposed topology-guided attack is to recover the entire original netlist

using the equivalent unit function search (FS). Algorithm 2 describes the proposed attack. The

locked circuit (C∗) is given as the input, and the list of predicted key values (KP ) with the success

rate (SR) will be returned as outputs. KP contains the predicted value of each key gate, which can

be either 0, 1, or X. The X represents an unknown value when the search fails to find a match and

make the prediction. The locations of the key gates can be found by tracking the routes originated

from the tamper-proof memory, and their numbers can be determined as |K|. In order to determine

the key value inside a particular UF, different UFs need to be constructed based on the number

of key gates inserted in this UF. In addition, each of the key gates comes with a hypothesis key

value (either 0 or 1), and this also leads to the different hypothesis key combinations when there

are multiple key gates inserted in a UF.

Algorithm 1: Function FS
Function search based on DFS Algorithm.

Input :The gate-level netlist of a circuit (C), Function (Fn)
Output :Result List (LR)

1 Read C and Fn, and transform them into dictionaries, O and T ;
2 R← Fn.root; LS ← O[R.type]; LR ← ϕ ;
3 for each gate G in LS do
4 if DFS(R,G) then
5 LR.append(G);
6 end
7 end
8 return LR;
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9 Function DFS(r, g):
10 F ← True;
11 L1 ← r.PrecedingGates; L2 ← g.PrecedingGates;
12 T1 ← L1.types; T2 ← L1.types;
13 if L1 is empty then
14 return True;
15 end
16 for each gate type T in T1 do
17 if gate type T not in T2 then
18 return False;
19 else
20 T2.remove(T )
21 end
22 for each gate RN in L1 do
23 LT ← ϕ ;
24 for each gate GT in L2 do
25 if GT .type = RN .type then
26 LT .append(GT );
27 end
28 end
29 FT ← False;
30 for each gate GN in LT do
31 if DFS(RN , GN ) then
32 FT ← True;
33 break
34 end
35 end
36 F ← F ∗ FT ;
37 end
38 return F

For each key gate ki, the UF will be constructed based on the value l. Here, l denotes how many

layers of gates are considered when constructing the UFs. The l is initialized as 1 at the beginning

(Line 6), which is also shown in Figure 3.3. Next, the UF based on the ki and l will be generated

(Line 7), and the number of key gates (includes ki) in this unit function will be determined as

j (Line 8). The hypothesis key combinations for all the key gates in this unit function will be

generated and stored in a list J (Line 9). Note that the order of the keys has no relationship

with the real sequence in the circuit, and the number of the combinations is 2j . Once the key

combination list is generated, all the possible EUFs will be constructed based on the hypothesis

key combinations (Line 11). For each key gate, three different cases need to be considered (see
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Figure 3.3 for details), thus 3j EUFs will be generated. The function search (FS) (described in

section 3.3.3) is then performed to find the repeated instances of EUFs (Line 12-14). 2j count

values will be accumulated in a list R (initialized with all 0 in Line 10) for all key assumptions.

Upon finishing the search of all the EUFs, if only one count value in R is non-zero, this non-zero

value corresponding EUF represents a correct key prediction. The hypothesis key J ′ of this EUF

will be written into KP , and the prediction counter (pc) will be increased by the length of this

hypothesis key, j (Line 16-22). Note that, if the key gate is placed in a fan-out net, an additional

process needs to be performed (Line 19-21). Function FV ( ) verifies the key decision on each

path. It may happen that different paths for the same key gate may have different key predictions.

As a result, no prediction will be made in case of any two (or more) paths provide the opposite

key-value predictions (Line 36-37). Correct predictions will only be made if different paths make

the same prediction (Line 38-39).

On the other hand, if all of the elements in R are equal to 0, this means this unit function is

unique in the circuit and the adversary cannot make a prediction on the key value. As a result,

an unknown value (X) is assigned to all the j key gates in this UF, and the values are also stored in

KP (Line23-25). In the case of multiple count values in R are non-zero, the adversary can neither

make the key-value prediction based on the current EUF. It is necessary to increase the size of

the EUF by increasing the layer of gates considered in EUF constructions. Therefore, the l value

needs to be increased by 1, and the entire searching procedure will be re-performed (26-28).

SR =
pc
|K|
× 100% (3.3)

Algorithm 2: Topology-guided attack using FS
Input :Locked Circuit Netlist (C∗)
Output :List of predicted key values (KP ), Success Rate (SR)

1 Read the netlist C∗;
2 Determine the location and number |K| of key gates;
3 Initialize correct prediction counter, pc ← 0 ;
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4 for i← 1 to |K| do
5 if ki is not determined in KP then
6 Initialize layer counter, l← 1;
7 Get the unit function for ki based on l ;
8 Get number of key gates j in the function;
9 J ← key combinations list, where the length of J = 2j;

10 R← [0] ∗ 2j ;
11 Generate 3j equivalent unit functions for the j-bit key ;
12 for each generated EUF do
13 J ′ ← hypothesis key of EUF;
14 R[J.index(J ′)]← R[J.index(J ′)] + FS(C∗, EUF ).sz();
15 end
16 if R.nonzero = 1 then
17 J ′ ← R.index(1);
18 Correct hypothesis key kj ← J [J ′] ;
19 if Any key gate in kj is placed in a fan-out net then
20 kj = FV ( );
21 end
22 Write kj into KP ; pc ← pc + j;
23 else if R.nonzero = 0 then
24 k1...kj ← X;
25 Write k1...kj into KP ;
26 else
27 l← l + 1, go to line 7
28 else
29 Continue
30 end
31 Compute success rate, SR← pc

|K| × 100%;
32 Output KP , SR;

33 Function FV( ):
34 Construct different EUFs for the fanout paths;
35 Search EUFs for each path and make key prediction ;
36 if Opposite predictions for different paths then
37 ki ←X ;
38 else if Same predictions for different paths then
39 ki ← {0 or 1};
40 end
41 return ki

Finally, the success rate is computed using Equation 3.3. Here, |K| presents the size of the key

while pc indicates the value stored in the correct prediction counter. The algorithm will finally

report the predicted key list KP and SR (Line 32).
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The proposed attack may also cause incorrect predictions. For example, it is possible that the

actual key bit is 1 when the attack gives an estimation as 0, and vice versa. It is thus necessary to

measure the accuracy of the proposed attack. The misprediction rate (MR) of our proposed attack

can be described as the ratio of the incorrect predictions to the key size and is presented using

the following equation:

MR =
pi
|K|
× 100% (3.4)

where, pi denotes the total number of incorrect predictions.

3.4 Countermeasure for TGA

In this section, we propose an effective key insertion algorithm, which can prevent the proposed

topology-guided attack. As an adversary performs EUF search in the netlist to find out the reference

UF, this attack can be prevented if the search of those key gates and EUFs always returns no

results or contradictory values. The basic idea of the countermeasure is to lock all the repeated

instances of UFs and insert the key gate(s) in all unique UFs in the circuit simultaneously. As

a result, the adversary cannot predict and recover the correct key values by comparing the locked

UFs with the unlocked version. In order to find all the repeated instances of selected UF, the UF

search will be performed at the beginning before the key gates are placed into the netlist.

3.5 Simulation Results and Discussions

This section presents the results and evaluate the performance of our proposed topology-guided

attack on different logic locking schemes. We provide an in-depth analysis of key prediction

accuracy of the proposed attack on ISCAS’85 [108] and ITC’99 [109] benchmark circuits locked

with RLL and SLL using our in-house script. In addition, we have also validated our proposed

attack on TrustHub benchmark circuits [110].
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Algorithm 3: Insertion of key gates to prevent topology-guided attack
Input :Gate level netlist of a circuit (C),

Key size (⟨Kmin, Kmax⟩)
Output :Locked netlist (C∗) and Key value (K∗)

1 Initialization: n← 0, r ← 0;
2 while n < Kmin do
3 Select a root gate randomly from C;
4 Construct the unit function, UF ;
5 r ← FS(C,UF ).sz();
6 if RLL then
7 if r = 1 then
8 Insert the

key gate at one random input of root gate and assign key value, kn ∈ {0, 1};
9 Write key value, K∗[n]← kn;

10 n← n+ 1;
11 else if 1 < r ≤ Kmax − n then
12 Lock all the UFs;
13 Write key values to K∗[n+ r : n];
14 n← n+ r;
15 end
16 else if SLL then
17 if r = 1 then
18 Insert j

key bits in the unique UF , and assign key values, kn, k(n+1), . . . , k(n+j) ;
19 Write key value, K∗[n+ j : n]← [k(n+j), . . . , k(n+1), kn] ;
20 n← n+ j;
21 else if 1 < r ≤ Kmax − n then
22 Lock all the UFs;
23 Write key values to K∗[(n+ r ∗ j) : n];
24 n← n+ r ∗ j;
25 end
26 end
27 end
28 Output C∗ and K∗;

3.5.1 Performance Analysis

Four different benchmark circuits, c6288, c5315, b15, b17 were first selected for determining the

success rate (SR) and misprediction rate (MR) of our proposed TGA. We have created 100 instances

of the locked circuit based on RLL and SLL) for each benchmark circuits, where 128 key gates were
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Figure 3.5: Histogram plots of the SR for different benchmark circuits with 128 key bits: (a)
c6288-RLL (b) c5315-RLL (c) b15-RLL (d) b17-RLL (e) c6288-SLL (f) c5315-SLL (g) b15-SLL
(h) b17-SLL.

placed, and then attacked using Algorithm 2. For each locked circuit, the success rate (SR) is com-

puted using Equation 3.3, while the misprediction rate MR is calculated using Equation 3.4. In gen-

eral, the mean and standard deviation are presented by µ and σ for Gaussian distributions related to

SR, whereas they are all represented by λ−1 for exponential distributions that is related to MR plots.

Figure 3.5 shows the histogram plots of SR metric for the four selected benchmark circuits based

on RLL (see Figure 3.5.(a)-(d)) and SLL (shown in Figure 3.5.(e)-(h)). For benchmark circuit c6288-

RLL, we estimate the majority of the key bits (Figure 3.5.(a)) as this multiplier consists of many half

and full adders. 127 out of 128 key bits were predicted successfully, which resulted in a minimum

SR of 99.22%. Figure 3.5.(b) shows the SR distribution for the c5315-RLL circuit. A Gaussian

distribution is observed with µ of 88.56% and σ of 2.59. Similar behavior was observed for the

other two benchmarks circuits as shown in Figure 3.5.(c) and Figure 3.5.(d). The µ for b15−RLL

and b17−RLL are 96.48% and 96.41% with the σ values as 1.81 and 1.55 respectively. We observe

a similar Gaussian distributions for the SR on locked circuits using SLL (see Figure 3.5.(e)-(h)).

The histogram plots of misprediction (MR) for the same selected benchmark circuits are pre-

sented in Figure 3.6. Figures 3.6.(a)–(d) present the MR plot for the circuits locked with RLL.

For c6288-RLL benchmark circuit, all the key bits can be determined correctly with a 0% MR in

majority of the cases. The worst case is one bit misprediction, resulting in maximum value of MR

within 1%. As for c5315-RLL, we observe an exponential distribution with a mean and standard
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Figure 3.6: Histogram plots of the MR for different RLL and SLL benchmark circuits with 128
key bits: (a) c6288-RLL (b) c5315-RLL (c) b15-RLL (d) b17-RLL (e) c6288-SLL (f) c5315-SLL
(g) b15-SLL (h) b17-SLL

deviation (λ−1) of 1.23. As observed from Figure 3.6.(c) and Figure 3.6, b15-RLL shows λ−1 of

0.48%, whereas b17-RLL shows λ−1 of 0.51. Likewise, a similar analysis can be done for MR

for the same selected benchmark circuits locked with SLL plotted in Figure 3.6.(e)–(h).

Table 3.1: Success rate (SR) and misprediction rate (MR) for estimating keys for RLL and SLL
circuits.

Benchmark # Total
Gates

# Key
Gates

RLL SLL

SR (%) MR
(%) SR (%) (MR)

(%)
µ σ λ−1 µ σ λ−1

c880 404 32 75.03 6.14 1.53 74.63 5.89 1.59
c1350 593 32 69.25 5.97 0.00 69.10 6.41 0.00
c1908 768 32 74.13 4.08 1.44 73.66 4.53 1.72
c2670 1193 32 75.22 4.98 1.13 74.78 5.07 1.06
c3540 1669 128 80.39 3.72 1.76 80.56 4.63 2.01
c5315 2307 128 88.56 2.59 1.23 89.57 3.33 0.75
c6288 2406 128 99.38 0.31 0.09 99.25 0.89 0.00
c7552 3512 128 91.08 3.17 2.03 90.21 2.79 0.97
b14 3461 128 94.16 2.00 0.52 93.67 2.10 0.92
b15 6931 128 96.48 1.81 0.48 96.19 1.37 0.59
b20 7741 128 97.17 1.44 0.25 96.95 1.48 0.84
b21 7931 128 95.40 1.71 0.35 94.50 1.86 0.63
b22 12128 128 96.34 1.25 0.37 95.78 1.62 0.77
b17 21191 128 96.41 1.55 0.51 95.46 1.32 0.83
b18 49293 128 90.25 2.54 0.29 89.36 2.96 0.80
b19 98726 128 89.56 3.06 0.45 88.11 3.55 0.95
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Table 3.1 shows the success rate (SR) and misprediction rate (MR) of our proposed attack on dif-

ferent ISCAS’85 [108] and ITC’99 [109] benchmark circuits locked with RLL and SLL techniques.

The number of logic gates in the circuit and inserted key gates are presented in Columns 2 and

3, respectively. The number of key gates is set to 32 for the first four benchmark circuits (e.g. c880,

c1350, c1908, and c2670), while the remaining are inserted with 128 key gates. Columns 4 and

5 presents the mean value µ and standard deviation σ of SR values (see Equation 3.3) by analyzing

100 locked instances for each benchmark circuit to determine the accuracy of the proposed TGA (see

Algorithm 2 for details) for RLL. For c5315 benchmark, 128 key gates are inserted randomly in the

netlist with 2307 logic gates. The µ of success rate SR is 88.56%, and the σ is 2.59%, which means

that the confidence of 99.7% (for±3σ) can be observed in the range from 80.79% to 96.33%. A sim-

ilar analysis can be performed for all the benchmarks shown in each row. For the larger benchmark

circuits, the average success rate SR can be increased by over 90% because of the increased search

space, which makes our proposed TGA efficient for larger designs. Note that, although SAT fails on

benchmark c6288, our proposed attack provides better accuracy (average of 99.38%) for benchmark

c6288 due to its special topology – it is a multiplier, which consists of 225 full adders and 15 half

adders. Therefore, an adversary can choose our proposed attack as an alternative to the SAT attacks.

Column 6 shows the mean (or standards deviation) MR of each benchmark circuit, calculated

using Equation 3.4. Note that the mean and standards deviation are of the same value for an

exponential distribution. The average MR is less than 1% for most benchmark circuits, which

makes our attack very useful for determining the secret key. Table 3.1 also presents the SR and

MR metrics for the same benchmark circuits locked with SLL, and shown in Columns 7 to 9. We

also observe a similar trend like RLL.

In order to evaluate the accuracy of SR and MR with the circuit size, scatter plots of SR and

MR are performed and shown in Figure 3.7. A least-squares trend line is added in every plot, while

m represents the line’s slope. In Figure 3.7(a), we observe a slope m of 9.60, which indicates

that the value of SR increases with the circuit size increase. A similar trend is observed for the SLL

locked circuits, and shown in Figure 3.7(b). As for the MR shown in Figure 3.7(c), we observe a

negative slope of 0.42. A similar trend is found for SLL locked circuits and shown in Figure 3.7(d).
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Figure 3.7: Scatter plots of SR and MR versus number of gates on RLL and SLL benchmark circuits.
(a) SR for RLL circuits, (b) SR for SLL circuits, (c) MR for RLL circuits, and (d) MR for SLL circuits.

From this observation, we can conclude that the misprediction rate decreases with the increase

of the circuit size. Overall, the accuracy of the proposed TGA increases for larger circuits.

Table 3.2: SR and MR for estimating keys for locked circuits from Trust-Hub.

Benchmark # Total Gates # Key Inputs Success Rate(%) Misprediction Rate(%)
c880-SL320 404 32 87.50 3.13
c1350-SL320 593 32 78.13 0.00
c1908-SL320 768 32 84.38 3.13
c2670-SL320 1042 32 84.38 3.13
c3540-SL640 1546 64 82.81 1.56
c5315-SL640 2090 64 87.50 1.56

c6288-SL1280 2603 128 96.88 0.00
c7552-SL1280 3173 128 88.28 0.78

To reinforce our conclusion from Table 3.1, we also selected 8 different benchmark circuits

from trust-Hub [110] and performed our TGA to evaluate the effectiveness. Table 3.2 presents the

obtained results for the same. The selected benchmark is noted in Column 1 with the corresponding

number of logic gates in the circuit shown in Column 2. Column 3 presents the number of key

inputs instead of key gates for each benchmark circuit as one key input may be fed into multiple key
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gates. The resultant SR and MR are concluded in Columns 4 and 5. For c3540-SL640, 64 key inputs

are inserted into the circuit. The SR is 82.81%, which depicts 53 key inputs that can be predicted

with correct values. When comparing the results, 1 incorrect prediction is found, which produces

a misprediction rate MR of 1.56%. As for the c6288-SL1280 benchmark circuit, 128 key inputs are

inserted to protect the circuit. The SR of 96.88% can be observed which indicates that the majority

of key inputs can be recovered based on our attack (125 key bits). The MR is 0.00%, which 0 key

bit is mispredicted out of the entire 128 key inputs. We have emphasized c6288 benchmark circuit

to present a clear comparison with the SAT attack, which was not efficient on this circuit.

Besides the evaluation of self-created instances and provided benchmark circuits, we are always

interested in attending different global-wise hardware security competitions. We are so proud

that we won the first prize for both UF/FICS Hardware De-obfuscation Competition (2019) [161]

and HeLLO: CTF ’21, Attacks on Hardware Logic Locking & Obfuscation Capture The Flag

(2021) [162] by using our proposed attack.

Note that an adversary can recover the complete key from Table 3.1 with the help of an oracle

(e.g., an unlocked chip). As the objective of logic locking is to modify the input-output response

of a circuit, it produces incorrect responses for applying the wrong key. If an adversary finds out

the key bit location (the unspecified, X , key bits from Algorithm 1, it is easy to determine its value

by comparing it with an oracle). As there are few Xs, their permutations are limited and can easily

be determined. Note that this could have a complex problem if we do not know the location of

the wrong key bit(s). Then, the adversary needs to verify |K|CN × 2N , where N is the number

of unspecified keys, and |K| is the key size. These N unspecified key bits can come from any

location of the key K . On the contrary, we only need to verify 2N cases to determine the complete

key, which is a much simpler problem.

3.5.2 Complexity Analysis

SAT problem is an NP-complete problem, thus solving an SAT-resistant locking leads to ex-

ponential worst-case complexity. However, our proposed topology-guided attack does not need

to compare any input and output pairs, and all the inserted key gates are analyzed individually.

Therefore, the time complexity of the attack itself is simply linear to the key size, namely, O(|K|).
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Note that, our attack algorithm is based on FS, the actual overall complexity is O(|K| ∗ n ∗ u)

where n and u represent the size of the netlist and maximum size of the UFs, respectively. Thus,

the complexity could be considered linear for a particular circuit, since the netlist size is fixed,

and the size of UF normally ranges from 3-10 gates, depending on the key gate location. In

Algorithm 2, once a key bit is predicted and written in the key list KP , it will never be analyzed

again as the value is recovered already. As a result, the computation complexity of launching the

attack on SLL is the same as it is for RLL.
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Figure 3.8: Attack time for different SLL locked benchmark circuits with 128-bit keys . Each
benchmark circuit is evaluated with 100 instances.

The attack time of the proposed TGA on different SLL locked circuits is illustrated in Figure 9.

The plot shows the attack time versus the number of gates for the 100 instances of each benchmark

circuit (same circuits mentioned in Table 1). Note that we consider benchmark circuits inserted

with 128 key gates only for uniformity. The minimum, average, and maximum values of the attack

time are displayed for each benchmark circuit. For example, the reported time for performing

TGA on 128-bit SLL locked b17 benchmark circuit lies in a range from 178 seconds to 277 seconds

with an average of 222.38 seconds. The location of inserted key gates causes this variation, and the

corresponding number of EUFs searched during the attack. The x-axis is presented in the log scale

to display all the different benchmarks clearly. The graph displays an exponential distribution,

and thus, it can be concluded that the attack time increases linearly with the increase in circuit size.
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3.6 Summary

In this chapter, we have discussed a novel oracle-less topology-guided attack based on unit

function search. Due to the repetitive deployment of UF in a netlist, the key bits for a locked unit

function can be determined by constructing EUFs with hypothesis key bits and comparing them

with the corresponding unlocked UFs as self-referencing. Compared to the traditional SAT-based

attacks, our proposed TGA does not require any input/output pair or an activated chip from the

market. Moreover, SAT-resistant countermeasures cannot prevent an adversary from launching

this attack. To demonstrate the performance of this attack, we presented the results on different

benchmark circuits locked with random logic locking and strong logic locking techniques. We

also validated our proposed attack on existing locked benchmark circuits from the trust-Hub. The

success rate and misprediction rate metrics are proposed to evaluate the effectiveness of this attack.

It is important to emphasize the complexity of this attack which is linear with the key size on both

RLL and SLL, which makes it very effective for circuits with larger key sizes. A countermeasure is

also proposed as a solution to prevent this topology-guided attack. The basic idea is to insert the key

gate in a unique unit function or lock all the instances repeated in the netlist. Note that this solution

can only be used to prevent this topology-guided attack. To design a secure logic locking technique,

one needs to select an existing secure logic locking technique along with our proposed solution.
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Chapter 4

CamSkyGate: Camouflaged Skyrmion Gates for Protecting ICs

4.1 Introduction

ICs with CMOS technology are approaching the limit of quantum-mechanical boundaries with

increased power dissipation and process variation [163]. With the urgent requirement for devel-

oping an alternative solution, spintronic devices offer a feasible choice for post-Moore devices, and

magnetic skyrmion offers an ideal platform for implementing various designs [164]. Over the past

years, different types of skyrmion-based logic gates have been proposed. The effects of skyrmion

movement such as skyrmion Hall effect [96, 97], skyrmion-edge repulsion [98], and spin-orbit

torque-induced motion [99, 100] were exploited to implement logic functions. With the advantages

of minimal power consumption and small device size, the skyrmion-based circuit becomes a

competitive candidate beyond traditional CMOS technology [105, 112, 165–167]. However, the

security aspects of the skyrmion designs are yet to be explored.

Reverse engineering is a popular technology by which an IC is examined to gain a full understand-

ing of its construction or functionality. Generally, it can be employed by the semiconductor manufac-

turer to perform failure analysis, defect identification, and verify IP infringement [45, 46, 168]. Un-

fortunately, the same RE can be exploited by an adversary to reconstruct the gate-level netlist from

a chip [88]. As a result, an adversary can clone an entire chip or pirate the extracted netlist. Note

that a cloned chip may also be maliciously modified with a hardware Trojan, which can be exploited

while the chip is in the field. In the case of a successful RE being performed and a cloned system

being constructed with the same functionality as the original one, the attacker has full control of the

design and could make huge money profits without the cost and effort of the design and research.
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IC camouflaging can be an effective technique to prevent RE so that an adversary cannot extract

the inner details of a circuit. In camouflaging, the layout of a gate can be designed in such a way

that multiple gates can be mapped to the same layout. Over the years, researchers have proposed

different solutions for IC camouflaging. Rajendran et al. [47] proposed camouflaging by creating

standard cells with “dummy contact”. Erbagci et al. [48] proposed to camouflage a gate based

on the utilization of transistors with different threshold voltages. These threshold voltage-defined

logic gates are one-time programmed as different functions but with an identical layout. Yasin

et al. [95] proposed an IC camouflaging scheme by toggling the output for one minterm of the

perturbed function, and a separate camouflaged block is exploited to restore the perturbed minterm.

Li et al. demonstrated two camouflaging strategies (low-overhead camouflaging cell generation and

AND-tree camouflaging) to realize exponentially increased security levels with a cost of linearly

increasing performance overhead [89]. Shakya et al. [49] proposed to add always-on or always-off

transistors by doping modification and dummy contacts. As a result, the physical layout of the

camouflaged cells is identical to normal logic gates.

Boolean Satisfiability (SAT)-based attack [138] originally proposed to break logic locking [76]

can be used to break IC camouflaging very effectively. The attack needs preprocessing of the

camouflaged design to convert to a locked design with a secret key. For example, a camouflaged

gate, which can be of AND, OR, NAND, or NOR gate, needs to be replaced with four gates

and a 4-to-1 multiplexer with two selection inputs. These section inputs are treated as the secret

key. An SAT solver will calculate the Distinguishing Input Patterns (DIPs) and help eliminate

the wrong keys. When the correct key is recovered, all the multiplexers will be replaced with the

corresponding logic gate. Thus, a secure camouflaging scheme must be SAT-resilient. The covert

gate design proposed in [49] can prevent SAT attacks for CMOS designs. However, no solution

has been proposed so far for spintronic devices, such as magnetic skyrmions-based circuits.
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4.2 Background

4.2.1 Skyrmion Nucleation and Detection

Skyrmion is a magnetic texture protected by topology and behaves as a stable pseudopar-

ticle. In logic device applications, a nanotrack with heavy metal (HM) and ferromagnetic

(FM)/perpendicular magnetic anisotropy (PMA) bilayer is usually used to house a skyrmion. Mean-

while, a magnetic tunnel junction (MTJ) is fabricated on top of the nanotrack for the nucleation of

skyrmions [101]. In the nucleation process, a local spin-polarized current follows through MTJ and

flips part of the magnetization in the PMA layer, which can form a skyrmion if adequate Dzyaloshin-

skii–Moriya Interaction (DMI) is present in the nanotrack [169, 170]. The skyrmion detection can

also be realized through a readout MTJ. The tunneling magnetoresistance (TMR) can be dictated

by the skyrmion appearance. The presence (absence) of skyrmion underneath the MTJ corresponds

to a high (low) TMR value, which can represent logic 1 and logic 0, respectively [171]. The output

signal can cascade directly to the gate inputs, and be synchronized through VCMA [172].

4.2.2 Skyrmion Movement

Skyrmion moves through a structure called nanotrack, made of an FM layer and an HM

layer [102]. The HM layer has a sidewall-like structure that wraps the FM layer at the bottom

and on two sides. The skyrmion stays at the FM/HM interface. The sidewall wrapping structure

eliminates the transverse motion of the skyrmion caused by the skyrmion Hall effect, allowing only

linear motion. In order to drive the skyrmion in the nanotrack, a continuous electric current J is

required in the HM layer. Due to the spin Hall effect, J generates a spin current Js in the FM layer.

At the FM/HM interface, the spin current applies a spin-orbit torque on the skyrmion, driving it

along the y-axis, while the Hall effect tends to move the skyrmion transversely along the x-axis. The

dynamics of a skyrmion is governed by the Landau–Lifshitz– Gilbert–Slonczewski (LLG) equation:

dm

dt
= −|γ|m×Heff + α(m× dm

dt
) + τSOT (4.1)
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where m is the normalized magnetization M/Ms. M stands for magnetization, Ms is the saturation

magnetization and Heff is the effective magnetic field associated with magnetocrystalline anisotropic

energy and the DMI energy. Further, γ is the gyromagnetic ratio, α is the damping coefficient, and

τSOT represents the spin-orbit torque determined by multiple parts: a gyromagnetic ratio, effective

field spin polarization rate, permeability of vacuum, driving current density, and the thickness of

magnetic film.

The skyrmion inside a nanotrack is driven by a current flowing in the HM layer via spin orbit

torque (SOT). The forces on the micromagnetic skyrmion can be modeled by Thiele equation [173]:

G× v − αD + FSOT −∇V = 0 (4.2)

The first term describes the Magnus force, in which G presents the gyromagnetic coupling vector,

and v is the skyrmion velocity. Dissipative force is represented by the multiplication of damping

coefficient α and the dissipative tensor D. The third term represents the driving force FSOT

generated by the spin Hall effect. The last term shows the resultant force on the skyrmion, and V

presents the confining potential due to boundaries, process impurities, and other textures.

4.2.3 VCMA Effect

Skyrmion synchronization is a critical requirement when considering the functionality of a

scalable skyrmion system. As the skyrmion gates work based on the skyrmion-skyrmion inter-

action, it is necessary that different skyrmions arrive at the inputs at the same time. In other

words, the skyrmions need to be held at the inputs of the gates. The authors in [172] proposed

a Voltage-Controlled Magnetic Anisotropy (VCMA) based synchronizer at the input of the gate

so that skyrmions cannot enter inside the nanotrack. A clock notch [105, 165] can also be placed

instead of a VCMA to synchronize the skyrmion movement. We adopt this VCMA to control the

skyrmion movement as it provides better controllability.

To vary the uniaxial anisotropy of a magnetic material, the VCMA technique can be exploited by

providing an applied electric field. Once a voltage is applied to cross the ferromagnetic nanotrack,

the electron density will be changed which will change the perpendicular magnetic anisotropy
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Figure 4.1: An abstract view of doping process at the FM layer.

in turn. It is noticed that the changed anisotropy is predominantly linear to the applied voltage,

and the equation can be concluded as follows:

Kµv = Kµ + ζEb (4.3)

where Kµv is the resultant anisotropy in the affected region, and Kµ presents the value of original

anistropy. The electric field is present by Eb, and ζ is the coefficient of the VCMA effect. When

enough positive voltage is given, the skyrmions will be stopped at the affected region. When no

electrical field is applied, the skyrmions will move in the nanotrack normally.

4.2.4 Doping Effect

Selective doping can be used to modulate magnetic anisotropy in a local area in magnetic

thin films. When the magnetic anisotropy is significantly different from the rest of the thin film,

the skyrmion propagation can be blocked. A common method to realize selective doping is ion

implantation [170, 174–176]. It emits an energetic ion beam to dope foreign ions (e.g., Ga+ or

Ar+) to a magnetic thin film. Thus, it is vastly used to modulate the anisotropy of magnetic thin

films. In the past, it has facilitated the fabrication of bit patterned media for magnetic recording,

and fabrication of nanomagnetic logic systems [174, 177]. In the devices we have proposed in

this article, ion implantation is a viable technique to realize doping in a local region to control

skyrmion propagation, which is shown in Figure 4.1. Note that doping is a non-reversible process

and will modify the magnetic anisotropy permanently. However, the magnetic anisotropy in the

VCMA region can be tuned by applying a different voltage.
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4.2.5 Simulation Parameters

In the dissertation, the micro-magnetic simulations were performed using mumax3 tool, which

is a GPU-based accelerated program that can analyze the dynamic behavior of skyrmions. The

movement of a skyrmion in the track is modeled based on Equation 4.2 where the electrical

current in the HM layer drives the skyrmion. Parameters used in simulation are: Gilbert damping

factor α = 0.3, non adiabatic STT factor β = 0.1, exchange stiffness Aex = 1.5 × 10−13 J/m,

perpendicular magnetic anisotropy Ku = 6× 105 J/m3, saturation magnetization Ms = 5.8× 105

A/m, and DMI constant D = 3 × 103 J/m2. Mesh sizes are 1 nm × 1 nm × 0.4 nm, along the

X, Y, and Z axes. In our proposed CamSkyGate designs, we create differential doped regions,

where the heavily doped region blocks the propagation of a skyrmion, and the lightly doped region

does not affect the skyrmion movement (see the details in Section 4.3). We simulate the heavily

doped region with parameter 1.2 ×Ku and the lightly doped region with 1.1 ×Ku. The study

from Se Young Park et al. [178] showed the modulation of magnetic anisotropy by the changing

of chemical potential. Therefore, the Ku can be modulated using the doping method. The choice

of these parameters allows the realization of the camouflaged gate.

4.3 Proposed CamSkyGate Design

This section introduces our proposed designs for gate camouflaging [112]. Since IC camou-

flaging aims to protect threats from reverse engineering, we will start describing this section with

the adversarial model first.

4.3.1 Adversarial Model

Generally, a secure logic camouflaging relies upon the fact that an adversary cannot determine

the actual gate-level netlist from a camouflaged design. In the attack model, we treat the foundry

as trusted, and no attack will be performed at the manufacturing site, which is similar to prior

camouflaging schemes. The adversary can be any entity in the supply chain or market other than

the foundry that has the capability of performing RE.
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• Camouflaged gate-level netlist reconstruction: The adversary can acquire a working chip from

the market and has the capability to obtain SEM images by delayering the chip. The camouflaged

netlist can be constructed from these SEM images.

• Internal scan access: The adversary has access to the scan design so that it can perform SAT

attack [138]. One can also assume that the adversary can not access the internal scan chains and

launch a sequential SAT attack. However, if we show the camouflaged design is secure against

SAT, then automatically, it will be secure against sequential SAT attacks. As a result, this study

assume that the adversary has scan access.

4.3.2 CamSkyGate Design Principles

The camouflaged skyrmion gates operate based on the skyrmion-skyrmion interaction, similar

to the traditional skyrmion gates. The additional modification that leads to the camouflaging is

from different doping regions that look the same as the other regions. This section introduces the

primary design principles to build a CamSkyGate.

1. Skyrmion Motion Control: The skyrmion motion can be controlled by applying doping at

different regions of the nanotrack. The perpendicular magnetic anisotropy of the doping region

can be changed so that it affects the motion of the skyrmions. The doping region blocks the

skyrmion to move into the annihilation region of the nanotrack.

2. Topological Indistinguishability: The CamSkyGate uses the selective differential doping

technique to implement different logic functions from the same layout. While doping has a

strong influence on the skyrmion propagation, SEM cannot distinguish regions with different

doping concentrations if they are designed properly, as demonstrated by Frank et al. [179]. The

results showed that regions with different doping levels with selected doping concentrations

have little effect on the contrast of the SEM images. Thus, the different doping regions of

CamSkyGate cannot be identified by performing RE and only identical layouts will be recovered.

3. Annihilation of Redundant Skyrmions: The layout of camouflaged gates is designed in such

a way that more than two gate functionalities can be obtained simultaneously. For example, the

AND and OR gates can use the same layout depending on the doping regions (see Figure 4.2).
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Figure 4.2: Simple camouflaged skyrmion gates. (a) AND and OR CamSkyGate. (b) OR and
BUF CamSkyGate.

It is thus necessary to annihilate one or more skyrmions from the nanotrack; otherwise, multiple

skyrmions will arrive at the gate output.

In the following, we will present different simple and complex designs of CamSkyGates.

4.3.3 Simple Camouflaged Gates

Figure 4.2 shows two simple camouflaged cell designs with two inputs (X1 and X2) and one

output (Y ). Figure 4.2.a shows the layout of a camouflaged cell to implement AND and OR

functions. Two VCMA regions at the input of the gate are placed to synchronize the motion of

the skyrmions at each nanotrack. Two doping regions, denoted A and B, highlighted in black

and white stripes, are selected for doping to determine the function of the cell. When region A

is heavily doped with gallium (Ga+) ions, its magnetic anisotropy changes, thus, region A can

block a skyrmion from entering the notch region in the top nanotrack. Region B will be lightly

doped. The layout will result in the OR function. When region B is heavily doped with gallium

ions, it will prevent the skyrmion on the bottom track to enter the annihilation region, and region

A will be lightly doped. At this point, the cell will behave as an AND gate. We propose to use

differential doping to make the two regions the same under SEM images [179]. One region is

58



heavily doped to prevent the skyrmion motion and the other region is lightly doped so that it does

not impact the skyrmion propagation. The heavily and lightly doped regions result in 1.2×Ku and

1.1×Ku, respectively. The layouts of these gates are perfectly symmetrical, and it is infeasible

for an adversary to determine the functionality using image analysis.

Figure 4.2.b illustrates the overall structure of the camouflaged cell for an OR gate and a BUF.

Unlike the AND/OR CamSkyGate, one doping region is sufficient for determining the OR and

BUF functions. When region A is doped to achieve 1.2×Ku, the OR function will be realized

as the skyrmion on the upper track cannot enter the annihilation region. In the case the region is

lightly doped to obtain 1.1×Ku, the skyrmion on the top nanotrack will pass the doping region and

be annihilated at the notch. This makes input X1 redundant, and it becomes a dummy connection.

Due to the absence of a skyrmion at the upper nanotrack, a skyrmion at input X2 will reach the

output Y . As a result, a BUF will be realized.
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Figure 4.3: Simulation results for different simple CamSkyGates. (a) OR gate, (b) AND gate,
(c) BUF, and (d) OR gate.

Figure 4.3 shows the simulation results of different simple CamSkyGates. We use the GPU-based

accelerated mumax3 tool to simulate all the gates. Note that logic 1 and logic 0 are realized using

59



the presence and absence of a skyrmion, respectively. The simulations for all the inputs with logic 0

are redundant as there are no skyrmions in any of the nanotracks of a gate. In the figure, the motion

trajectory of a specific skyrmion is illustrated by arrows. Figure 4.3.a and Figure 4.3.b show the sim-

ulation results for OR/AND CamSkyGate with different input combinations. For input X1X2 = 01,

the skyrmion from the lower track moves to the upper track and reaches the output (Figure 4.3.b)

while it gets destroyed at the annihilation region (Figure 4.3.b). Note that region A (see Figure 4.2.a)

in the upper nanotrack is heavily doped while region B is lightly doped for an OR gate and vice versa

for an AND gate, the skyrmion at the upper nanotrack can pass successfully reach to the output for

an OR gate while it is destroyed at the annihilation region for an AND gate. Similar analysis can be

done for other input combinations. Figures 4.3.c and 4.3.d shows the simulation results BUF and OR

functions. When region A is lightly doped, the skyrmion on the upper nanotrack moves to the annihi-

lation region and gets destroyed. This results in the input X1 being redundant, and a BUF is realized.

Region A is heavily doped for an OR gate, and no skyrmion can enter into the annihilation region.

One can find all the simulation videos for each CamSkyGate with all input combinations in [180].
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Figure 4.4: Complex CamSkyGate design with different functions between OR, AND, MUX,
and BUF.

4.3.4 Complex Camouflaged Gate

Besides the simple CamSkyGate designs with two inputs, we have also proposed a complex

CamSkyGate design with multiple inputs which is shown in Figure 4.4. The layout for a two-input
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OR gate, two-input AND, 2-to-1 MUX, and a BUF is shown in Figure 4.4. The doping regions,

A and B, are highlighted as black and white stripes like before. Region A is inserted between the

upper two nanotracks while B is located between the lower two nanotracks. When A is heavily

doped and B is lightly doped, it will block the movement of skyrmions from the lower nanotracks

to the upper one. Therefore, X2 and X3 will determine the gate functionality, and X1 becomes

the dummy input. If A is lightly doped and B is processed with heavy doping, the lower nanotrack

will be blocked and a AND gate can be implemented. X1 and X2 are the inputs and determine

the functionality while X3 is the dummy input. When both regions A and B are lightly doped,

the skyrmions from all the nanotracks will interact, and a 2-to-1 MUX function will be obtained,

where X2 becomes the selector input and X1 and X3 are the inputs. When there is a skyrmion

present at X2 input (i.e., X2 is at logic 1), the output Y will be decided by input X1, otherwise

by input X3. In the case of A and B are all heavily doped, there is no interaction between each

nanotrack and the CamSkyGate can realize the function of a simple buffer in which X2 is the input.

Both X1 and X3 will be the dummy inputs in this layout of CamSkyGate.

Figure 4.5 shows the simulation results for the complex CamSkyGate presented in Figure 4.4

which implements four different functions. Figure 4.5.a shows the simulation for a two-input

OR gate. As input X1 is a dummy connection, it will have no impact on the gate functionality.

The input pattern X1X2X3 = [100] results Y = 0 which validates the effect of X1 on Y . All

other combinations X2X3 = [10, 01, 11] results Y = 1. Figure 4.5.b shows the simulation for a

two-input AND gate with X3 as a dummy input. We apply X3 = 1 to verify that it has no impact

on Y . All three input pattern X1X2 = [00, 01, 10] results Y = 0 and one input X1X2 = [11]

makes Y = 1 which validates the AND function. The simulations for 2-to-1 MUX are illustrated

in Figure 4.5.c. When the selection input X2 = 0, it selects Y = X3 otherwise, Y = X1. As

a result, Y = 0 when X1X2X3 = [100, 011] and Y = 1 when X1X2X3 = [001, 110]. Finally,

Figure 4.5.d shows the simulation for a buffer with X1 and X3 as dummy inputs. The output Y

becomes logic 1, when input X2 is logic 1.
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Figure 4.5: Simulation result examples for different complex gate designs. (a) Two-input OR
gate, (b) Two-input AND gate, (c) 2-to-1 MUX, and (d) BUF.

4.4 Security Analysis

This section evaluates the security of our proposed design against the SAT attack [138]. We

also provide a detailed comparison with the existing CMOS-based camouflaging to show the

effectiveness of our proposed CamSkyGate design for emerging circuit camouflaging.

4.4.1 SAT-based Attack on Camouflaged Circuits

The SAT attack is an effective way to determine the logic function of a camouflaged gate.

An adversary needs to perform reverse engineering to obtain the gate-level netlist. As the logic

function of each CamSkyGate is unknown, it needs to convert the camouflaged gate with its

key-based equivalent [181]. For example, the simple AND/OR CamSkyGate, shown in Figure 4.2.a,

can be replaced with a MUX where the key bit at the selector input selects one of the two gate

combinations. Similarly, the complex CamSkyGate, shown in Figure 4.4, can be replaced with
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a MUX, where two key bits at the selector input select one of the four gate combinations. An

adversary can reconstruct a key-based netlist from the camouflaged circuit and apply the SAT

attack to determine the key. Once the value of the key is determined, he/she can identify all the

camouflaged gates and construct the original gate-level netlist.

Since the function of our designed camouflaged skyrmion cell cannot be determined by RE

or imaging processing, the attacker needs to replace all the CamSkyGates with the MUX-based

selection networks. Table 4.1 shows the SAT attack resistance evaluation for different circuits using

our proposed CamSkyGate camouflaging scheme. Five benchmark circuits from ISCAS’85 [108]

and two circuits from EPFL suite [182] are selected to test the effectiveness and listed in Column

1. Column 2 represents the gate count for each benchmark circuit. To perform the SAT attack,

we camouflage each benchmark circuit by placing complex CamSkyGate and simple CamSkyGate

with a ratio of 1:2 and replacing them with the corresponding MUX structure for performing

the SAT attack. Since the complex CamSkyGate requires two selection bits for the selection

network while the simple design requires one, the exact key space size is identical for both complex

and simple CamSkyGates. We perform the SAT attack using the code provided in [30] and

compare the performance with the results provided in [49] (Regular Camouflaging and Covert

Gate Camouflaging in Table 4.1). Timeout for the attack was also set to 12 hours, which is in

line with the prior work [30, 49, 183]. For each camouflaging scheme, we have shown the size

of the key (Columns 3, 6, and 9), the attack time (Columns 4, 7, and 10), and the number of

iterations to launch the attack (Columns 5, 8, and 11). Since the longer key value will lead to

higher overall search space for the SAT solver, the run time of the SAT attack will also be increased.

In the security evaluation, we determine the unit of run time is in hours which is the same as the

unit of covert gate camouflaging evaluation presented in [49], while the evaluation on regular

camouflaging provided in [49] is on the scale of seconds. The camouflaging scheme presented

here and in [49] can not provide security for the c1908 benchmark circuit due to its small size. The

SAT attack becomes ineffective for all the remaining benchmarks (i.e., a timeout that is over 12

hours). As a result, it can be concluded that our proposed CamSkyGate design could provide the

same level of security compared with the CMOS-based camouflaging scheme [49], which indicates

the feasibility of protecting the IP privacy of the skyrmion-based circuit.
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4.5 Summary

In this chapter, we have proposed several novel skyrmion-based camouflaged gates denoted as

CamSkyGate to protect a spintronic design from reverse engineering. We apply differential doping

at the different regions on a camouflaged layout to implement different logic functions. Doping can

change the physical parameters (e.g., magnetic anisotropy Ku ) and control the skyrmion motion.

A region with light doping enables the skyrmion pass through the nanotrack, whereas the heavily

doped region will block its propagation. Different gate functionality can be obtained in a single lay-

out by placing these heavily and lightly doped regions to control skyrmion-skyrmion interaction. As

it is infeasible to distinguish these heavily and lightly doped regions, the functionality of a CamSky-

Gate cannot be determined using SEM imaging which is commonly used for reverse engineering.

The functionality of each CamSkyGate is simulated using the mumax3 simulation tool. To further

launch the attack and recover the full functionality of the entire circuit, the adversary is required to

synthesize the skyrmion-based circuit into a gate-level netlist and construct a MUX-based network

for each camouflaged cell. The SAT-based security evaluation shows that our proposed design

can provide the same level of protection similar to the traditional CMOS-based camouflaging.
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Chapter 5

Conclusion and Future Work

This chapter provides the summary of this dissertation and some suggestions for future work.

5.1 Conclusion of Dissertation

The rise of recycled ICs in critical infrastructures causes a major concern to the government

and industry because these chips exhibit lower performance and shorter remaining lifetimes.

Furthermore, the outsourcing of the design and manufacturing of ICs in the current horizontal

semiconductor integration flow has posed various security threats due to the presence of untrusted

entities, such as overproduction of ICs, the sale of out-of-specification/rejected ICs, and piracy

of IPs. Over the years, researchers have continually proposed different solutions to enable trust

in digital ICs. However, there are still different issues left that need to be addressed. First, it

is generally necessary to power up the chip and collect the parameters to determine the prior

usage [63, 67, 71, 184–189]. However, the distributors in the supply chain may not test the chips

properly without expensive test infrastructure. Also, the test with powering up may cause extra

defects on authentic chips. Second, logic locking has become a well-accepted solution due to its

simple structure and low overhead. A circuit will be locked with a secret key which is generally

stored in a tamper-proof memory. The locked circuit will work functionally only if the correct key

is applied. SAT-based attacks have been shown to efficiently compromise key-based obfuscation

methods with a rather small number of distinguishing input patterns (DIPs). However, there is not

much research on attack and countermeasure focusing on the structure of the design. Third, reverse

engineering is also considered a powerful attack to threaten the IP. The attacker can launch the
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attack and recover the full function of the design. IC camouflaging has been proposed to protect

the traditional CMOS device against RE. However, the investigation of camouflaging on emerging

technology (e.g., skyrmion-based circuits) has not been explored. In this dissertation, we have

considered and addressed the mentioned issues to enable trust in digital ICs.

In Chapter 2, we have addressed the trust problems in the supply chain management from

manufacturer to system integrator through multiple distributors. A solution for enabling end-to-end

traceability against recycled ICs in the semiconductor supply chain is proposed. Instead of storing

the information on the chip. An RFID tag is utilized to empower the distributors to verify the

information without powering up the chip. Any tampering with RFID tag memory content can be

detected and located. The initial frequency data provided by the manufacturer needs to be verified

by the system integrator for the final decision of whether a chip has been recycled or not. The

system integrator will power up the chip and verify the prior usage of the IC.

In Chapter 3, we described a novel oracle-less attack on logic locking based on self-referencing.

It relies on identifying repeated functions for determining the value of a key bit. Our proposed

graph search algorithm can efficiently find a duplicate function of the locked part of the circuit, and

it only takes a few seconds to determine the key bit. The attack performance is evaluated on both

our created instances and locked benchmark circuits from TrustHub. The majority of keys can be

predicted successfully and efficiently. We also present a solution to prevent this topology-guided

attack and make logic locking secure.

In Chapter 4, we investigate and explore to design of a secure IC camouflaging technology using

emerging technology. We have proposed skyrmion-based gate designs for IC camouflaging against

reverse engineering. The same layout can implement various types of logic functions based on

applying differential doping techniques. As a result, the attacker cannot extract the full function

of a camouflaged skyrmion-based circuit, making it secure against RE. The performance against

SAT-attack has also been evaluated, and the design is able to achieve the security level with a

smaller key size compared with the traditional CMOS counterpart.

5.2 Future Work

This section discusses possible extensions of the work presented in this dissertation.
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5.2.1 Protecting ICs in Supply Chain

The RFID-based system helps us to enable the traceability of ICs in the supply chain and

empowers the distributors to authenticate the stored data in the RFID tag without powering up the

chip itself. However, the memory size of RFID tags can be a limitation since only one manufacturer

and several distributors’ data can be stored due to the length of public keys and signatures. In the

future, we plan to migrate the data storage from the RFID tag to the blockchain, where end-to-end

traceability is to be implemented. Instead, only a single ID of the tag itself with a few bits is

necessary to be stored in the tag memory. Different implementation of enabling IC traceability

on blockchain are proposed in [190–198]. The combination of an RFID-based system and data

management on the blockchain can solve the data management issues and keep empowering the

distributors with the same access to authenticate the chip. When the chips are delivered to the

distributor/system integrator, it can extract the ID of the tag by using a commercial RFID reader.

The related information can be found on the blockchain. A local verification can be performed

similarly to the existed infrastructure. Once the signature(s) is(are) valid, the current entity needs

to create its own information and update them in the blockchain instead of writing the RFID tag.

5.2.2 Improvement of Topology-Guided-Attack

Our proposed oracle-less attack can predict the majority of the key bits. In the future, we

consider applying machine learning to train the model to improve our proposed TGA. By applying

different machine learning methods, the performance comparison can be performed to select

the proper one with better accuracy. Furthermore, machine learning could help calculate the

weight of each critical feature during the training process, which could help us improve the attack

from different perspectives. Different input vectors are necessary to be constructed and fed into

the model as training data (e.g., locked gate-level netlist, locked UFs with different layers, and

constructed EUFs). The correct key lists are also necessary to train the model, which can be

obtained by performing our attack or other state-of-art attacks. By providing adequate training

data, we expect a better training model which can recover the key list of a locked circuit with
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a higher success rate with a lower misprediction rate. We plan to investigate the possibility of

compromising our proposed countermeasure by launching machine learning-based TGA.

5.2.3 IC Camouflaging on Emerging Technology

Currently, our proposed CamSkyGate with experimental simulation showed the feasibility of

implementation, and similar security compared with traditional CMOS technology. In the future,

designing complex CamSkyGates with additional types can help us to achieve better security.

More dummy connections can also be helpful to increase an attacker’s difficulty. The advantages

of proposing additional complex CamSkyGate designs can be summarized as follows:

• Better flexibility: Currently, our designed CamSkyGates can replace and camouflage the follow-

ing gate types: AND, OR, BUF, and MUX. In the future, other gate types (e.g., NAND, NOR,

XOR, and XNOR) can also be camouflaged by the new CamSkyGate design, which makes the

synthesis process compatible with the traditional CMOS gates.

• Enhanced security: To compromise the key value and extract the full function of the circuit,

the attacker needs to convert each CamSkyGate into a MUX-based network and then apply the

SAT solver to calculate the key value. Compared with the simple CamSkyGate, the complex

CamSkyGate has more gate combinations and includes more function types. Thus, a larger

network will be constructed, and more select bits (key-value) need to be considered. Currently,

our complex gate needs be to replaced with a 4-to-1 MUX with two key bits and requires

more iterations of the SAT solver when compared with a 2-to-1 MUX generated from a simple

CamSkyGate. The future work could be designing a complex CamSkyGate which requires a

larger MUX network construction when performing the attack. This will raise the difficulty of

launching an SAT attack on the camouflaged gates [49].
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“Acquisition of the dopant contrast in semiconductors with slow electrons,” Journal of

Electron Spectroscopy and Related Phenomena, vol. 241, p. 146836, 2020.

[180] C. S. Simulations. https://github.com/2660039863/CamSkyGate_DAC,

2021.

[181] M. El Massad, S. Garg, and M. V. Tripunitara, “Integrated circuit (ic) decamouflaging:

Reverse engineering camouflaged ics within minutes.,” in NDSS, pp. 1–14, 2015.
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