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#### Abstract

Asteroids, comets, and Kuiper-belt objects (aka. Small bodies) can tell us essential information to understand their evolutionary history and advance the history of our solar system. Since the currently available data on small bodies mostly come from ground-based observations and a few space exploration missions, it is a necessary process to infer small bodies' properties based on limited data. In terms of scientific importance, this dissertation mainly focuses on developing numerical models to characterize small bodies' properties on the surface and structure based on their complex dynamics and suggests diverse case studies showing how the numerical models are applied to asteroids and Kuiper-belt objects.

To explain the optical discrepancy between S- and Q-type asteroids, the tidal effect during a close planetary encounter has been considered one of the contributors, but this phenomenon has never been detected. To explore this hypothsis, the numerical model is developed, which can provide the stability of an asteroid's surface condition under the tidal effect. This model is applied to triaxial ellipsoids with different elongations to discuss a potential correlation between asteroids' shape and its surface sensitivity. This study indicates that an asteroid's shape elongation controls surface slope variations, enhanced by rotation, during a planetary encounter, and thus the more elongated shape is easily susceptible to tidal resurfacing. As an advanced project, the actual case of the planetary encounter - (99942) Apophis's 2029 Earth encounter - is explored. The original model is extended to investigate surface grain movement given the tidal effect. The key conclusion here is that Apophis's encounter orientation would be a factor in predicting the certain area showing a strong signal for the tidal resurfacing phenomenon.

For analyzing small bodies' structure conditions, the finite element model (FEM) is implemented with the goal of investigating time-varying stress fields of an irregularly shaped body, given its dynamical state. The FEM is applied to three different small bodies. First, 1998 KY26, a target of the Hayabusa2's extended mission, is tested using the FEM to investigate its strength level given its tiny size ( $20-40 \mathrm{~m}$ ) and rapid spin period ( $\sim 10 \mathrm{mins}$ ). The measured


strength level is less than 20 Pa , which indicates that 1998 KY26 is still eligible to sustain the current shape regardless of a monolith structure or a rubble-pile system. The second case study targets (16) Psyche, the largest metal-rich asteroid in the main asteroid belt. Given the assumption that Psyche could have a differentiated structure (the inner iron core with the outer silicate-rich layer), the inverse problem algorithm is designed to constrain its interior layout distribution. The FEM is adopted to determine the pressure regime of the inside of the object with different interior layout distributions. The key results of this study support that Psyche is still eligible to expose the metallic components in crater-like regions via an impact cratering process or experience ferrovolcanism in localized regions. The third case study selects (486958) Arrokoth, which is a cold classic Kuiper Belt Object explored by NASA New Horizon. The question of how the bilobated Arrokoth responded to the structural disturbances generated by the sky crater impact located in the small lobe is examined using the FEM. The original FEM is extended to calculate the time-varying cohesive strength of Arrokoth based on viscoelastic deformation. The maximum strength variation reaches up to a few kilopascals ( $\sim 15 \mathrm{kPa}$ ), significantly higher than other small bodies. This result indicates that Arrokoth could experience structure disturbances such as a neck breakup in the past, although it is still possible that KBOs might have a higher strength regime than other small bodies. As a final note, these numerical approaches can be extended in variety to target other small bodies and appropriately use mission or observation data to study small bodies further.
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2.1 A schematic diagram showing how to define a surface slope given $\overrightarrow{n_{f}}$ and $\overrightarrow{a_{g}}$. Here, the left-side panel is a surface mesh representing an asteroid. The middleside panel shows the zoomed part of the mesh, while the right-side panel depicts the surface slope. As shown in the schematic, the Surface slope on Apophis is determined as the angle between the normal direction of a facet and the direction of the total force acting on the facet. A schematic showing $\overrightarrow{a_{g}}$ is described in Figure 2.2|]
2.2 A schematic diagram showing the close Earth flyby. The Earth and asteroid are represented as a sphere and an irregular rigid body, respectively. The frame [X, Y, Z] defines the reference frame, while the frame $[\eta, \zeta, \xi]$ represents the rotating frame fixed to the asteroid body. Here, $\overrightarrow{a_{g}}$ is the net acceleration vector computed as a combination of self-gravity, tidal acceleration, and rotational effect. Other symbols are defined in Section 2.1 .2 .
2.3 Maximum surface slope and slope variations for each shape. The top panels ( $\mathrm{a}, \mathrm{c}$, and e) show the surface slopes, which are affected by the tidal effect, during the planetary encounter with the periapsis of 5 Earth radii and the spin period of 2.8 hr . The bottom panels ( b , d , and f ) illustrate the maximum surface slope variation during this encounter. The aspect ratio of each column is $1,0.8$, and 0.57, respectively. All plots are projected from a longitude of $130^{\circ}$ and a latitude of $15^{\circ}$. The black arrows denote the spin axes.

2.4 The time sequence screenshots of Apophis's nine-day trajectory during the
2029 flyby. The screenshots are retrieved from the orbital diagram archived in
the JPL Horizons on-line solar system data (https://ssd.jpl.nasa.gov/horizons/).
The closest distance between Earth's and Apophis's center of mass will be 5.96
Earth radii.
2.5 Apophis radar-derived shape model [1]. This surface mesh consists of 3,996 facets and 2000 vertices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6 A screenshot of the dynamics model simulation. The left-side panel shows how much the surface slope variation occurs on the entire surface of Apophis. The black arrow is heading to the Earth. The right-side graph shows how the surface slope evolves at a single patch. We randomly picked the patch to see the timevarying surface slope. The result is when Apophis has the closest approach during the 6 -h encounter simulation.
2.7 The same initial surface slope has either positive or negative slope variation depending on where the Earth is located in the patch frame. Here, the vectors $\hat{n}_{f}, \hat{a}_{g+r}$, and $\hat{a}_{g+r+t}$ are the surface normal, the combined self-gravity and rotational acceleration, and the combined $\hat{a}_{g+r}$ and tidally induced acceleration, respectively. The angles $\theta_{i}$ and $\theta_{t}$ are the surface slope at the initial and at a specific time, respectively. The positive slope variation is when $\theta_{t}$ is greater than $\theta_{i}$ (a), while the opposite case, where $\theta_{t}$ is smaller than $\theta_{i}$, is the negative slope variation (b).
2.8 Surface slope evolution and the corresponding particle movements for two patches with similar initial slopes. (a) shows the positive slope variation case when subtracting the peak/trough surface slope from the initial slope for a facet has a positive value, while (b) shows the negative slope variation case. The left panels show how the surface slope changes over the 6 h Apophis-Earth encounter. The red dotted line marks the time of closest approach. The number of particles exhibiting significant motion is measured at each time step, plotted, and shown in the right-most panels. Note that in the negative slope evolution case (b) no particles move, while the positive slope evolution case (a) does show particle motion.
2.9 The simulated DEM patch. The single patch size is $(8 \times 8 \times 3) \mathrm{m}^{3}$ in volume, and 11,000 spherical particles ranging from 5.96 to 17.86 cm are packed. The initial setting of the patch is given when gravity is set as the initial total acceleration from the dynamics model. The time-varying applied forces act on the DEM patch depending on the surface slope variation.
2.10 A depiction of grain motion in a surface patch in the DEM simulations. (a) shows the initial positions of the grains in this patch, with particles that will exhibit ‘significant motion' (a displacement of more than 1 particle radius) colored green. (b) shows the final positions of particles in the patch, with particles exhibiting significant motion in violet. (c) shows the initial state of the patch, just as in (a), overlaid with the final positions of significantly moved particles, to show downslope motion (from green to violet) toward the upper-left side of the frame.
2.11 A schematic diagram indicating how we account for the amount of revealed

| unweathered area when a particle in the system moves. (a) shows the initial |
| :---: |
| configuration of some particles in the patch. (b) indicates motion of the central |
| particle along the green arrow. The black area with the green dashed outline |
| indicates the revealed unweathered area initially below the moved sphere ( $\left.A_{u}\right)$, |
| while the purple fraction of the moved sphere indicates the revealed area of its |
| surface, which is initially unweathered ( $A_{\text {sph }}$ ). (c) indicates another particle |
| moving at a later time, along the path of the black arrow, and covering some |
| of the area that initially counted toward $A_{u}$ from the central particle's motion. |
| Since some of the black circle has been covered, we no longer count the covered |
| portion toward $A_{u}$. |

2.12 A statistical result showing the correlation between surface slope profiles, namely the initial slope and maximum slope variation, and resurfaced area for each surface patch. Resurfaced area defines the total revealed unweathered surface area in a patch $\left(A_{\text {tot }}\right.$, equation (2.8|) as a percentage of the entire surface area of the patch $\left(64 \mathrm{~m}^{2}\right)$. Note that the highest initial slope and positive variations give rise to the greatest resurfacing shown in the upper right corner. Areas expected to experience the greatest resurfacing will be the initially high-sloped regions having a positive slope variation, which is affected by the encounter orientation. 29
2.13 Maximum slope changes with different encounter orientations: the Earth is located above the $x-y$ plane (a), the $x-z$ plane (b), and the $y-z$ plane (c). The left-most maps show the facets above the $x-y$ plane, while those on the righthand side are below the $x-y$ plane. All coordinate planes refer to the body-fixed frame of Apophis with the origin at the center of body and $x$ - and $z$-axes aligned with the longest and shortest primary body axes, respectively.
2.14 Global surface map showing the expected tidal resurfacing level, which is estimated by the statistical resurfacing result in Fig. 2.12, with different encounter orientations: the Earth is located above the $x-y$ plane (a), the $x-z$ plane (b), and the $y-z$ plane (c). The left-most maps show the facets above the $x-y$ plane, while those on the right-hand side are below the $x-y$ plane. The red solid circles denote locations where the most active grain motions occur at the initially high-sloped regions among 3 orientation cases. The red dotted circles define some locations where our models indicate significant resurfacing only in specific encounter orientations.
2.15 Simulation results for 30 different encounter orientation cases. The red, blue, and black errorbar colors represent the group of patches sorted into the initially high-sloped ( $>30^{\circ}$ ), mid-sloped ( $15^{\circ}-30^{\circ}$ ), and low-sloped ( $<15^{\circ}$ ) subsets, respectively. The square shows the mean expected resurfaced area for each group, with error bars representing one standard deviation in the positive or negative directions. The color of the square represents the fraction of patches in that subset that have a total expected resurfaced area of at least 3 per cent of the total patch area.36
3.1 Validation of the FEM result using an analytical approach. Panel (a) shows the minimum cohesive strength distribution in a spherical body derived by a semianalytical model [2], while panel (b) shows the FEM result. The maximum cohesive strength reaches $\sim 80 \mathrm{~Pa}$ at the most inside the object, which can be measurable in both approaches. Here, the used spherical body has a $1 \mathrm{~km} \mathrm{ra-}$ dius.48
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3.3 A slice of the 4-node tetrahedral mesh of 1996 KY26 using the Doppler based shape model by [3]. This structural mesh consists of 4599 nodes and 20,774 elements.52
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\hline \text { 3.4 } \text { The minimum cohesive strength of the surface of KY26. The developed FEM } \\
\hline \text { computes the stress distribution of KY26 based on linear-elastic deformation. } \\
\hline \hline \text { We then convert the stress field to the minimum cohesive strength using the } \\
\hline \hline \text { Drucker-Prager yield condition. . . . . . . . . . . . . . . . . . . . . . . . . . . } 53
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3.5 The Minimum cohesive strength of the internal structure of KY26. Here, the
z-axis represents KY26's spin axis. The developed FEM computes the stress
distribution of KY26 based on linear-elastic deformation. We then convert the
stress field to the minimum cohesive strength using the Drucker-Prager yield
condition. ..... 54
3.6 Surface mesh of Psyche's radar-derived shape model [4]. This surface mesh consists of 3,342 facets and 3344 vertices. ..... 61
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3.11 Correlation between a radius of the core $\left(R_{c}\right)$ and the compressed layer $\left(R_{m 1}\right)$. The blue line represents a core radius depending on the compressed layer radius. The left dotted line (C1) is a boundary where the core radius is identical to the compressed layer. The upper horizontal line (C2) shows the minimum dimension ( $\sim 88.5 \mathrm{~km}$ ) along the shortest principal axis, while the right dotted line (C3) means the maximum dimension ( $\sim 140 \mathrm{~km}$ ) along the longest principal axis. The white area includes possible sets of $\left(R_{c}, R_{m 1}\right)$.
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3.14 Pressure distributions of CASE1 (top), CASE2 (middle), and CASE3 (bottom).
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## Chapter 1

## Introduction

Small bodies define small solar system bodies such as asteroids, comets, and Kuiper-belt objects not included in large planetary objects such as the Sun and major planets. They are legacy objects in space, which can tell us essential information to understand their evolutionary history and advance the history of our solar system. In the past, ground observations were the only major data source for small bodies. With the advent of space technology, some space missions have been employed and support acquiring detailed data such as high-resolution images. For a better understanding of small bodies, one essential way is developing a numerical model that properly uses the obtained data from ground observations and space exploration missions. The data can be used to be a piece of input information for the numerical model. Furthermore, the data can also be used for validating the results derived by numerical modeling.

The dissertation mainly focuses on research projects inferring physical properties on the surface and structure of small bodies, and thus the main section of the manuscript has twofold: surface and structure analysis. For surface analysis, we visit a science question on how Earthcrossing objects interact with our planet. When the object closely passes the planet, it is affected by the Earth's gravity field. Theoretically, when the object is under the tidal effect, it can induce the movement of grains on the surface. This phenomenon has never been directly observed in the past, but it has long been considered one of the contributors to resurfacing near-Earth asteroids (NEAs). Especially this effect could be a potential explanation for the spectral discrepancy of NEAs between S- and Q-type asteroids, although they have matching compositions. In Chapter 2, we describe the project on exploring the hypothesis that the tidal
effect during distant planetary encounters causes the fresher surface observed in Q-type asteroids. In Section 2.1, we introduce a fundamental numerical model that computes the tidal effect acting on the surface of asteroids based on the distance of the closest encounter and rotation period and analyzes the stability of the surface condition. In Section 2.2, we adopt the developed numerical model to the real Earth encounter event of (99942) Apophis. The case study of Apophis' 2029 Earth encounter event uses the extended fundamental numerical model to investigate the actual dynamical interactions between Apophis and Earth during the close encounter, and further explore how the measured tidal effect acts on surface grains using the discrete element method 1

For structure analysis, we develop a numerical model that can provide the cohesive strength level given a targeted object's physical and geophysical properties and conduct case studies to understand the object's evolutionary history using this model. The main numerical tool is developed based on the finite element method, which is used for solving our structural equation given as a second-order differential equation. The Finite Element Model (FEM) computes stress fields of the entire object structure, which is eventually used for determining the cohesive strength level of the small body. We adopt this model to four different target bodies by extending the fundamental model depending on the science question that each targeted body has. We first adopt the FEM to 1998 KY26, which is a target of Hayabusa2's extended mission (Section 3.2). Since 1998 KY26 is a tiny object having a fast spin period, it has long been considered a monolithic structure. Using the FEM, we constrain the minimum cohesive strength required for 1998 KY26 to avoid any structural disruptions and discuss whether it is still possible to be a rubble-pile asteroid. Second, we introduce a project that explores the largest M-type asteroid, (16) Psyche (Section 3.3). The main question about Psyche is where the significant amount of metals on its surface comes from. The answer could be either the internal or external sources of the Psyche. In this case study, we consider the hypothesis that the metal came from the internal source of the Psyche, given that it is a differentiated object (the inner metallic core and the outer silicate crust). Here, the original FEM is extended to infer the internal structure

[^0]layout of Psyche, and we use the result to discuss whether the measured interior structure layouts are compatible with potential scenarios (i.e., impact cratering and ferrovolcanic surface eruption) to explain the metals observable on the Psyche's surface. At last, we visit the most well-known Kuiper-belt object, (486958) Arrokoth, using the FEM (Section 3.4). The image taken by the New Horizons Long Range Reconnaissance Imager (LORRI) shows that Arrokoth has an extremely contact binary shape (two lobes connected with a narrow area). One noticeable geological feature is that a relatively smaller lobe has the largest crater-like region named 'sky.' Given Arrokoth's bilobated structure and the significant size of the crater, we speculate that Arrokoth might be subject to strong structural disturbances in the past. To explore this question, we extend the original FEM to investigate the time-varying strength of the bilobated Arrokoth after the sky crater impact occurred.

As shown in the conducted research projects, numerical modeling is a crucial method to explore questions we have in planetary science. However, the current numerical models further need to validate the obtained result. In the conclusion section, we propose potential works to support the validation process of the numerical models by connecting the numerical result to observational or mission data.

## Chapter 2

## Surface analysis

We visit one of the hypotheses in planetary science: can the tidal effect generated by a planetary encounter be a contributor to resurfacing NEAs' surface? To explore this hypothesis, we develop a numerical model that investigates an asteroid's surface slope evolution when it closely passes the terrestrial planet - Earth in this study. We first apply this model to discuss how asteroid elongation affects its surface sensitivity during a planetary encounter (Section 2.1). We then advance this model to study the actual case, Apophis's Earth encounter event in 2029 (Section 2.2).

### 2.1 Tidal resurfacing of rubble-pile asteroids during a planetary encounter

### 2.1.1 Research background

S- and Q-type asteroids exhibit the compositional features of ordinary chondrites, while their spectral slope and absorption band are slightly different. S-type asteroids have steeper spectral slopes, weaker absorption bands near wavelengths between $1 \mu \mathrm{~m}$ and $2 \mu \mathrm{~m}$, and lower albedos than Q-type asteroids [10, 11, 12, 13]. Space weathering driven by ion implantation and micrometeorite bombardments cause optical variations in material compositions [11, 14]. For S- and Q-type asteroids, space weathering is considered to redden their surface materials. The timescale of space weathering may range between 10 ka and 1 Ma in the inner Solar System [15, 16]. For near-Earth asteroids (NEAs), the dynamical lifetime is 2 Ma [17] and thus longer than the space weathering timescale. Without additional processes, Q-type asteroids should be
altered to S-type asteroids and depleted continuously. However, this contradicts the high fraction of Q-type asteroids among NEAs ( $\sim 25 \%$ ). One possible hypothesis is that redder S-type asteroids are resurfaced to become bluer Q-type asteroids [e.g., [10, 18])].

Possible resurfacing mechanisms include 1) planetary encounters with terrestrial planets [10, 19, 20, 21, 22, 18], 2) thermal fatigue by cyclic diurnal temperature variations [23, 24, 25], and 3) rotational instability driven by the Yarkovsky-O'Keefe-Radzievskii-Paddack (YORP) effect [26]. Among these mechanisms, the tidal effect may be a critical driver that resurfaces rubble-pile asteroids. The distribution of Q-type asteroids correlates with the perihelion distance and the minimum orbit intersection distance, suggesting that encounters with massive planets may resurface asteroids enough to change their surface spectral properties [10, 21, 18]. [18] proposed that Q-type asteroids may be resurfaced if the close encounter is within $\sim 5$ planetary radii, thus outside the Roche limit ( $\sim 3.4$ planetary radii for an asteroid with a bulk density of $2.0 \mathrm{~g} \mathrm{~cm}^{-3}$ ). These studies statistically showed that the resurfacing process of S-type asteroids is possibly related to their distant planetary encounters. However, the resurfacing mechanism is still not well understood.

Numerical studies have been reported for investigations of the tidal effects on rubble-pile asteroids during planetary encounters. They are in general divided in two categories; catastrophic, where an object is destroyed by the tides, and non-catastrophic, where either shape or surface or both are altered. For catastrophic disruptions, research has shown how small bodies that closely encounter planetary bodies are broken up due to strong tidal forces. The breakup conditions depend on small bodies' mechanical strength, material compositions, and orbital parameters (e.g, [27, 28, 29, 30]). In 1994, comet Shoemaker-Levy 9 encountered Jupiter and was broken into approximately 20 similar-sized fragments [31]. [32] and [33] modeled this event to better quantify catastrophic disruption processes during close tidal encounters.

Tidal processes during distant encounters outside the Roche limit have also been studied in the literature. [34, 35] applied the theory of hill slope stability to evaluate the stability of asteroid regolith during the distant planetary flyby. They had two conclusions: rapidly rotating asteroids are highly likely to experience resurfacing, and the resurfacing process on asteroids may occur at larger flyby distance ( $\sim 10$ Earth Radii) than the previous estimation ( $\sim 5$ Earth

Radii). In this paper, we extend their works to gain a more comprehensive understanding of resurfacing by adding an element that had not been discussed in the earlier works: an asteroid's elongation. We finally note that studies have shown limited changes in the shape and surface conditions of Apophis, which is going to closely flyby the Earth within 6 Earth radii [36, 37, 38]. Our study will give further insight into the mechanism of mild tidal effects on a rubblepile asteroid during a distant planetary encounter, which may be a critical source of Q-type asteroids.

In this study, we investigate the influence of a rubble-pile asteroid's elongation on surface sensitivity to tidal effects when it approaches the Earth outside the Roche limit by parameterizing the elongation with different planetary encounter conditions. We first demonstrate the resurfacing mechanism by considering the surface slope and its variation in Section 2.1.1.1. Our investigation and simulation settings are described in Sections 2.1.2 and 2.1.3.1. In Section 2.1.3.2, the results of all conducted simulations are presented. We discuss our findings, potential issues of the current numerical model, and future work in Section 2.1.4.

### 2.1.1.1 Resurfacing mechanism during a distant planetary encounter

Resurfacing processes remove a space-weathered, redder surface layer on S-type asteroids by exposing fresh materials beneath it. In situ observations by spacecraft revealed that the space weathered layer is likely very thin and correlated with the surface topography. Despite limited knowledge of space weathering on S-type asteroids, the sampled particles from NEA (25143) Itokawa suggested that the weathered thickness is only $\sim 80 \mathrm{~nm}$ [39, 40], indicating that only a very-thin top surface layer had been affected by space weathering. We thus speculate that even mass movements at a tiny scale can induce color variations in top surfaces. Furthermore, [41, 42] reported on bluer, likely unweathered regions around the pole regions and the equatorial ridges of NEA (162171) Ryugu (C-type asteroid), although the space weathering mechanism may be different from that on S- and Q-type asteroids [43].

We use two geophysical parameters to describe the surface sensitivity to possible granular flows: the surface slope and its variation. The surface slope describes how the surface element is tilted from the direction of its total acceleration combined with local gravity, the tidal effect,
and the rotational effect on each surface element. The slope variation shows how the surface is affected by time-varying acceleration during the encounter. Using these parameters, we estimate the locations of where granular flows can occur. When the surface slope reaches its critical slope, i.e., the angle of repose, which is $35^{\circ}$ for a typical geological material without cohesion [44], granular flows may start to occur [45, 46]. Furthermore, if the slope variation is high enough to cause surface mobility, granular flows may occur for sub-critical slopes. [47] showed this mechanism operating on the surface of the Martian moon Phobos, leading to the resurfacing process; however, this mechanism may not be proper for the planetary encounter resurfacing because it is a non-periodic event. In our analysis, we use the slope variation to see how sensitive surfaces become during the distant planetary encounter.

Mass movements in and on asteroids may be influenced by many different elements. Electrostatic forces may induce mass mobility [48]. Particle ejection may also occur by thermal fatigue [49]. Impact cratering can excavate fresh materials. Granular convection such as the Brazil-nut effect can transport fresh materials from the interior [50, 51]. Seismic wave propagation may enhance resurfacing [52, 53]. The consideration of these effects on mass movements is beyond our scope. Instead, we focus on surface flows driven by the tidal force, as well as the gravitational force and the centrifugal force to better understand how an asteroid's elongation affects the tidally induced resurfacing mechanism.

### 2.1.2 Modeling

Our model computes the surface slope $(\theta)$ by using the following equation,

$$
\begin{equation*}
\theta=\arccos \left(\frac{-\overrightarrow{n_{f}} \cdot \overrightarrow{a_{g}}}{\|\vec{n}\|\left\|\overrightarrow{a_{g}}\right\|}\right) . \tag{2.1}
\end{equation*}
$$

where $\overrightarrow{a_{g}}$ is the net acceleration vector, and $\overrightarrow{n_{f}}$ is a normal vector to a surface element. A schematic diagram visualizing $\overrightarrow{a_{g}}$ is shown in Figure 2.2. The surface slope variation $(\delta \theta)$ is the angle difference of a given element between the maximum surface slope during the flyby and the initial slope before the flyby. This quantity was used to analyze resurfacing on the martian moon, Phobos [47].


Figure 2.1: A schematic diagram showing how to define a surface slope given $\overrightarrow{n_{f}}$ and $\overrightarrow{a_{g}}$. Here, the left-side panel is a surface mesh representing an asteroid. The middle-side panel shows the zoomed part of the mesh, while the right-side panel depicts the surface slope. As shown in the schematic, the Surface slope on Apophis is determined as the angle between the normal direction of a facet and the direction of the total force acting on the facet. A schematic showing $\overrightarrow{a_{g}}$ is described in Figure 2.2.

Next, we discuss the net acceleration vector, $\overrightarrow{a_{g}}$, during a planetary encounter. Since we focus on the onset of the grain motion on an asteroid surface, particles are assumed to rest initially. The assumption yields $\dot{\vec{r}}=0$ and thus excludes the Coriolis effect. This setting may provide a conservative condition for the occurrence of resurfacing. $\overrightarrow{a_{g}}$ is given as

$$
\begin{equation*}
\vec{a}_{g}=-G \rho_{A} \int_{V_{A}} \frac{\vec{r}}{r^{3}} d V_{A}-\frac{G M_{E}}{R_{c}{ }^{3}}\left(\vec{r}-\frac{3\left(\vec{R}_{c}+\vec{r}\right) \cdot \vec{r}}{R_{c}^{2}} \vec{R}_{c}\right)-\dot{\vec{\omega}} \times \vec{r}-\vec{\omega} \times(\vec{\omega} \times \vec{r}) . \tag{2.2}
\end{equation*}
$$

In this equation, $G$ is the gravitational constant, $\rho_{A}$ is the asteroid's bulk density, $V_{A}$ is the asteroid's volume, $\vec{r}$ is the position of a surface element relative to the center of mass (COM) of the asteroid, $M_{E}$ is the mass of the planet, $\vec{R}_{c}$ is the position of the COM of the asteroid relative to that of the planet, $\vec{\omega}$ is the asteroid's angular velocity vector, and $\dot{\vec{\omega}}$ is the asteroid's angular acceleration vector. The first term is the acceleration by self-gravity, the second term describes the tidal acceleration, and the third and fourth terms represent the rotational effect. For self-gravity, we use an elliptical integral for computing the gravity field around a biaxial ellipsoid [54].

For the rotational motion, we solve the following equation:

$$
\begin{equation*}
[I] \dot{\vec{\omega}}+\vec{\omega} \times[I] \vec{\omega}=\frac{3 G M_{E}}{R_{c}^{5}} \vec{R}_{c} \times[I] \overrightarrow{R_{c}} . \tag{2.3}
\end{equation*}
$$



Figure 2.2: A schematic diagram showing the close Earth flyby. The Earth and asteroid are represented as a sphere and an irregular rigid body, respectively. The frame [X, Y, Z] defines the reference frame, while the frame $[\eta, \zeta, \xi]$ represents the rotating frame fixed to the asteroid body. Here, $\overrightarrow{a_{g}}$ is the net acceleration vector computed as a combination of self-gravity, tidal acceleration, and rotational effect. Other symbols are defined in Section 2.1.2.
where $[I]$ is the moment of inertia matrix and computed by [55]. We also note the changes in the asteroid's orientation during the encounter. The transformation matrix, $[A]$, is given as

$$
\begin{equation*}
[\dot{A}]=-[\tilde{\omega}][A] . \tag{2.4}
\end{equation*}
$$

The initial condition of $[\mathrm{A}]$ is fixed as an identity matrix. The evolution of $[\mathrm{A}]$ is eventually used to convert $\vec{R}_{c}$, which is a vector in the planet-centered inertia reference frame, to the one in the body-fixed frame in Equation 2.1 .2 . Here, $[\tilde{\omega}]$ is the skew matrix of $\vec{\omega}$, which is given as

$$
\tilde{\omega}=\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2}  \tag{2.5}\\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]
$$

We use a Runge-Kutta 4th order integrator with a constant time-step to propagate $\vec{\omega}$ and $[A]$ over a considered time frame. $\vec{R}_{c}$ is described in the body-fixed frame centered at the

COM of the planetary body, where the axes are aligned with the asteroid's moment of inertia axes. To determine $\overrightarrow{R_{c}}$, we design a hyperbolic trajectory with a given periapsis and a constant encounter velocity and obtain a list of $\vec{R}_{c}$ within a considered time span with a proper time step (see Section 2.1.3.1). This list is incorporated into the integrator that solves Equations (2.1.2) and 2.1.2 to describe the rotational motion. At last, all computed parameters are applied to Equation (2.1.2) to obtain $\vec{a}_{g}$ of each element on the asteroid. We developed a MATLAB program package for this simulation process.
2.1.3 Preliminary results using the tidal resurfacing model

### 2.1.3.1 Simulation settings

Table 2.1: Physical parameters and shape model information used in our simulations.

| Parameter | Values |
| :---: | :---: |
| Earth-like planet mass $\left(M_{E}\right)$ | $5.97 \times 10^{24} \mathrm{~kg}$ |
| Asteroid's volume $\left(V_{A}\right)$ | $1.98 \times 10^{7} \mathrm{~m}^{3}$ |
| Asteroid's bulk density $\left(\rho_{A}\right)$ | 2.0 g cm |
| Simulation length | $\leq 20 \mathrm{Earth}$ Radii |
| Simulation time step | 5 sec |
| Encounter speed | $15 \mathrm{~km} \mathrm{~s}^{-1}$ |
| Angle of repose of top surface layers | $35^{\circ}$ |
| Number of facets | 10440 |
| Mean facet size | $35 \mathrm{~m}^{3}(\sim 0.01 \%$ of the entire surface $)$ |

We focus on the slope variation on uniformly rotating biaxial ellipsoids with different aspect ratios $(A R)$. Here, $A R$ is defined as a ratio of the major axis to the minor axis. The volume of the shape models is set identical to that of a sphere having an equivalent diameter of 340 m , which is a typical size of rubble pile asteroids. A bulk density is assumed to be a constant value of $2.0 \mathrm{~g} \mathrm{~cm}^{-3}$, which is consistent with that of Itokawa (S-type) [56]. In each hyperbolic trajectory, the initial and final points of a test asteroid are 20 Earth-like planet radii ( $\sim 6371 \mathrm{~km}$ for one Earth-like planet radius) away from the planet center, and thus the tidal effect is negligible at those points. The encounter speed is set to $15 \mathrm{~km} \mathrm{~s}^{-1}$ for all the cases [57], while we consider three hyperbolic trajectories with different periapses in the range of plausible resurfacing distances $(3.5,5$, and 10 planet radii) [34]. The total length of simulation
is approximately 4.5 hours with a time step of 5 seconds. In all test cases, the body is set to rotate along their maximum moment of inertia axes, and its spin axis is perpendicular to the orbital plane. The angle of the repose is set to be $35^{\circ}$.

### 2.1.3.2 Results

We introduce the nomenclature used in this session. To characterize the area affected by high slope variation $(\delta \theta)$, we introduce two characteristic regions: Regions I and II. Region I is an area whose surface slope is higher than the angle of repose of $35^{\circ}$ before the encounter. Region II, on the other hand, is an area that has the slope exceeding the angle of repose during the encounter. We also use the area difference between Regions I and II to indicate the surface regions that reach above the angle of repose due to the tidal effect. A total of 33 simulations are performed to analyze how $\delta \theta$ is affected by the asteroid elongation during distant encounters.

We consider three cases of the spin periods, $1.5,2.8$, and 3.1 hr . These spin periods are selected to demonstrate high $\delta \theta$ variations around the spin barrier, where gravitational aggregates may fall apart if they do not have tensile strength [58]. Given the spin periods defined, the test body may have high slopes even before a tidal encounter (i.e., Region I) in some cases. The 1.5 hr spin period case causes all the $A R$ cases to have Region I across the entire surface. Highly elongated shapes with lower $A R$ s have Region I at even longer spin periods. At a spin period of 2.8 hr (see Figure 2.3), shapes with $A R=0.8$ and $A R=0.57$ have Region I at middle latitudes around the longest axis. At a spin period of 3.1 hr , the $A R=0.57$ shape still has Region I, which would be sensitive to granular flow. We emphasize that the reason for this selection is to illustrate the mechanisms of the slope variation due to the elongation and show its transition around the spin barrier. Thus, these conditions allow for visualizing how shape elongation controls surface slope variations, enhanced by rotation, during a distant encounter.

To show how the elongation affects $\delta \theta$, Figure 2.3 illustrates sample cases in which asteroids with $A R$ s of $1.0,0.8$, and 0.57 reach 5 Earth radii with a spin period of 2.8 hr . The results show that $\delta \theta$ becomes higher as $A R$ is lower. When the asteroid has $A R=1$, high $\delta \theta$ occurs at a latitude of $\sim 18$ deg. The high $\delta \theta$ regions always face the planet because of its axisymmetric


Figure 2.3: Maximum surface slope and slope variations for each shape. The top panels (a, c, and e) show the surface slopes, which are affected by the tidal effect, during the planetary encounter with the periapsis of 5 Earth radii and the spin period of 2.8 hr . The bottom panels ( $b, \mathrm{~d}$, and f ) illustrate the maximum surface slope variation during this encounter. The aspect ratio of each column is $1,0.8$, and 0.57 , respectively. All plots are projected from a longitude of $130^{\circ}$ and a latitude of $15^{\circ}$. The black arrows denote the spin axes.
shape. When $A R=0.8$, high $\delta \theta$ regions tend to be distributed widely around the edges along the longest axis. When $A R=0.57$, higher $\delta \theta$ concentrates on the edges.

Table 2.2 shows the results of the cases simulations. We first discuss the cases of 1.5 hr and 3.1 hr . When the spin period is 1.5 hr , since the centrifugal force is already dominant, Region I spreads over the almost entire regions for any shapes. This extreme condition does not cause the slope to change significantly. When the spin period is 3.1 hr , self-gravity starts to be dominant, and tidal acceleration does not influence the slope variation remarkably. The $A R=0.57$ case still shows non-zero area difference between Region II and Region I at the asteroid's edge along the longest axis, where self-gravitational acceleration and rotational acceleration are comparable.

When the spin period is 2.8 hr , rotational acceleration becomes comparable to self gravitational acceleration while some locations on elongated shapes may still be dominantly influenced by centrifugal forces. We show more simulation cases for this spin period case in Table 2.2. compared to other spin periods, to examine the slope variation depending on the elongation. Region II becomes wider than Region I, strongly depending on the elongation. With the decrease of $A R$, the area difference between Region II and Region I (see the Increase Rate in Table 2.2) increases in the range of $A R$ from 1 to $\sim 0.8$ but decreases from $\sim 0.8$ to 0.57 . Consider when the periapsis is 3.5 Earth radii. For $A R=1$, Region II is $\sim 23 \%$ broader than Region I. The area difference becomes $\sim 37 \%$ for $A R=0.8$ and then gradually decreases to $\sim 30 \%$ for $A R=0.57$, which is still higher than the spherical case. This similar trend is observed when the periapsis is 5 and 10 planet radii. The decrease of the area difference from $A R=0.8$ to $A R=0.57$ results from the fact that a more elongated shape has a limited region in which a high slope variation occurs because of its narrower edge. As the periapsis becomes distant, tidal acceleration becomes smaller, leading to the decrease of the slope variation.

Our results are consistent with [34, 35, 38] in terms of the influence of the spin period and orbit on $\delta \theta$. Importantly, we newly address how the elongation impacts the slope variation during distant encounters. If the shape is moderately elongated, broader areas may have reasonable slope variations, which may cause the surface slope to reach the angle of repose. If the shape is highly elongated, the slope variation becomes higher although the affected area may be limited. While our parameter analysis is still coarse, the 2.8 hr case implies that $A R=0.8$ has the most noticeable change between Regions II and I because the total acceleration of rotation and self-gravity becomes small across the broader regions, the tidal acceleration can easily change their slope conditions.

### 2.1.4 Discussion

We numerically showed how the shape elongation affects the slope variations and the location of sensitive regions during distant encounters. We observed two critical features. First, the shape elongation enhances the slope variation. High slope variations are observed when the shape is elongated. When an asteroid spins at a spin period at which centrifugal and gravity
acceleration are comparable, tidal acceleration can dramatically change the surface slope. Thus, an elongated body tends to be more exposed to such a dramatic change. Second, the increase of the area whose surface slope exceeds $35^{\circ}$ during a distant encounter (Region II - Region I) depends on shape elongation. As the shape is more elongated from the spherical condition, the area that reaches the angle of repose of $35^{\circ}$ increases. However, after the shape reaches a certain elongation (in our simulation, it was $\sim 0.8$ ), the area difference, Region II - Region I, starts decreasing due to the limited area of high slope variations. This trend is reasonable because the slope condition on a highly elongated body is clearly separated into gravitational and centrifugal acceleration-dominant regions along the longest axis, causing "fewer" areas to have high slope variations. From these two trends, we conclude that elongation is a strong contributor to the surface slope variation during a distant encounter.

The shape elongation of NEAs has been reported by observational investigations. The statistical characterizations of light-curve amplitudes by [59] showed that the shape elongation of NEAs may be between 0.6 and 0.8 if the objects are assumed to be a population of prolate spheroids. Furthermore, there is an apparent excess of fast rotators in the NEAs with D $>200$ m near the spin barrier. Our study implies that if the fast spinning asteroids experience distant encounters, high slope variations may occur, and their elongation may control the affected area. This interpretation is consistent with the arguments of earlier works [e.g., [35]], and we emphasize that our study newly analyzes the influence of the elongation on slope variations.

We point out potential issues with our current numerical model. First, this model does not take into account cohesion, which may prevent resurfacing at fast spin but enhance its magnitude if resurfacing occurs. However, the surface slope without cohesion is still a meaningful parameter based on recent observations [e.g., [41, 47, 56, 60]] that thin top-surface layers of an asteroid may be covered with weak, cohesionless materials. Second, the shape of an asteroid is assumed to be rigid in our model; in other words, its deformation is ignored. If deformation occurs, the location of resurfaced regions and the magnitude of resurfacing are likely to change due to the variation of $[I]$ and $\vec{r}$. Third, in the performed simulations, we did not parameterize the asteroid's spin orientation. Depending the direction of the spin axis, the tidal effect may affect the rotational motion differently [61], causing variations in surface acceleration. Thus,
the slope distribution may evolve differently due to the rotational conditions during distant encounters. Fourth, we only considered biaxial ellipsoids for our asteroid shapes, which only represent an approximate subset of true shapes of NEAs. Lastly, this study only estimated incipient conditions when surface regolith could be set in motion but did not give the magnitude of the surface mobility. We leave these issues as critical elements to be solved in future work.

### 2.2 Case study: (99942) Apophis

### 2.2.1 Research background

(99942) Apophis is a potentially hazardous asteroid that will pass the Earth within a perigee distance of 5.96 Earth radii on 2029 April 13 The 2029 Apophis-Earth encounter event is considered a golden opportunity to directly observe how Earth-crossing objects interact with the Earth's gravity field, offering a natural experiment which could allows us to better understand potentially hazardous objects and support the science of planetary defense [62]. As a result of the unique opportunities for science that this object's passage provides, NASA has recently announced that Apophis has been selected as the target of the OSIRIS-REx extended mission-OSIRIS-APEX [63].

The perigee distance of Apophis from Earth during the 2029 close encounter is outside the canonical Roche limit ( $\sim 3.4$ Earth radii, given a bulk density of $\sim 2 \mathrm{~g} \mathrm{~cm}^{-3}$ for an Sq-type asteroid like Itokawa [64]) that induces catastrophic disruptions of unconsolidated material [28, 65]. Note that Apophis is intermediate between S- and Q-type asteroids [66]. During the 2029 Earth encounter, Apophis will have a definite change in its orbit and rotational properties in response to Earth's tidal torques [37, 67, 68, 69, 36, 70]. These orbital and rotational changes will likely occur with magnitudes sufficient to be detectable by ground-based telescopes. Furthermore, we anticipate that the perigee distance of 5.96 Earth radii may be close enough to subject Apophis to some influences from Earth's tidal forces: surface refreshing [38, 71], small-scale structure modifications and seismic vibrations [36], and stress variation around Apophis's concave
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Figure 2.4: The time sequence screenshots of Apophis's nine-day trajectory during the 2029 flyby. The screenshots are retrieved from the orbital diagram archived in the JPL Horizons online solar system data (https://ssd.jpl.nasa.gov/horizons/). The closest distance between Earth's and Apophis's center of mass will be 5.96 Earth radii.
region [72]. Among the potential consequences of the tidal encounter, we particularly note surface refreshing, which may be detectable during the 2029 Apophis-Earth encounter and which is the primary focus of this study.

In general, asteroid surfaces are affected by the competing processes of space weathering and mechanical resurfacing, creating variations in their surface colors. Space weathering reddens or darkens surface materials as a result of solar wind irradiation or micrometeorite impacts, and has been commonly observed in S-type asteroids [12, 14, 73, 74]. Resurfacing is an opposing mechanism that exposes fresh materials beneath the weathered asteroid surface. The interplay between weathering and resurfacing resulting in a variegated surface can be seen on the S-type asteroid Itokawa [56, 75, 76] and the Martian moon Phobos [77, 47], which appear to have dark/redder surfaces with some bright/bluer regions. Although there are other potential mechanisms (e.g., thermal fatigue [23], YORP (Yarkovsky-O'Keefe-Radzievskii-Paddack) spin-up [26], and impact-induced seismic shaking [78]), surface refreshing as a result of planetary encounters is one possible contributor to the inferred resurfacing in near-Earth asteroids (NEAs).

In the taxonomic classification of NEAs, S- and Q-types show different absorption features and spectral slopes [79, 11] although both represent the same compositions as ordinary chondrites. S-types show more reddened surfaces indicative of space weathering, while Q-types have bluer surfaces indicating relatively fresh surface materials. To resolve this inconsistency, [22] suggest that the relatively unweathered surfaces of Q-types result from surface regolith motion during tidal encounters. Many subsequent studies (e.g., [21, 10, 18, 20]) support this hypothesis by statistically showing that the distribution of Q-type asteroid orbital parameters correlates with low perihelion distances and low minimum orbit intersection distances (MOID) with the terrestrial planets Earth, Mars, and Venus; [21] found that Q-types have lower perihelion distances than S-types using a data set of spectroscopic observations of NEAs and Marscrossing asteroids. [10] used a sample of 95 Earth- and Mars-crossing asteroids (including 20 Q-types) and revealed that Q-types more frequently experienced an Earth encounter with a limiting distance inside $\sim 15$ Earth radii in the past few hundred thousand years. [20] then used a larger data set of NEAs (including 64 Q-types) and identified that all sampled Q-types have low MOID values allowing either Earth or Mars encounters. A plausible mechanism for planetary encounters resurfacing weathered asteroid exteriors is that the tidal forces on the surfaces during the encounters fluidize the surface regolith, causing granular flows (i.e., landslides), which can move weathered materials and expose fresher subsurface materials. Based on this mechanism, [34] implemented a resurfacing model that evaluates the stability of asteroid regolith during distant planetary flybys using the theory of hillslope stability. The study set two free parameters, spin period and periapsis, and found that rapidly rotating asteroids are more likely to have surface conditions susceptible to resurfacing and that the limiting distance of resurfacing is less than 10 planetary radii. The asteroid was modeled as a triaxial ellipsoid with an arbitrarily defined density and a friction angle of $45^{\circ}$. [80] extended this work to investigate how an asteroid's shape affects resurfacing and found that a more elongated shape tends to have unstable surface conditions to granular flows during a distant planetary encounter. All previous work has investigated tidal resurfacing from theoretical considerations; however, a direct observation of this phenomenon has never been made. The 2029 Apophis-Earth close encounter could mark the first observations that provide evidence of tidal resurfacing.

In this study, we visit the scientific question of whether tidal resurfacing will occur on Apophis's surface during its close Earth encounter. We use a tidal resurfacing model, which is a joint approach of dynamics [80] and discrete-element method (DEM) modeling [38, 36] to numerically investigate the motion of surface grains driven by the tidal forces on Apophis during the Earth encounter. The dynamics model determines time-varying accelerations felt by each surface patch on Apophis, and the DEM model tracks the specific motion of grains on the given surface patch in the dynamical state. The results of this study could support an investigation of albedo changes after the Apophis close encounter or identify regions of interest to look for evidence of surface grain motion for potential missions to Apophis, including OSIRISAPEX. Furthermore, understanding the tidal resurfacing processes on Apophis may provide key information about how resurfacing counteracts the expected space weathering timescale on small bodies, and could thus help resolve the long-standing puzzle of the spectral difference of NEAs between S- and Q-types despite their matching compositions [81, 79].

This section for the case study is organized as follows. In Section 2.2.2, we describe the tidal resurfacing model in detail by splitting it into two parts: dynamics and DEM modeling. Section 2.2.3 then shows our simulation results using the tidal resurfacing model. In Section 2.2.4, we discuss the key findings to support potential ground-based observations and in-situ missions for the upcoming 2029 Apophis-Earth encounter event. Lastly, we summarize our conclusions, list areas of uncertainty in the current tidal resurfacing model, and suggest future work in Section 2.2.5

### 2.2.2 Advanced tidal resurfacing model

We introduce a numerical model (hereafter 'tidal resurfacing model') used for investigating surface grain motions driven by Earth-induced tides during Apophis's 2029 Earth flyby. In the following subsections, we split the numerical approach into two parts: dynamics and DEM modeling. The dynamics model simulates the orbital and spin evolution of Apophis during a period spanning 3 h before to 3 h after the closest encounter with Earth. By considering the local topographic features, the dynamics model converts the acceleration data into surface slope profiles, including an initial surface slope and slope variation, and then hands off the
time-varying accelerations acting on each surface facet during the encounter to use in the DEM models. For the second stage of the simulations, we use DEM modeling to track the specific motion of grains on surface patches. We apply the time-varying acceleration data derived from the dynamics model uniformly across a number of surface patches filled with discrete regolith particles. The grain motion that we see from the discrete modeling forms the basis of our resurfacing analysis, detailed in Section 2.2.3.

### 2.2.2.1 Dynamics model

To investigate tidal refreshing during the Apophis-Earth close encounter, our dynamics model computes the acceleration vectors acting on surface facets of Apophis at each time step. We use the radar-derived, concave polyhedral shape model, consisting of 3,996 facets and 2000 vertices, by [1] (see Figure 2.5). This model was derived using the radar observations during the 2012-2013 apparition at Goldstone radar telescope facility in California (aka. Goldstone) in addition to the pre-existing lightcurve-derived convex shape by [82]. The current shape model still has some uncertainties, which are unlikely to be improved by using the recently obtained 2020-2021 apparition data [83], but indicates that Apophis may likely be a contact binary. The net surface acceleration on each surface patch can be computed as the combination of self-gravity, tidal, and rotational accelerations. The detailed equations and propagation for each term are described in Section 2.1.2. We consider a time span of $6 \mathrm{~h}: 3 \mathrm{~h}$ before to 3 h after the closest Earth encounter, when the tidal effects are sufficient to induce variations in the total acceleration, including the fixed self-gravity and rotational accelerations. Outside of this time span, the tides are unlikely to induce any significant force variations because the distance of Apophis from the Earth's center, which exceeds 10 Earth radii, is far enough to neglect the tidal effect. We retrieve Apophis's trajectory using the JPL/NAIF SPICE tool [84, 85] for the 6 h encounter with a timestep of 0.1 s . As a final note, Apophis is a tumbling object undergoing short-axis-mode non-principal-axis rotation. Given the slow spin period of 30.6 h [82, 1] and the short ( 6 h ) time span considered in our simulations for tidal resurfacing, the effect resulting from the tumbling motion of the body is likely negligible in the acceleration variation. Thus we propagate the rotation term assuming Apophis is in the simpler principal-axis rotation mode.


Figure 2.5: Apophis radar-derived shape model [1]. This surface mesh consists of 3,996 facets and 2000 vertices.

As a next step, we convert the generated surface acceleration data into surface slope profile data that includes the initial surface slopes and slope variations for all of the facets on the shape model. We output the total surface acceleration vector for each patch at 60 s intervals to use in the DEM modeling (see Sec. $2 \cdot 2.2 .2 .1$ ). Figure 2.6 shows a screenshot of the simulation using the dynamics model simulation. We later combine the surface slope profile data with the measured grain motions in an equivalent surface patch in DEM simulations to gain insight into motions across the entire surface (see Sec. 2.2.3). The surface slope is defined as the angle between the normal direction of the surface facet and the corresponding surface acceleration vector accounting for self-gravity plus any other accelerations under consideration, such as those due to rotation and tides. The slope variation is computed by subtracting the initial surface slope from the surface slope at a given time during the simulation, and thus can take on positive or negative values. Figure 2.7 defines 2 cases with positive and negative slope variations from facets with the same initial surface slope. Depending on where a nearby planetary body (here, Earth) is located, the additional force from the tidal effect can increase the slope (Fig. 2.7.(a)) or decrease it (Fig. 2.7 (b)). The left panels of Fig. 2.8 show examples of the surface slope evolution over time in our models, corresponding to positive (upper left) or negative (lower left) slope variations.

### 2.2.2.2 DEM model

For the DEM portion of the modeling, we use the parallel $N$-body gravity tree code pkdgrav [86, 87]. With pkdgrav, we model individual grains in a single surface patch on Apophis as discrete spherical particles that feel interparticle gravitational and contact forces, as well as forces from a uniform gravity field. Particle contacts, including interparticle friction, are modeled with a soft-sphere discrete element method (SSDEM) [88, 89]. SSDEM allows neighboring particles to slightly interpenetrate at the point of contact as a proxy for surface deformation, with the degree of interpenetration mediated by a Hooke's law restoring spring force in the pkdgrav implementation, with a linear spring constant representing a material stiffness akin to a Young's modulus [36] in the normal direction, plus an equivalent tangential spring component as part of the full spring-dashpot model [90]. The SSDEM approach takes user-provided coefficients to


Figure 2.6: A screenshot of the dynamics model simulation. The left-side panel shows how much the surface slope variation occurs on the entire surface of Apophis. The black arrow is heading to the Earth. The right-side graph shows how the surface slope evolves at a single patch. We randomly picked the patch to see the time-varying surface slope. The result is when Apophis has the closest approach during the 6-h encounter simulation.


Figure 2.7: The same initial surface slope has either positive or negative slope variation depending on where the Earth is located in the patch frame. Here, the vectors $\hat{n}_{f}, \hat{a}_{g+r}$, and $\hat{a}_{g+r+t}$ are the surface normal, the combined self-gravity and rotational acceleration, and the combined $\hat{a}_{g+r}$ and tidally induced acceleration, respectively. The angles $\theta_{i}$ and $\theta_{t}$ are the surface slope at the initial and at a specific time, respectively. The positive slope variation is when $\theta_{t}$ is greater than $\theta_{i}$ (a), while the opposite case, where $\theta_{t}$ is smaller than $\theta_{i}$, is the negative slope variation (b).


Figure 2.8: Surface slope evolution and the corresponding particle movements for two patches with similar initial slopes. (a) shows the positive slope variation case when subtracting the peak/trough surface slope from the initial slope for a facet has a positive value, while (b) shows the negative slope variation case. The left panels show how the surface slope changes over the 6 h Apophis-Earth encounter. The red dotted line marks the time of closest approach. The number of particles exhibiting significant motion is measured at each time step, plotted, and shown in the right-most panels. Note that in the negative slope evolution case (b) no particles move, while the positive slope evolution case (a) does show particle motion.
account for normal $\left(\varepsilon_{n}\right)$ and tangential $\left(\varepsilon_{t}\right)$ damping, plus rolling $\left(\mu_{r}\right)$, twisting ( $\mu_{t}$ ), sliding and static $\left(\mu_{s}\right)$ friction, and includes a 'shape parameter' $(\beta)$ to represent grain angularity in rolling interactions [88, 90]. This approach has been validated through comparisons with laboratory experiments [91] and has been used previously by [38] and [36] to study potential surface avalanching and bulk reshaping during the Apophis tidal encounter with the Earth.
2.2.2.2.1 DEM Simulation Parameters The typical facet from the shape model used in the dynamics simulations has mean surface area of $48 \pm 35 \mathrm{~m}^{2}(1-\sigma)$. For the SSDEM modeling, we create a single patch with dimensions $(8 \times 8 \times 3) \mathrm{m}^{3}$ in volume, which has a surface area of $64 \mathrm{~m}^{2}$, slightly larger than the mean facet surface area from the shape model but still representative. To create the desired patch of particles for the SSDEM modeling, we settle just over 11,000 spherical particles in free space under the influence of only interparticle self gravity, with particle radii $\left(R_{p}\right)$ ranging from 5.96 to 17.86 cm and with a size-frequency distribution following a power law with slope $\alpha=-3$, roughly matching the size-frequency distributions of decimeter-scale regolith on Bennu's Nightingale Crater [92] and boulders on Itokawa [93, 94]. Figure 2.9 shows the simulated DEM patch for a single surface mesh. Once the initial cloud of particles has settled into a roughly spherical rubble pile, we carve out a region with periodic lateral boundaries $(8 \times 8 \times 3) \mathrm{m}^{3}$ in volume. We use the same rectangular patch as the initial condition for all of our SSDEM models, as the subsequent tilting stage (described below) provides sufficient randomness in initial particle positions, especially in concert with varying the initial slope and orientation of the patch at the time of encounter from the dynamics models. Throughout the SSDEM modeling, we use friction parameters such that our particle assembly has a friction angle of $\phi=35.1^{\circ}$ (see Table 2.3) [44, 90], which results in a typical initial patch packing to a bulk density of $2.2 \mathrm{~g} \mathrm{~cm}^{-3}$. In the SSDEM models presented in this study, we do not include the effects of interparticle cohesion, although we aim to investigate this in future work (see Section 2.2.5 for details).

We continue to prepare the SSDEM patch for each individual encounter by placing an infinite plane below the particles for them to rest on and applying a uniform acceleration normal to the plane surface with magnitude equivalent to the initial pre-encounter acceleration on the


Figure 2.9: The simulated DEM patch. The single patch size is $(8 \times 8 \times 3) \mathrm{m}^{3}$ in volume, and 11,000 spherical particles ranging from 5.96 to 17.86 cm are packed. The initial setting of the patch is given when gravity is set as the initial total acceleration from the dynamics model. The time-varying applied forces act on the DEM patch depending on the surface slope variation.
given patch from the dynamics model. We choose our patch depth of 3 m such that particles in the upper layers, where resurfacing may occur, will be physically independent of the underlying plane. Over the course of 4 h of simulated time, we rotate the uniform acceleration vector from the normal direction to the actual initial orientation of the acceleration on the patch from the dynamics model. Slowly rotating the uniform acceleration vector is equivalent to quasistatically tilting the patch to the same initial slope and orientation as used in the dynamics model; we call this the 'tilting stage' and we rotate the acceleration vector rather than the particles so that we can remain in the frame of the patch for ease of modeling and visualization. We include an additional 2 h of simulated time after the initial acceleration vector has rotated to its final orientation so that the particles in the patch that have shifted slightly during the tilting stage can reach their equilibrium resting positions.

After we have settled a surface patch at the orientation and initial surface acceleration that one of the patches in the dynamics models would feel, we can simulate the full encounter for that patch. We use the tilted and equilibrated patch discussed above and smoothly rotate and change the magnitude of the ambient, uniform acceleration vector in the SSDEM simulations
to match the accelerations ( $\vec{a}_{g}$ in Section 2.1.2 felt by the analogous patch from the dynamics model, interpolated between intervals of 60 s . These simulations last for the same 6 simulated hours as the dynamics models; the particles in the patch uniformly experience the dynamics model accelerations in addition to non-uniform interparticle gravitational and contact accelerations from the other particles. We track particle positions and velocities over time to determine particle motion in the patch and consider each particle that moves by more than half of its radius to exhibit 'significant' motion.
2.2.2.2.2 Resurfacing Estimation For each particle that has moved significantly in our DEM models, we estimate the amount of revealed unweathered surface area with the following assumptions: 1) each particle exhibits perfect rolling motion directly from its initial to its final position along a straight-line path with no sliding; 2) the half of the particle's surface uncovered from above in the patch frame at the beginning of the encounter is 'weathered,' while the remaining half is 'unweathered;' 3 ) the full area initially underneath a moved particle is 'unweathered;' and 4) only particle motion in the upper 56 cm (3 times the largest $R_{p}$ ) of the particle bed contributes to the patch's resurfacing. We show a sample result from one of our models in Fig. 2.10, where grains exhibiting significant motion are colored green and violet in their initial (left panel) and final (center panel) positions, respectively, with Fig. 2.10 (c) showing the final positions (purple) overlaid on the initial patch (green and gold) to help visualize the downslope motion.

For a single sphere under the above assumptions, we calculate the total revealed unweathered surface area as the sum of the area of the lens of the sphere's revealed unweathered surface (Equation (2.6) plus the fraction of the revealed cross section initially underneath the sphere (Equation (2.7)):

$$
\begin{gather*}
A_{s p h}=\frac{\pi}{2} R_{p}^{2}(1-\cos \varphi),  \tag{2.6}\\
A_{u}=\pi R_{p}^{2} \times \begin{cases}1, & \frac{d}{2 R_{p}} \geq 1 \\
\frac{d}{2 R_{p}}, & \frac{d}{2 R_{p}}<1\end{cases} \tag{2.7}
\end{gather*}
$$



Figure 2.10: A depiction of grain motion in a surface patch in the DEM simulations. (a) shows the initial positions of the grains in this patch, with particles that will exhibit 'significant motion' (a displacement of more than 1 particle radius) colored green. (b) shows the final positions of particles in the patch, with particles exhibiting significant motion in violet. (c) shows the initial state of the patch, just as in (a), overlaid with the final positions of significantly moved particles, to show downslope motion (from green to violet) toward the upper-left side of the frame.
where $\varphi$ is the angular displacement of the sphere (assuming perfect rolling motion) and $d$ is the linear displacement of the particle during the simulation. A schematic of this motion is shown in Figs. 2.11(a) and (b), where the central sphere in (a) moves along the green arrow in (b): the revealed unweathered surface area of the sphere $\left(A_{\text {sph }}\right)$ is colored purple, and the cross section of revealed area initially underneath the sphere $\left(A_{u}\right)$ is colored black.

Under these conditions, a spherical particle with final position exactly one diameter away from its initial position would contribute twice its cross section to the total 'resurfaced' area: the full unweathered cross section of the sphere itself plus the full circular cross-sectional area that was initially below the sphere. The total revealed unweathered area in the patch is then calculated as the sum of the area revealed by each sphere, still applying the above assumptions:

$$
\begin{equation*}
A_{t o t}=\sum_{i=0}^{N} A_{s p h, i}+A_{u, i} . \tag{2.8}
\end{equation*}
$$

The possibility of one sphere covering an area of surface revealed by another sphere is accounted for by subtracting the area of a lens from the 'revealed' area underneath of a sphere based on the initial and final positions of the particles and their relative radii. This scenario is illustrated in Fig. 2.11 (c), where another moving sphere covers the black 'revealed' area in the center, indicating that we no longer include the newly covered fractional area in $A_{u}$.


Figure 2.11: A schematic diagram indicating how we account for the amount of revealed unweathered area when a particle in the system moves. (a) shows the initial configuration of some particles in the patch. (b) indicates motion of the central particle along the green arrow. The black area with the green dashed outline indicates the revealed unweathered area initially below the moved sphere $\left(A_{u}\right)$, while the purple fraction of the moved sphere indicates the revealed area of its surface, which is initially unweathered $\left(A_{s p h}\right)$. (c) indicates another particle moving at a later time, along the path of the black arrow, and covering some of the area that initially counted toward $A_{u}$ from the central particle's motion. Since some of the black circle has been covered, we no longer count the covered portion toward $A_{u}$.

### 2.2.3 Results

Using the tidal resurfacing model, we select 655 surface patches-enough to densely sample the full range of slope variations and initial slopes below the $35^{\circ}$ friction angle-and measure the number of grains that exhibit significant motion, as defined above. We sort the simulated patches given their surface slope profiles (initial surface slope and slope variation) and compile the grain motion predictions estimated in the resurfacing estimation phase of the DEM models (Section. 2.2.2.2.2]. We then find the correlation between the grain motions and surface slope profiles to constrain the tidal resurfacing across the entire surface (Section 2.2.3.1). In Section 2.2.3.2, we create global surface maps to show the expected resurfaced areas after 3 representative encounter orientations and then demonstrate how the expected resurfaced locations differ depending on the orientation of Apophis at the time of encounter.

### 2.2.3.1 Correlation between surface slope profiles and constrained grain motions

To discover how the grain motion in a patch correlates with its surface slope profile, we conduct a simple statistical analysis. We first bin the selected 655 surface patches in 2 dimensions: initial slope and slope variation. Here, the bin sizes of initial slope and slope variation are set in


Figure 2.12: A statistical result showing the correlation between surface slope profiles, namely the initial slope and maximum slope variation, and resurfaced area for each surface patch. Resurfaced area defines the total revealed unweathered surface area in a patch ( $A_{t o t}$, equation (2.8) as a percentage of the entire surface area of the patch $\left(64 \mathrm{~m}^{2}\right)$. Note that the highest initial slope and positive variations give rise to the greatest resurfacing shown in the upper right corner. Areas expected to experience the greatest resurfacing will be the initially high-sloped regions having a positive slope variation, which is affected by the encounter orientation.
increments of $5^{\circ}$ with a range of $\left[0^{\circ}, 35^{\circ}\right]$ and $0.5^{\circ}$ with a range of $\left[-2^{\circ}, 1.5^{\circ}\right]$, respectively. On average, each bin includes 13 surface patches. After binning the data, and computing the total resurfaced area for each patch (Section 2.2.2.2.2) as a percentage of the total patch area, we compute the average percentage of resurfaced area for the surface patches in each bin. Figure 2.12 shows the average resurfacing in each bin as an 'expected' percentage of resurfaced area for a patch given an initial slope and slope variation.

The first trend we see in Fig. 2.12 is that the initially high-sloped regions (see the righthand side of Fig. 2.12 where the initial slope $>30^{\circ}$ ) typically show locally resurfaced areas
regardless of the slope variation, which means that the surface grains at high-sloped regions are more susceptible to downslope movement. This trend is supported by the fact that erosion rates by downslope regolith flow become high as surface slopes are close to the angle of repose [45, 95]. The second feature we observe in Fig. 2.12 is that large slope variation (see the top of Fig. 2.12) is a dominating factor in determining regions of resurfacing. We find that most surface patches with slope variations exceeding $+0.5^{\circ}$ show local resurfacing despite some such patches having initial slopes far less than the angle of repose. Granular flow in a region of sub-critical slope (below the angle of repose) has been previously suggested by [47], who numerically showed that the tidal forcing from Mars could cause surface mobility on Phobos in areas with significant slope variations, even in regions with slopes less than the angle of repose. Although the tidal forcing on Phobos is different from what Apophis will experience, in that Phobos is continuously under the tidal effects of Mars while Apophis experiences a one-time event from Earth, we still find that the mid-sloped regions (initial slope between $15^{\circ}$ and $30^{\circ}$ ) on Apophis are likely to experience resurfacing when there is a significant slope variation $\left(>0.5^{\circ}\right)$. When grain motions occur in mid-sloped regions, we note that the slope variation increases the patch slope prior to the closest approach distance (positive $y$-axis values in Fig. 2.12, while the grains in surface patches with negative slope variations are relatively stable and motionless, despite similar initial slopes and slope variation magnitudes. Figures 2.8 (a) and (b) show how the surface slope evolves (left-most panels) at sampled patches that have a slope increase and decrease, respectively. The corresponding right-side panels of Fig. 2.8 show the number of particles moving at each timestep measured in the DEM models during the 6-h encounter. The initial slopes for both patches are similarly set to $\sim 30^{\circ}$. The magnitude of the slope variation is slightly higher in the decreasing case, Fig. 2.8(b), but both exceed $0.5^{\circ}$ in absolute magnitude. We observe the surface grains actively moving when the slope variation is positive, however there is no significant grain motion in the patch with negative slope variation. In addition, the most significant grain motion occurs just before perigee when the slope rate of change is highest (the closest encounter happens at 180 min and is marked as a red dotted line in each panel of Fig. [2.8]. This feature is commonly observed in other patches exhibiting significant grain motions.

### 2.2.3.2 Influence of encounter orientation on expected resurfaced area

Based on the results from Sec. 2.2.3.1, we find that the encounter orientation may be a dominant factor in predicting locations and total areas of resurfacing during the 2029 Apophis-Earth close encounter because different encounter orientations cause different surface slope profiles. To explore the influence of encounter orientation on regions of tidal resurfacing, we randomly select the encounter orientations rather than propagating from the current spin state because predicting the spin orientation of Apophis at the time of its closest approach to the Earth using the currently existing data still has a large uncertainty [82, 70]. We originally conduct 30 simulations with different encounter orientations but first introduce 3 representative cases chosen to maximize observable differences in resurfacing as a result of encounter orientation. In the dynamics model, we set 3 different initial spin orientations (at a time of 3 h before the closest encounter), which each place Earth above different coordinate planes in the body frame of Apophis at the time of perigee. Figure 2.13 shows a surface color map representing the largest magnitude of slope variation (aka. Maximum Slope Changes in the colorbar label of Fig. 2.13) across Apophis's entire surface during the encounter for each orientation. For the encounter orientations, the Earth is located above the $x-y$ plane for Fig. 2.13(a), the $x-z$ plane for Fig. 2.13 (b), and the $y-z$ plane for Fig. 2.13(c).

For all 3 orientation cases, we confirm that the patches showing the largest maximum slope variations are clustered on the side of the object experiencing the strongest tidal forces, where the patches face the Earth for most of the duration of the encounter. As an example, Fig. 2.13 (a), when the Earth is located above the $x-y$ plane, shows that the most significant slope variations, both positive and negative, occur for the patches nearest the Earth. Figure 2.13 indicates that the largest slope variations occur in the patches closest to the Earth, but not all patches have positive slope variations because the slope change is affected by the orientation of the patch normal vector compared to the direction of the Earth. Figure 2.7 depicts two cases where the same tidal force induces a positive or negative slope change depending on the different initial orientation of the patches relative to the vector of the Earth's tides. When the tidal force acts along the direction normal to the patch, it induces positive slope variation. The tidal
force vector acting opposite the asteroid's gravity prevents grains from resting on the surface and is more likely to induce significant grain motions. In contrast, the force vector causing the negative slope variation plays a role in strengthening the local gravity vector and thus lets grains pack tighter to the surface. This interpretation supports the trend seen in Fig. 2.12 that more grain motion is observed in patches with positive slope variations rather than negative ones.

Using the slope profiles for each encounter orientation driven by the dynamics model, we extrapolate expected areas of resurfacing across the entire surface of Apophis for 3 different encounter orientation cases (see Fig. 2.14). The amount of resurfacing on each patch is defined by mapping its initial slope and slope variation onto the statistically averaged plot from Fig. 2.12. We note that there are common areas that have the resurfaced patches seen in all cases, such as the 'neck' region of the contact binary shape. These areas are initially high-sloped regions, with slopes exceeding $30^{\circ}$ or with supercritical initial slopes (higher than the expected friction angle), and are subject to tidal resurfacing regardless of encounter orientation. Despite the expected tendency for initially high-sloped regions to experience resurfacing, we find the encounter orientation still significantly influences how much resurfacing we see at those regions and how much we expect adjacent patches to also experience resurfacing (defining the 'width' of the resurfacing region). We mark the common areas that show significant resurfacing and have the widest neighboring resurfaced regions as red solid circles in Fig. 2.14 and find that these regions typically match the initially high-sloped regions with the largest positive slope changes. As an example, the location marked as the red solid circle in Fig. 2.14 (a) shows that significant resurfacing is expected at a high-sloped region on the neck when the Earth is located above the $x-y$ plane. However, the same location when the Earth is located above the $y-z$ plane (Fig. 2.14 (c)) shows very limited expected tidal refreshing. When we look at the slope changes when Earth is above the $x-y$ plane (Fig.[2.13(a)), we see positive slope variations in the aforementioned area around the neck, while this same region shows decreasing slopes when the Earth is above the $y-z$ plane. We reaffirm this trend in another initially high sloped region represented in the red solid circle in Fig. [2.14 (c). At this area, larger positive slope variations occur in the case when the Earth is on the $y-z$ plane (Fig. 2.13(c)) than the other 2 orientation


Figure 2.13: Maximum slope changes with different encounter orientations: the Earth is located above the $x-y$ plane (a), the $x-z$ plane (b), and the $y-z$ plane (c). The left-most maps show the facets above the $x-y$ plane, while those on the right-hand side are below the $x-y$ plane. All coordinate planes refer to the body-fixed frame of Apophis with the origin at the center of body and $x$ - and $z$-axes aligned with the longest and shortest primary body axes, respectively.
cases (Figs. 2.13(a) and (b)). Besides the commonly resurfaced areas, we notice that there are certain regions that can show strong signals for resurfacing depending on the exact encounter orientation. We mark those regions in dashed red circles in Fig. 2.14. These regions mostly match with the mid-sloped patches ( $15-30 \mathrm{deg}$ ) nearest the Earth and thus have large slope variations that induce regolith motion. This result again indicates that the regions of expected resurfacing are strongly related to the encounter orientation.

To support the features we found by comparing 3 representative encounter orientation cases, we statistically investigate the estimated resurfacing for high-, mid-, and low-sloped patch subsets in 30 encounter orientation cases (see Fig. 2.15). Our metric for quantifying how many patches in each subset are being significantly resurfaced is the number of patches for which $A_{\text {tot }} \geq 0.03 A_{\text {patch }}$. The mean expected resurfaced area in mid- and low-sloped patches is less than $3 \%$, thus the value ( 0.03 ) is chosen in the above inequality to most clearly delineate the color difference in the fraction of resurfaced patches among low-, mid-, and high-sloped patches. As expected, the high-sloped patches have the largest fraction experiencing significant resurfacing for all encounter orientations-represented by the colorbar in Fig. 2.15. The results indicate a maximum of 80 per cent and a minimum of 32 per cent of all initially high-sloped patches have more than 3 per cent of their total area resurfaced across our 30 orientation simulations. In all cases, this group has a higher level of average expected resurfaced area and larger standard deviations than the initially mid- and low-sloped patch subsets, despite variations dependent on the encounter orientation. The trend here supports the feature indicated in our 3 representative cases: that the degree of resurfacing and the width of the resurfacing regions at the initially high-sloped locations depend strongly on the encounter orientation. For the mid-sloped patch subsets, our results show that a small fraction ( $\sim 10$ per cent) of the patches experience significant resurfacing, and have a lower expected resurfaced area than the higher-sloped patches. As we confirmed in the comparison of our 3 representative encounter orientations, the resurfaced regions in the mid-sloped subset of patches match areas with significant positive slope variations. Unlike the high-sloped and mid-sloped patches, we confirm that the low-sloped patch subset is stable against tidal resurfacing regardless of the encounter


Figure 2.14: Global surface map showing the expected tidal resurfacing level, which is estimated by the statistical resurfacing result in Fig. 2.12, with different encounter orientations: the Earth is located above the $x-y$ plane (a), the $x-z$ plane (b), and the $y-z$ plane (c). The leftmost maps show the facets above the $x-y$ plane, while those on the right-hand side are below the $x-y$ plane. The red solid circles denote locations where the most active grain motions occur at the initially high-sloped regions among 3 orientation cases. The red dotted circles define some locations where our models indicate significant resurfacing only in specific encounter orientations.


Figure 2.15: Simulation results for 30 different encounter orientation cases. The red, blue, and black errorbar colors represent the group of patches sorted into the initially high-sloped ( $>30^{\circ}$ ), mid-sloped $\left(15^{\circ}-30^{\circ}\right)$, and low-sloped $\left(<15^{\circ}\right)$ subsets, respectively. The square shows the mean expected resurfaced area for each group, with error bars representing one standard deviation in the positive or negative directions. The color of the square represents the fraction of patches in that subset that have a total expected resurfaced area of at least 3 per cent of the total patch area.
orientation. As a final note, we address that all of our simulated cases indicate very local resurfacing, with a total expected resurfaced area of only 1 per cent of the entire Apophis surface area.

### 2.2.4 Discussion

Our simulation results indicate that the initially high-sloped regions show more grain motion than the low-sloped regions with a similar slope variation. This finding indicates that initially high-sloped regions are more sensitive to tidal refreshing because even a relatively small slope variation can make the surface slope exceed the friction angle. This result may indicate potential common areas that will experience tidal resurfacing during the Earth flyby regardless of the encounter orientation. If the initially high-sloped regions from the current shape model truly exist on Apophis itself, however, these areas might already exhibit fresher and brighter
regolith than other areas before the encounter. The high-resolution images from in-situ missions to S-types Itokawa and Eros show evidence of surface color variations on both bodies. Earlier studies (e.g., [75, 96]) found a correlation between these surface color variations and the surface slope distribution: the higher-sloped areas tend to show brighter surfaces because of down-slope grain motion that exposed fresher material underneath the weathered top layer, while the lower-sloped areas were covered in loose, weathered regolith believed to have migrated there. In consideration of the features seen on the surfaces of Itokawa and Eros, the initially high-sloped regions on the Sq-type Apophis's surface might already show fresher and brighter regolith unrelated to the upcoming tidal interaction, or as a result of previous tidal resurfacing. If we could obtain a surface map of the pre-encounter state of Apophis from a time when the tidal effect of the 2029 Earth encounter is negligible, comparing it against a similar post-encounter surface map would be a way to accurately confirm whether the upcoming planetary encounter will cause any brighter surface colors at the initially high-sloped regions. Besides that, we also note that some initially high-sloped regions from the shape model may be not be realistic, given that the current Apophis shape model still has significant uncertainties, as addressed by [1].

We also find that the encounter orientation is the dominating factor in predicting more targeted areas where we could detect tidal refreshing, given that a positive slope variation is more likely to induce surface grain motion. Since the same location in the body frame can have positive or negative slope variation depending on where the Earth is located in the patch frame, any area can be subject to resurfacing. When the Earth's tides are close to being aligned with the patch normal or downslope direction (Fig. 2.7(a)), the tidal force competes with local gravity, preventing the grains from resting on the surface, thereby inducing motion. This means that we can predict areas of expected tidal refreshing on the surface of Apophis given more accurate knowledge of the encounter orientation at perigee. Currently, the most feasible way to predict the encounter orientation of Apophis during the 2029 flyby is by propagating the well-constrained spin state from the 2012-2013 apparition to the 2029 apparition while considering the potential tidal effects from the Earth, non-principal-axis rotation, and minor
effects of Yarkovsky and YORP that could dynamically alter the object's rotational state. Unfortunately, there are still significant uncertainties in the spin-state data from past apparitions [82, 1], and the computational errors associated with propagating the spin state over $\sim 16 \mathrm{yr}$ are fairly significant. Given these uncertainties, the best way to improve our knowledge of the 2029 encounter orientation must come from ground observations in the time just before the 2029 encounter: the DSS-13 and DSS-14 antennas at Goldstone will start in mid-March and the DSS-43 antenna at the Canberra Deep Space Communication Complex in Australia will cover the time around the closest approach [97]. We anticipate that these pre-encounter radar observations will provide accurate detail about the rotational state of Apophis, which can then be used to constrain the likely areas of resurfacing, so that those areas can be targeted for confirmation by potential spacecraft and ground-based observations.

Lastly, we confirm that active grain motion most commonly occurs in the half hour before perigee (as shown in the right-side frame of Fig. 2.8 (a)) and with total resurfacing on the scale of $\sim 1$ per cent of Apophis's entire surface area. These findings provide essential information about the timing and scale of potential tidal resurfacing, which could support the mission planning of observation campaigns and OSIRIS-APEX. In most patches, surface grains move actively when the patch slopes change most rapidly; the changing surface accelerations can make the grains unstable and move from their equilibrium positions. This means that the best time to detect active tidal resurfacing is during the last hour before Apophis reaches perigee, after which the surface grains reach new equilibrium positions because the rates of change in the patch slopes become smaller. We also note that the global tidal resurfacing that we predict is not extensive, which is consistent with conclusions from previous studies [38, 70]. However, our results still indicate that tidal resurfacing may be seen in certain localized regions-initially high-sloped areas and mid-sloped regions with significant positive slope variation. Given these indications, ground-based observations could detect the level of tidal resurfacing that our models predict if there are precise surface images or albedo maps both before and after the closest encounter. [97] address that Goldstone DSS-13 and DSS-14 antennas can obtain high-resolution radar images that would place tens of thousands of pixels on Apophis during the time 10 days before to 10 days after the closest encounter. That kind of
radar observation covers the time of the 6-h encounter considered in our simulations and can help provide a new, very detailed shape model, possibly capturing surface features as small as a few meters in size. Not only the radar observations, but optical observations can also support the shape refinement and obtain a database of Apophis's surface albedos (the optical telescopes that could observe Apophis are listed in Table 2 in [98]). The new model prior to the encounter can be used for more refined dynamics modeling to better constrain resurfaced areas. If tidal resurfacing indeed occurs as we predict, we expect evidence of tidal resurfacing to be detectable via analysis of surface images or albedo changes at the resurfaced areas predicted by the refined dynamics model. Considering the small scale of tidal resurfacing we predict, a change in the moments of inertia due to tidal resurfacing is likely to be minimal. Surface properties such as roughness and grain size distributions, important factors in our DEM modeling, could also be better characterized by dual-polarization imaging. Furthermore, other radar facilities such as the 10 GHz HUSIR (Haystack Ultrawideband Satellite Imaging Radar in Westford, Massachusetts) can resolve finer surface features with image resolutions down to a few centimeters near the time of perigee, which could be enough to detect active tidal refreshing. Lastly, the expected surface images from the OSIRIS-APEX mission can be combined with ground-based observations to better understand the influence of the tidal encounter on the surface, despite the spacecraft arriving at Apophis 4 months after the close encounter [63, 99].

### 2.2.5 Limitations

We address two main limitations for the current tidal resurfacing model in the DEM stage: 1) the relatively low porosity of the patch; and 2) the neglecting of cohesive forces in our models. The initial patch used for the DEM modeling stages has a $\sim 45$ per cent porosity as a result of allowing the particles to coalesce under self gravity before carving out the shape of our patch (here we are referring to macroporosity between grains, i.e., 45 per cent porosity implies 55 per cent of the volume is occupied by solid grains and the remaining 45 per cent is void space between the grains). For comparison, the estimated bulk porosity for both of the rubble piles Bennu and Ryugu, recently visited by the OSIRIS-REx and Hayabusa2 spacecrafts, respectively, is around 50 per cent [100, 101], while the surface regolith layer is estimated to have a
significantly higher porosity [92]. This indicates that we are underestimating the porosity of the patches in our DEM models and likely underestimating the degree of resurfacing. Creating systems with significantly different porosities (by more than a few percent) would require preparing the patch in a way that is ad hoc or possibly unphysical, using unrealistic material parameters, adding cohesion during the packing stage, or modeling with irregular particle shapes [e.g.,[102, 103]]. The more void space there is in the patch, the more easily the patch can shear, as the structures maintaining the particle configuration will be less stable. The sample acquisition from the OSIRIS-REx mission to Bennu gave results that indicate potentially 70 per cent or higher porosity in the upper regolith layer on Bennu [92], implying a more 'fluffy' surface regolith structure than we are modeling here. Apophis is an Sq-type asteroid, which, based on comparisons with Sq-type Itokawa [104] and S-type Eros [105], may imply the presence of more fine-grained surface material compared to the boulder-heavy surface of the B-type Bennu [100]. Since the porosity approximation comes from Bennu's Nightingale Crater, where there are more fines than other regions of the surface [106], and without significant additional data about Sq-type surfaces, we still believe Bennu to be a satisfactory point of comparison. Regardless, we intend to investigate the effects of modeling regolith systems with higher porosities in a future study.

In contention with the low porosity of our patch, which may be reducing the amount of resurfacing we see, is the absence of cohesion in our models. Interparticle cohesive forces like Van der Waals forces can increase the shear strength of a granular assembly, keeping the system stable against the relatively weak tidal forces felt by any given surface patch. At the scale we model, where particles are tens of centimeters in diameter, we expect very low interparticle cohesion, if any [107]. Still, even a small amount of cohesion could be enough to restrict the resurfacing that we see in our models. This will be investigated in our future work.

### 2.2.6 Conclusions

This study visits the topic of tidal refreshing on the surface of Apophis, a phenomenon that may be observable during the 2029 Apophis-Earth close encounter, using our tidal resurfacing model. The main finding in this work is that the tidal resurfacing likely occurs at small scales
in very localized regions, mostly 30 min before the closest encounter. In particular, the orientation of Apophis at the time of closest approach will control which areas on the surface may experience tidally induced resurfacing. If detailed surface topographic maps or albedo data during the encounter event can be obtained through the collaboration of ground-based observation campaigns and in-situ missions, we may detect evidence supporting local tidal resurfacing as a result of the close Earth encounter.

Table 2.2: Surface slope data. $\delta \theta$ shows the minimum and maximum value at Region II, excluding Region I. If this value is unchanged (i.e., Region I = Region II), $\delta \theta$ shows the slope variation across the entire surface with a parenthesis. The increase rate defines the area difference between Region II and Region I. For the 2.8 hr case, five $A R$ cases are introduced to illustrate the variations in the increase rate. Note that RI and RII mean Region I and Region II, respectively.

| Setting |  |  | Pre-encounter Time |  |  | Planetary Encounter Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A R$ | $R_{E}$ | Mean slope ( ${ }^{\circ}$ ) | RI (\%) | RII (\%) | Increase Rate $(\%)$ | $\delta \theta\left({ }^{\circ}\right)$ |  |  |  |
| Spin period $-1.5 \mathrm{hr}$ |  |  |  |  |  |  |  |  |  |
| 1.0 | 3.5 | 83.2 | 97 | 97.4 | 0.4 | $0.47-1.94$ |  |  |  |
| 0.8 | 3.5 | 82.7 | 96.2 | 96.2 | 0 | $(0.20-4.68)$ |  |  |  |
| 0.57 | 3.5 | 82.3 | 96.6 | 96.6 | 0 | $2.50-3.17$ |  |  |  |
| 1.0 | 5 | 83.2 | 97 | 97.4 | 0.4 | $0.31-0.69$ |  |  |  |
| 0.8 | 5 | 82.7 | 96.2 | 96.2 | 0 | $(0.06-1.62)$ |  |  |  |
| 0.57 | 5 | 82.3 | 96.6 | 96.6 | 0 | $0.63-0.80$ |  |  |  |
| 1.0 | 10 | 83.2 | 97 | 97.4 | 0.4 | $0.06-0.09$ |  |  |  |
| 0.8 | 10 | 82.7 | 96.2 | 96.2 | 0 | $(0.01-0.23)$ |  |  |  |
| 0.57 | 10 | 82.3 | 96.6 | 96.6 | 0 | $(0.01-0.30)$ |  |  |  |
| Spi |  |  |  |  |  |  |  |  |  |

Spin period - 2.8 hr

| 1.0 | 3.5 | 22.3 | 0 | 22.7 | 22.7 | $4.12-16.23$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9 | 3.5 | 22.7 | 0 | 31.5 | 31.5 | $3.13-19.89$ |
| 0.8 | 3.5 | 24 | 10.2 | 46.9 | 36.7 | $5.12-34.48$ |
| 0.7 | 3.5 | 26.7 | 22.1 | 55 | 32.9 | $6.89-148.83$ |
| 0.57 | 3.5 | 33.1 | 33.7 | 63.4 | 29.7 | $9.14-38.41$ |
| 1.0 | 5 | 22.3 | 0 | 0.7 | 0.7 | $3.96-4.22$ |
| 0.9 | 5 | 22.7 | 0 | 6.9 | 6.9 | $1.62-4.67$ |
| 0.8 | 5 | 24 | 10.2 | 20.9 | 10.7 | $2.21-6.92$ |
| 0.7 | 5 | 26.7 | 22.1 | 33.2 | 11.1 | $2.88-34.24$ |
| 0.57 | 5 | 33.1 | 33.7 | 43.6 | 9.9 | $3.80-11.22$ |
| 1.0 | 10 | 22.3 | 0 | 0 | 0 | $(0.01-0.53)$ |
| 0.9 | 10 | 22.7 | 0 | 0 | 0 | $0.01-0.74)$ |
| 0.8 | 10 | 24 | 10.2 | 11.8 | 1.6 | $0.31-0.75$ |
| 0.7 | 10 | 26.7 | 22.1 | 23.5 | 1.4 | $0.34-2.66$ |
| 0.57 | 10 | 33.1 | 33.7 | 34.8 | 1.1 | $0.39-0.98$ |

Spin period - 3.1 hr

| 1.0 | 3.5 | 16.6 | 0 | 0 | 0 | $(0.04-13.08)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.8 | 3.5 | 16.9 | 0 | 0 | 0 | $(0.10-11.08)$ |
| 0.57 | 3.5 | 22.5 | 15.4 | 29.7 | 14.3 | $7.13-21.88$ |
| 1.0 | 5 | 16.6 | 0 | 0 | 0 | $(0.02-3.72)$ |
| 0.8 | 5 | 16.9 | 0 | 0 | 0 | $(0.02-4.73)$ |
| 0.57 | 5 | 22.5 | 15.4 | 17.7 | 2.3 | $2.41-8.36$ |
| 1.0 | 10 | 16.6 | 0 | 0 | 0 | $(0.01-0.39)$ |
| 0.8 | 10 | 16.9 | 0 | 0 | 0 | $(0.01-0.60)$ |
| 0.57 | 10 | 22.5 | 15.4 | 16.8 | 1.4 | $0.78-1.72$ |

Table 2.3: pkdgrav DEM Simulation Parameters

| Quantity | Symbol | Value |
| :---: | :---: | :---: |
| Particle Number | $N$ | 7141 |
| Particle Radius | $R_{p}$ | $5.96-17.86 \mathrm{~cm}$ |
| Size-Frequency Distribution Slope | $\alpha$ | -3.0 |
| ${\text { Coefficients of Restitution } \mathbf{~}^{*} \text { ) }}^{2}$ | $\varepsilon_{n}, \varepsilon_{t}$ | 0.55 |
| Coefficient of Static Friction | $\mu_{s}$ | 1.0 |
| Coefficient of Rolling Friction | $\mu_{r}$ | 1.05 |
| Coefficient of Twisting Friction | $\mu_{t}$ | 1.3 |
| Shape Parameter | $\beta$ | 0.7 |
| Angle of Friction | $\phi_{f}$ | $35.1^{\circ}$ |
| Initial Patch Bulk Density | $\rho_{b}$ | $2.2 \mathrm{~g} \mathrm{~cm}^{-3}$ |
| Patch Dimensions (full side lengths) | $l \times w \times h$ | $(8 \times 8 \times 3) \mathrm{m}^{3}$ |

Note. (*) $\varepsilon_{n}$ and $\varepsilon_{t}$ define a normal and tangential coefficient, respectively. Spring-dashpot normal and tangential damping coefficients $C_{n}, C_{t}$ are dependent on the masses of interacting particles. For any 2-particle interaction: $C_{n}=C_{t} \in[9.78,263] \mathrm{kg} \mathrm{s}^{-1}$.

## Chapter 3

## Structure analysis

Given their complex dynamics, investigating small bodies' structure conditions can provide essential information to understand their evolutionary history. For this study, we develop the finite element model (FEM), which can compute the time-varying stress field of an irregularly shaped object given its dynamical states (Section 3.1). Here, we select interesting objects in small bodies as a case study and set a key science question. The FEM is extended to be adequately used to explore the question. The targeted small bodies are: 1998 KY26 (Section 3.2), (16) Psyche (Section 3.3), and (486958) Arrokoth (3.4).

### 3.1 FEM general formulation

In this section, we define a regular, bold and bold italic letter as a scalar, matrix and vector, respectively. We start with the structural equation in the form of a partial differential equation, driven by the theoretical assumption that all stress components in the continuum obey Newton's law of motion [108]. Then we adopt Galerkin approximation that provides a numerical solution to a partial differential equation by finite element method [109, 110]. The structural equation is given by

$$
\begin{equation*}
\rho \frac{\partial^{2} \vec{u}}{\partial t^{2}}=\nabla^{T} \vec{\sigma}+\rho \vec{b} \tag{3.1}
\end{equation*}
$$

where $\rho$ is the bulk density, $\vec{u}$ is the displacement vector that consists of $\left[u_{x}, u_{y}, u_{z}\right], \vec{\sigma}$ is the stress vector that includes $\left[\sigma_{x x}, \sigma_{y y}, \sigma_{z z}, \sigma_{x y}, \sigma_{x z}, \sigma_{y z}\right]$, and
$V e c b$ is the loading vector that contains $\left[b_{x}, b_{y}, b_{z}\right]$. In the equilibrium state, the acceleration
term, the left-hand side of Equation (3.1), becomes a zero ( $\rho \frac{\partial^{2} \vec{u}}{\partial t^{2}}=0$ ). We then define the weak form of this equation by considering the four-node tetrahedral mesh. The weak form of Equation (3.1) in the equilibrium state is given by

$$
\begin{equation*}
\iiint_{V}\left(\Pi \nabla^{T} \vec{\sigma}+\Pi \rho \vec{b}\right) d V=0 \tag{3.2}
\end{equation*}
$$

where $\Pi$ becomes any given variable.
We use a four-node tetrahedral FEM mesh and thus formulate this equation for each finite element. In the following discussion, the superscript $j$ represents the $j^{\text {th }}$ element. For example, $\vec{u}^{j}$ describes a 3-dimensional displacement vector of the $j^{\text {th }}$ solid element. Using the shape function ( $\mathbf{N}^{j}$ ), we further define $\vec{u}^{j}$ as $\mathbf{N}^{j} \overline{\vec{u}}^{j}$. Here, $\overline{\vec{u}}^{j}$ is a 12 -dimensional vector that consists of a 3-dimensional vector of each node of four-node tetrahedral elements. The shape function plays a role in approximately characterizing variables in the off-node region. The details are well described in Section 2.2.3 in [72], and we follow the same definition of $\mathbf{N}^{j}$. In the same way, we define $\vec{b}$ and $\vec{\sigma}$ as $\mathbf{N}^{j} \overline{\vec{b}}^{j}$ and $\mathbf{N}^{j} \overline{\vec{\sigma}}^{j}$, respectively. In the linear elasticity, we introduce Hooke's law to describe $\vec{\sigma}^{j}$, which is given as

$$
\vec{\sigma}^{j}=\mathbf{K}^{j} \vec{\epsilon}^{j}=\frac{E^{j}}{\left(1+\nu^{j}\right)\left(1-2 \nu^{j}\right)}\left[\begin{array}{cccccc}
1-\nu^{j} & \nu^{j} & \nu^{j} & 0 & 0 & 0  \tag{3.3}\\
\nu^{j} & 1-\nu^{j} & \nu^{j} & 0 & 0 & 0 \\
\nu^{j} & \nu^{j} & 1-\nu^{j} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2 \nu^{j}}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2 \nu^{j}}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2 \nu^{j}}{2}
\end{array}\right]\left[\begin{array}{c}
\epsilon_{x x} \\
\epsilon_{y y} \\
\epsilon_{z z} \\
2 \gamma_{x y} \\
2 \gamma_{x z} \\
2 \gamma_{y z}
\end{array}\right]
$$

where $E^{j}$ is Young's modulus, $\nu^{j}$ is Poisson's ratio, and $\vec{\epsilon}^{j}$ is the strain vector that consists of $\left[\epsilon_{x x}, \epsilon_{y y}, \epsilon_{z z}, \epsilon_{x y}, \epsilon_{x z}, \epsilon_{y z}\right]$. The components of the strain vector are replaced with $\nabla \mathbf{N}^{j} \overline{\vec{u}}^{j}$ as shown in the following logic.

$$
\vec{\epsilon}^{j}=\left[\begin{array}{c}
\frac{\partial u^{j}}{\partial x}  \tag{3.4}\\
\frac{\partial v^{j}}{\partial y} \\
\frac{\partial w^{j}}{\partial z} \\
\frac{\partial v^{j}}{\partial x}+\frac{\partial u^{j}}{\partial y} \\
\frac{\partial w^{j}}{\partial x}+\frac{\partial u^{j}}{\partial z} \\
\frac{\partial w^{j}}{\partial y}+\frac{\partial v^{j}}{\partial z}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \\
0 & \frac{\partial}{\partial z} & \frac{\partial}{\partial y}
\end{array}\right]\left[\begin{array}{c}
u^{j} \\
v^{j} \\
w^{j}
\end{array}\right]=\nabla \vec{u}^{j}=\nabla \mathbf{N}^{j} \overrightarrow{\vec{u}}^{j} .
$$

Substituting $\vec{\epsilon}^{j}$ in Equation (3.3) into Equation (3.4), we then derive the relation, $\vec{\sigma}^{j}=\mathbf{K}^{j} \nabla \mathbf{N}^{j} \overrightarrow{\vec{u}}^{j}$.
Now, we can replace all vectors in Equation (3.2) with that for the $j^{\text {th }}$ element. Here, $\Pi$ is given as $\mathbf{N}^{j T}$. Then, the structural equation for the $j^{\text {th }}$ element is derived as

$$
\begin{equation*}
\iiint_{V^{j}} \mathbf{N}^{j T} \nabla^{T}\left(\mathbf{K}^{j} \nabla \mathbf{N}^{j}\right) \overline{\vec{u}}^{j} d V^{j}+\iiint_{V^{j}} \mathbf{N}^{j T} \rho^{j} \mathbf{N}^{j} \overline{\overrightarrow{b^{j}}} d V^{j}=0 \tag{3.5}
\end{equation*}
$$

Using the partial integral, we redefine the left-hand term as described in the below.

$$
\begin{equation*}
\left.\iiint_{V^{j}} \mathbf{N}^{j T} \nabla^{T}\left(\mathbf{K}^{j} \nabla \mathbf{N}^{j}\right) \overline{\vec{u}}^{j} d V^{j}=-\iiint_{V^{j}}\left(\nabla \mathbf{N}^{j}\right)^{T} \mathbf{K}^{j}\left(\nabla \mathbf{N}^{j}\right) \overline{\vec{u}}^{j}\right) d V^{j} \tag{3.6}
\end{equation*}
$$

Then we finally derive the structural equation at the $j^{\text {th }}$ element.

$$
\begin{equation*}
\left.\iiint_{V^{j}}\left(\nabla \mathbf{N}^{j}\right)^{T} \mathbf{K}^{j}\left(\nabla \mathbf{N}^{j}\right) \overline{\vec{u}}^{j}\right) d V^{j}=\iiint_{V^{j}} \mathbf{N}^{j T} \rho^{j} \mathbf{N}^{j} \overline{\vec{b}}^{j} d V^{j} \tag{3.7}
\end{equation*}
$$

The next step is to incorporate all the structural equations for each element into the entire body. The summation of $j^{\text {th }}$ elements at $\mathrm{j}=1,2, \ldots, n_{e}$, where $n_{e}$ is the total number of elements in the FEM mesh, is defined as

$$
\begin{equation*}
\iiint_{V} f d V=\sum_{j=1}^{n_{e}} \iiint_{V^{j}} f d V^{j} \tag{3.8}
\end{equation*}
$$

where $f$ is an arbitrary function. Now we finally obtain the structural equation applicable to the four-node tetrahedral FEM mesh as the below.

$$
\begin{equation*}
\left.\sum_{j=1}^{n_{e}} \iiint_{V^{j}}\left(\nabla \mathbf{N}^{j}\right)^{T} \mathbf{K}^{j}\left(\nabla \mathbf{N}^{j}\right)\right) d V^{j} \overline{\vec{u}}=\sum_{j=1}^{n_{e}} \iiint_{V^{j}} \mathbf{N}^{j T} \rho^{j} \mathbf{N}^{j} d V^{j} \overline{\vec{b}} \tag{3.9}
\end{equation*}
$$

For simplicity, we further define Equation (3.9) as

$$
\begin{equation*}
\chi \overline{\vec{u}}=\Psi \overline{\vec{b}} \tag{3.10}
\end{equation*}
$$

where $\chi$ and $\Psi$ are sparse matrix driven by

$$
\begin{gather*}
\left.\chi=\sum_{j=1}^{n_{e}} \iiint_{V^{j}}\left(\nabla \mathbf{N}^{j}\right)^{T} \mathbf{K}^{j}\left(\nabla \mathbf{N}^{j}\right)\right) d V^{j}  \tag{3.11}\\
\Psi=\sum_{j=1}^{n_{e}} \iiint_{V^{j}} \rho^{j} \mathbf{N}^{j T} \mathbf{N}^{j} d V^{j} \tag{3.12}
\end{gather*}
$$

The measured stress fields using this FEM is validated by comparing the simple case with the theoretically-computed one given the same condition (Figure 3.1).

### 3.1.1 Boundary conditions

To solve the linear system in Equation (3.10) with respect to the displacement, we need to estimate the inverse of $\Phi$, which is possible to cause singularity issues. We thus apply a proper boundary condition to our problem and then use an iterative conjugate gradient algorithm for the least-squares method to mitigate any singularity issues. For the boundary condition, we set the displacement at the center of mass (COM) of the body as zeros in any case. This boundary condition restricts any translational motions of the body able to be caused by loading. However, even if we apply this boundary condition, $\Phi$ is still a singular matrix, and thus we further need a mitigation process to reduce errors. For this, we adopt an iterative conjugate gradient approach for the least-square problem [e.g. [111]] that is an efficient approach to solve the linear system with a large sparse matrix. It provides a unique solution by estimating the case when a residual is converged. The usage of this technique takes advantage when the $\Phi$ is a large and sparse matrix applicable to our current problem. Adopting this approach, we confirm that the residual is converged less than $\sim 10^{-17}$, which is negligible.


Figure 3.1: Validation of the FEM result using an analytical approach. Panel (a) shows the minimum cohesive strength distribution in a spherical body derived by a semi-analytical model [2], while panel (b) shows the FEM result. The maximum cohesive strength reaches $\sim 80 \mathrm{~Pa}$ at the most inside the object, which can be measurable in both approaches. Here, the used spherical body has a 1 km radius.

### 3.2 Case study: 1998 KY26

### 3.2.1 Research background

This case study explores the asteroid 1998 KY26, which is selected as a new target of the Hayabusa2 extended mission [112]. JAXA launched Hayabusa2 in December 2014 with the objective of (162173) Ryugu's sample return, performed the initially planned missions, and successfully released the reentry capsule on Earth. After the flawless mission completion, the Hayabusa2 is ready to explore Asteroid 1998 KY26 [112], classified as a near-Earth object. 1998 KY26 is inferred to be composed of carbonaceous materials and mafic silicates because of its dark surface [3]. The noticeable features of this object are its tiny size and rapid spin period. This object has a spherical shape with a size of $20-40 \mathrm{~m}$, and the spin period is estimated at $\sim 10 \mathrm{~min}$ [3]. Given the size and rapid spin period, 1998 KY26 has long been considered a monolithic structure, not a rubble-pile asteroid commonly observable in the main asteroid belt such as Itokawa, Ryugu, and Bennu [56, 101, 113].

The primary goal of this study is to revisit the question of whether 1998 KY26 can endure the fast spin period, although it is a rubble-pile asteroid. For this, we investigate the stress level of 1998 KY26 and measure the minimum cohesive strength level required for 1998 KY26 to keep its shape. By comparing the strength level to other asteroids, we further discuss whether 1998 KY26 can still be a rubble pile asteroid despite its fast spin period.

### 3.2.2 FEM Simulation: 1998 KY26

We use the developed FEM (Section 3.1) to measure the stress fields of 1998 KY26. As a short reminder, the FEM computes the stress distribution of an irregular shape object given its bulk density, spin period, and shape based on linear-elastic deformation. For the FEM mesh representing the 1998 KY26's shape, we develop a 4-node tetrahedral mesh using the Doppler based shape model [3] (see Figure 3.2). As a mesh generator, we use Gmsh [114]. Figure 3.3 shows the final mesh for a surface and and slice of the object. This consists of 4599 nodes and 20,774 elements. For the setting of physical parameters, the bulk density is set to be 2800 $\mathrm{kg} / \mathrm{m} 3$, which is estimated based on the optical and ground radar observations [3]. In the FEM
simulation, Poisson's ratio and Young's modulus are set to be 0.25 and $10^{7} \mathrm{~Pa}$, respectively. Here, 1998 KY26 is assumed to rotate along with one of the principal axes (Z-axis in Figure 3.3) with a constant spin period of 10 mins. The derived stress field is converted to the critical cohesive strength $\left(Y^{*}\right)$ using the Drucker-Prager yield condition [115] derived as follow:

$$
\begin{equation*}
Y^{*}=\frac{\sqrt{3}(3-\sin \phi)}{6 \cos \phi}\left(\alpha I_{1}+\sqrt{J_{2}}\right) . \tag{3.13}
\end{equation*}
$$

Here, $I_{1}$ and $J_{2}$ are the stress invariants and are expressed as

$$
\begin{gather*}
I_{1}=\sigma_{1}+\sigma_{2}+\sigma_{3}  \tag{3.14}\\
J_{2}=\frac{1}{6}\left\{\left(\sigma_{1}-\sigma_{2}\right)^{2}+\left(\sigma_{2}-\sigma_{3}\right)^{2}+\left(\sigma_{3}-\sigma_{1}\right)^{2}\right\} \tag{3.15}
\end{gather*}
$$

where $\sigma_{i}(i=1,2,3)$ is the principal stress component. In Equation 3.13, $\phi$ and $\alpha$ are a friction angle and a material constant, respectively. The friction angle is set as $35^{\circ}$, which is a typical value of granular materials [116]. The material constant, $\alpha$, is computed as

$$
\begin{equation*}
\alpha=\frac{2 \sin \phi}{\sqrt{3}(3-\sin \phi)} . \tag{3.16}
\end{equation*}
$$

The critical cohesive strength $\left(Y^{*}\right)$ defines the minimum strength level required for the object to avoid any structural failures.

### 3.2.3 Results and discussions

Figures 3.4 and 3.5 show the minimum level of cohesive strength at 1998 KY26's surface and interior structure. The minimum cohesive strength on the most of surface regions is less than $\sim 6 \mathrm{~Pa}$, while some locations reach up to $\sim 12 \mathrm{~Pa}$. The internal region requires a cohesive strength of $\sim 18 \mathrm{~Pa}$. The cohesive strength is well distributed around the center of mass because of the sphere-like shape of this body.

In general, fast-rotating rubble-pile asteroids that exceed the spin limit of 2.3 h are subject to structurally break up due to the strong centrifugal force [117]. Thus, 1998 KY26 is also


Figure 3.2: Surface mesh of 1996 KY26's shape model derived by [3]. This surface mesh consists of 4,092 facets 4599 vertices


Figure 3.3: A slice of the 4-node tetrahedral mesh of 1996 KY26 using the Doppler based shape model by [3]. This structural mesh consists of 4599 nodes and 20,774 elements.


Figure 3.4: The minimum cohesive strength of the surface of KY26. The developed FEM computes the stress distribution of KY26 based on linear-elastic deformation. We then convert the stress field to the minimum cohesive strength using the Drucker-Prager yield condition.
considered a monolithic system, not a rubble pile, to sustain stable structural conditions. However, the minimum cohesive strength of 1998 KY26 reaches less than 20 Pa , which is lower than that of typical rubble pile bodies $(\sim 150 \mathrm{~Pa}-200 \mathrm{~Pa})$ [118]. Furthermore, this value is still less than that of a few fast-rotating rubble piles such as (29075) 1950 DA. The cohesive level of (29075) 1950 DA is measured to be $\sim 44 \mathrm{~Pa}$ [119]. Therefore, even if 1998 KY26 is a rubble-pile asteroid, the strength level of a few pascals is still a reasonable value observable in the main asteroid belt. This result indicates that 1998 KY26 can sustain the current shape regardless of a monolith structure or a rubble-pile system. The Hayabusa2 extended mission will eventually provide more detailed information on geological and geophysical conditions for this body.


Figure 3.5: The Minimum cohesive strength of the internal structure of KY26. Here, the z-axis represents KY26's spin axis. The developed FEM computes the stress distribution of KY26 based on linear-elastic deformation. We then convert the stress field to the minimum cohesive strength using the Drucker-Prager yield condition.

### 3.3 Case study: (16) Psyche

The primary goal of this case study is to investigate the interior layout distribution assumed that Psyche is differentiated and constrain structural conditions consistent with the observed features. In Section 3.3.2, we describe how to develop an inverse problem algorithm to constrain the interior layout distribution of Psyche using the Three-layer model and FEM technique. The Three-layer model represents the structure of Psyche that consists of the iron core, the compressed layer, and the top surface layer. The FEM technique, described in Section 3.1, provides pressure distribution of the Three-layer model for structural analysis of Psyche. Section 3.3.3 provides results obtained from the performed simulations, and in Section 3.3.4, the results are discussed, mainly focusing on structural conditions that induce metal excavation via impact cratering process and ferrovolcanism. Finally, we argue the limitations that we noticed while using our current techniques in Section 3.3.5 and summarize our findings from this work in Section 3.3.6

### 3.3.1 Research background

Asteroid (16) Psyche is one of the largest M-type asteroids with a size of $\sim 250 \mathrm{~km}$ in the main asteroid belt. The object has long been discussed as a remnant of the iron core from an early planet $[120,121,[122,123,124]$ and thus considered a unique relic originated from a differentiated planetesimal that can provide insights into the following questions about the formation of our Solar System: how an early planet has formed and evolved and where iron meteorites originated. To explore this object, NASA selected it as a target of its Discovery mission [6, 125] with a main scientific objective of determining whether Psyche is a core from a differentiated body [126, 127].

After Psyche was detected, the planetary science community dominantly thought that this body is a pure-metallic body [128, 129, 130] because the observations measured significantly higher radar albedo ( $\sim 0.37$ ) than other main-belt asteroids, commonly S- and C- types ( 0.14 - 0.15) [130]. However, if the asteroid is a pure metal or dominantly metal-rich object, the most puzzling physical parameter is its bulk density. While the density of iron meteorites is
$\sim 7.5 \mathrm{~g} \mathrm{~cm}^{-3}$ [131], the recent estimates of the Psyche's bulk density are all close to $\sim 4.0 \mathrm{~g}$ $\mathrm{cm}^{-3}$ [132, 133, 134, 135, 4, 136, 6], which is remarkably lower than the expected value. This inconsistency may be understandable if Psyche is a rubble-pile asteroid having a very high porosity ( $>\sim 50 \%$ ). Also, [137] recently indicated that Psyche might be difficult to reconcile with a fully metallic structure by showing that high porosity ( $\sim 40 \%$ ) cannot be sustainable due to the porosity removal by thermal evolution. They found that a Psyche-sized body must cool down below 800 K prior to porosity-adding events (i.e., disruptive impacts) to persist the sufficient porosity ( $\sim 40 \%$ ) until the present. However, the required timescale to cool down below 800 K (100s of Myr ) is not compatible with the disruptive impacts (i.e., hit-and-run collisions [138]), which are most likely to have occurred within a few million years ( $<10$ Myr) post-CAI formation [126], although some studies of planet formation suggested that hit-and-runs might have occurred for 100s of Myr in the solar system (e.g., [139, 140]). If the pure-metallic structure with high porosity is not the case for Psyche, we may interpret that this object has mixed silicates and metal. [141, 4] showed that radar albedo has significant variations across the entire surface as Psyche rotates. While the highest albedo follows that of M-type asteroids, the lowest value ( $\sim 0.2$ ) is within the high radar albedo ranges of $S$ - and C-type asteroids. This variation indicates that Psyche does not have a constant composition across the surface. The recent works (e.g., [4] and [142]) also support this conclusion. In addition, [143] and [144] showed the presence of orthopyroxene and hydrated silicates on the surface although they do not provide strong constraints on abundances of silicates. In advance, Psyche's thermal emission observations can support the existence of a silicate layer but still do not constrain its abundance. In terms of the thermal inertia, there were three findings: $100-150 \mathrm{~J} \mathrm{~m}^{-2} \mathrm{~s}^{1 / 2} \mathrm{~K}^{-1}$ by [145], $5-25 \mathrm{~J} \mathrm{~m}^{-2} \mathrm{~s}^{1 / 2} \mathrm{~K}^{-1}$ by [146], and $180-380 \mathrm{~J} \mathrm{~m}^{-2} \mathrm{~s}^{1 / 2}$ $\mathrm{K}^{-1}$ by [147]. Since high thermal inertia generally indicate the abundance of metallic contents, [145] and [147] interpreted their measurements as the surface of Psyche contains abundant metal contents. Conversely, [146] obtained a considerably lower value of thermal inertia that indicates the surface is highly likely to be covered with fine-grained silicates. The most recent work, [147], derived the spatially resolved thermal emission measurements further to discuss the possible compositions for Psyche's surface. This study concluded that the pure silicate and
pure metal are unlikely for the Psyche's surface composition. Instead, the metal content would exist at least $20 \%$ on the surface.

Given that Psyche has metallic and silicate-rich components, a few scenarios are possible for its formation process. If Psyche originates from a differentiated planetesimal, it could be a fragmented remnant of the core with not an entirely stripped silicate layer [148, 149]. [149] performed numerical hydrocode simulations showing that proto-Mercury could remove its mantle layer via high-speed collisions with a larger target body that can support Psyche being a relic of inefficient accretion. With the assumption that Psyche is a differentiated silicate-iron body, the ferrovolcanic surface eruption proposed by [150] and [127] is also applicable to explain potential high metal-rich components on the surface. Depending on whether the iron core includes sulfur-rich contents and the thickness of the silicate layer, Psyche might experience ferrovolcanism that erupted metallic components in the iron core onto the surface [127]. The recent radar observation analysis by [4] suggested that Psyche could be a differentiated object containing the surface layer with a regolith composed of similar enstatite or $\mathrm{CH} / \mathrm{CB}$ chondrites and localized high metal concentration. They picked ferrovolcanism as the most credible formation mechanism, although an impact cratering process might cause the localized metal concentration at crater-like regions. Lastly, we address that it is still possible that Psyche might come from an unmelted/undifferentiated body. The meteorite having the best-fit density of Psyche is the CB Chondrites [151] known as the most primitive meteorite group. However, if the primordial body is the case for Psyche, this interpretation raises questions about this body's origin [6]. Furthermore, it is also questionable that its surface can induce the significant radar albedo variations detected in [141, 4]. Given that both scenarios for the differentiated and primordial structure are similarly possible, this study adopts the former as the working assumption and investigates the interior condition of the differentiated Psyche.

The data currently available for Psyche is still not enough to provide details on its interior. We thus refer to the structural condition of some small bodies that can provide insights. Most small-sized objects between $\sim 200 \mathrm{~m}$ to 10 km are dominantly rubble piles - gravitational aggregates - as seen in Itokawa ( $\sim 330 \mathrm{~m}$ in diameter) [56], Ryugu ( $\sim 870 \mathrm{~m}$ in diameter) [101],
and Bennu ( $\sim 480 \mathrm{~m}$ in diameter) [152]. If the object is much more tiny (less than a few hundreds or tens of meters), it is likely to be monolithic or strength-dominated body. Rather, the bigger sized object ( $>$ tens of kilometers) is more likely to be shattered body whose structure is intact but fractured - as seen in Eros ( $\sim 34 \mathrm{~km}$ in diameter), Gaspra ( $\sim 12 \mathrm{~km}$ in diameter), and Ida ( $\sim 32 \mathrm{~km}$ in diameter). For the larger asteroids ( $>\sim 100 \mathrm{~km}$ ), the one such as Vesta ( $\sim 500 \mathrm{~km}$ in diameter) has a structure differentiated into the core, mantle, and crust [153]. Although it is unable to constrain where Psyche is subgrouped, we expect this asteroid might be in the transition between shattered and differentiated body only considering its size ( $\sim 250$ km in diameter).

In this case study, we model the structure of Psyche as layered by assuming that Psyche could originate from a differentiated planetesimal. The identical interior layout is a metallic core covered with a silicate-rich layer. With the assumption that the metallic core is spherical and the silicate-rich layer (later separated into two types: dense and less dense ones) overlays it, we numerically investigated the layer distribution (i.e., the size of iron core and thickness of the silicate-rich layer) by considering reasonable geophysical conditions on each layer. For this, we developed an inverse problem algorithm using a Finite Element Model (FEM) that provides stress fields of Psyche's structure by accounting for its density variations and pressurebased crushing limit in the silicate-rich layer. Our study eventually indicated that Psyche is still eligible to expose the metallic components in crater-like regions via an impact cratering process or experience ferrovolcanism in localized regions when the differentiated Psyche with the spherical core shape has a certain amount of silicates compatible with the reported bulk density of $4.0 \mathrm{~g} \mathrm{~cm}^{-3}$.

### 3.3.1.1 Compaction mechanism in the silicate-rich layer

If the iron-core covered with the silicate-rich layer is the case for Psyche, the silicate-rich layer is likely to be compressed under high-pressure. When high pressure is applied, grains could be crushed, resulting in a more compact configuration. Earlier work (e.g., [154, 155, 156]) described that, in the case of silicate grains, the grain fracture begins when the applied pressure exceeds $\sim 10 \mathrm{MPa}$. Especially for Psyche, the first few sub kilometers from the surface reach
this crushing limit ( $\sim 10 \mathrm{MPa}$ ). This allows the subsurface to hold lower porosity than the top surface layer. [157] conducted one-dimensional compression tests using a discrete element method (DEM) model to study the particle breakage effect in silica sands. The simulations were set with the particle size ranging from 1.4 to 1.7 mm and a grain density of $2.6 \mathrm{~g} \mathrm{~cm}^{-3}$, which is compatible density with the silicate layer of Psyche although we cannot constrain grain sizes yet. Their work demonstrated three stages in the compaction mechanism. The first stage is when the grains exceed the yield point ( $\sim 10 \mathrm{MPa}$ ) but less than the maximum compression index ( $\sim 20 \mathrm{MPa}$ ). In this stage, the particles start to be rearranged and the limited number of particles fractured, allowing the initial porosity to decrease up to $\sim 30 \%$. We anticipate that the silicate layer of Psyche can experience this compaction stage because of the applied pressure level. After this stage when the grains exceed the maximum compression index ( $\sim 20$ MPa), the number of crushed particles dramatically increases, leading to nearly $60 \%$ of the initial particles being broken and more than $60 \%$ of porosity being reduced. After porosity dramatically decreases, the particles finally approach the stabilizing stage - only $10 \%$ of the rest of particles are crushed even under the incremented loading pressure. These results are validated by comparing to previous experimental results performed by [158]. For Psyche, the pressures acting on the silicate-rich layer only range from 0-15 MPa, confirmed from our FEM simulation. Thus, within a few sub-kilometer, compaction is highly likely to begin by the rearrangement and breakage of a few particles as seen in the first stage in [157], although not significant compaction in very high pressure regime ( $\sim 100 \mathrm{MPa}$ ) is expected.

Taking into account the compaction process on Psyche, we separate the silicate-rich layer into two parts: a top surface layer which does not undergo the compaction process and a compressed surface layer which is subject to the compaction. We set the threshold of the crushing limit as 10 MPa to differentiate those two layers. Of course, this threshold ( 10 MPa ) is likely to be affected by grain features (i.e., grain shape, grain size distribution, and initial porosity of the structure). The initial state of grains may be critical to determine the crushing limit. From earlier studies on high-pressure compression tests of silica (e.g., [155, 159, 160]), we notice some correlations between grain properties (e.g., initial relative density, particle angularity, and
grain size distribution) and crushing behavior. However, we have hitherto insufficient information on the grain properties on the Psyche's surface, and thus it is impossible to figure out the accurate threshold of crushing limit for Psyche. Thus, we adopted the crushing limit of 10 MPa . To understand how our main result's trend depends on the threshold of the crushing limit, we further perform simulations by applying the lower and upper values of the crushing limit within the pressure region $(0-15 \mathrm{MPa})$ in the silicate layer that is 5 MPa and 15 MPa , respectively.

### 3.3.1.2 Psyche shape model

Currently, five 3D shape models of Psyche are available [141, 161, 162, 135, 4]. Among them, we use the latest one by [4], which well constrained the topographic features of Psyche. Figure 3.6 shows the surface mesh of the shape model. This shape model is generated based on radar images obtained in 2005, 2015, and 2017 from the Arecibo S-band radar and in 2019 from the Atacama Large Millimeter Array, adaptive optics (AO) images in 2018 and 2019 from Keck and in 2015 and 2020 from the Very Large Telescope, and stellar occultations in 2010 and 2019. The dimension is estimated as $278(-4 /+8) \times 238(-4 /+6) \times 171(-1 /+5)$ in kilometers. Applying the nominal mass of $22.87 \pm 0.70 \times 10^{18} \mathrm{~kg}$ driven by [5] and [6] through the analysis of perturbations from other asteroids, [4] estimated the overall bulk density of Psyche is $4.0 \pm 0.2 \mathrm{~g} \mathrm{~cm}^{-3}$.
[4] assessed the major topographic features (i.e., dynamical depressions, craters, and missing mass region) found in their shape model, as well as those reported by other studies [141, 161, 162, 135], in terms of whether they truly exist in Psyche or are artifacts of observation data processing. They reported two crater-like regions at the northern and southern hemispheres each and two missing mass regions at the equatorial region with convincing evidence, although other topographic features are still uncertain to be concluded. Among them, we note the crater-like regions named Panthia and Eros [4]. Panthia is centered around longitude $300^{\circ}$ and latitude $-40^{\circ}$ with a diameter of $\sim 90 \mathrm{~km}$. [4] suggested that this region possibly has a high metal concentration because its radar albedo ( $>0.4$ ) is significantly higher than the background. This region is also detected by [135] and found to be much brighter (optically)


Figure 3.6: Surface mesh of Psyche's radar-derived shape model [4]. This surface mesh consists of 3,342 facets and 3344 vertices.
than the surrounded areas. If Panthia is an impact crater, we anticipate that impact cratering processes [163] likely mix the metallic materials in the core and the silicate layer to be eventually exposed on the surface at some levels. This scenario can partially explain why Panthia has the highest radar albedo, showing the localized metal concentration. Another certain crater, Eros, is located around longitude $290^{\circ}$ and latitude $-65^{\circ}$ with a diameter between 50 and 75 km wide, which is smaller than Panthia. This area does not show high radar and optical albedos as Panthia has. However, the metal abundance in Eros cannot be ruled out because the area around Eros has bifurcated echoes suggesting multiple sources of high metal in the region [4]. Eros is within one of those higher-albedo regions and might be the source of that stronger echo (M.K. Shepard, personal communication). In our analysis, we thus consider those two craterlike regions, Panthia and Eros, and estimate the core size that is possible to reveal the metallic core onto the surface via the impact crater process, assuming that the core shape is spherical.

### 3.3.1.3 Dynamical environment

Psyche's spin states are well constrained from earlier works (e.g., [162, 164, 161, 141, 4]) that showed all good agreements. We follow the estimates from [4]. The spin period is $\sim 4.2 \mathrm{~h}$ with a spin pole at longitude $36^{\circ}$ and latitude $-8^{\circ}$. At present, there is no evidence indicating that Psyche is likely to be a non-principal axis rotator. Instead, given its large size and fast spin period, it is reasonable to consider that this body has a principal rotation behavior [165].

### 3.3.2 Numerical model

### 3.3.2.1 Three-layer model

We develop a three-layer model that represents a structure of Psyche that contains an iron core, a compressed silicate-rich layer (compressed layer), and an uncompressed silicate-rich layer (top surface layer) (see Figure 3.7). The entire shape is given by the radar-driven shape model [4]. As noted in Figure 3.7, the layouts of the iron core and the compressed layer are spherical as the compressed layer surrounds the core. The major motivation of this layer setting for the spherical layout assumption is that how the internal layers are distributed is highly unknown;


Figure 3.7: Three-layer model layout. Definitions of all symbols in the figure are described in Table 3.1
potential issues of this assumption are discussed in Section 3.3.5 and thus subject to future investigation. The total bulk density of the structure is fixed at $4.0 \mathrm{~g} \mathrm{~cm}^{-3}$ consistent with the earlier works that reported the Psyche's bulk density (e.g., [6, [135, 4]). However, each layer has the different bulk density as a combination of grain density ( $\rho$ ) and porosity ( $\phi$ ) depending on its composition. For example, the iron core has a denser density than the silicate-rich layer because of the abundance of metallic materials having higher grain density, and this structure is gravitationally stable. In the following section, we describe how to set the assumed ranges of grain density and porosity for each layer. The parameter setting are summarized in Table 3.2 ,
3.3.2.1.1 Grain density settings Grain density defines the bulk density of solid rocks that constitute the layer. In order to define this value, we refer to the bulk density of meteorites that have compositions similar to each layer. First, the silicate-rich layer is dominantly made up of silicate, consistent with the composition material of stony meteorites. Based on the meteorite data hitherto available, the bulk density of stony meteorites is well estimated between 2.5 and $3.5 \mathrm{~g} \mathrm{~cm}^{-3}$ [166, 132, 167]. This range is also compatible with the bulk density of an S-type asteroid $\left(\sim 2.0 \mathrm{~g} \mathrm{~cm}^{-3}\right)$ [56] that mostly sustains macroporosity of around $40 \%$ [64] or less. Next, the metallic core layer is composed of iron $(\mathrm{Fe})$ and Nickel $(\mathrm{Ni})$. The best-fit meteorite

Table 3.1: Nomenclature in Section 3.3

| Symbol | Definition |
| :---: | :---: |
| $R_{c}$ | Core radius |
| $R_{m 1}$ | Compressed layer radius |
| A | Minimum silicate layer thickness (lower bound) |
| B | Maximum silicate layer thickness (upper bound) |
| $\rho_{\text {bulk }}$ | Bulk density of Psyche |
| $V_{\text {total }}$ | Total volume of Psyche |
| $V_{c}$ | Volume of an iron core layer |
| $V_{m 1}$ | Volume of a compressed silicate-rich layer |
| $\rho_{i}$ | Grain density of an iron meteorite (for the iron core layer) |
| $\rho_{s}$ | Porosity of a compressed silicate-rich layer |
| $\phi_{1}$ | Porosity of a top surface layer |
| $\phi_{2}$ | Compression rate in the silicate layer (see Equation (3.19) |
| $\phi_{3}$ | Porosity or an (for the silicate-rich layer) |
| $e$ |  |

Note. (*) All but $R_{c}$ and $R_{m 1}$ are given parameters in our simulation.
whose mineralogy is dominated by iron and nickel is the iron meteorites. The grain density of this meteorite group depends on the $\mathrm{Fe} / \mathrm{Ni}$ composition ratio (as the larger amount of Ni the meteorite has, the higher density is estimated), but be mostly distributed in the range from 7.0 to $8.0 \mathrm{~g} \mathrm{~cm}^{-3}$ [168, 166].
3.3.2.1.2 Porosity settings In this study, porosity defines macroporosity that measures the portion of pores in the layer. We assume that porosity is uniformly distributed in each layer for simplicity, although it may be a function of depth. This issue is discussed in Section 3.3.5. Since the porosity of Psyche is poorly known, we consider it as a free parameter within a wide range to avoid any biased structural condition depending on this value. In order to determine the applicable porosity ranges, we refer to earlier studies (e.g., [169, 170, 171]) that analyzed porosity of well-explored celestrial bodies.

For the iron core, we take into account two phases. The first phase is when the iron core was crystallized but never experienced fragmentation driven by significant impacts. If the core has not been subject to catastrophic impacts, it could sustain a relatively low porosity. [171] numerically investigated the inner core solidification process and showed porosity of the core could reach up to $5 \%$. However, if the body has been affected by huge impacts (the second phase), it could be fragmented, causing a relatively high porosity as seen in [138]. In general,
large bodies such as Psyche may have porosity similar to lunar soils [128, 6]. The porosity range of the lunar crust is estimated to vary from 4 to $21 \%$ to the depths of a few tens of kilometers, confirmed by feldspathic rocks obtained from Apollo missions [169]. For now, it is impossible to precisely constrain the porosity range of the iron core of Psyche. Thus, we set an extensive range ( $0-30 \%$ ) in simulations that can cover all ranges discussed above.

For the silicate-rich layer, we need to consider two layers - the top surface and the compressed layer. The top surface is defined as the layer where the pressure regime is less than the crushing limit ( 10 MPa ) in our structure model. To infer the possible porosity range, we referred to the lunar crust and S-type asteroids given the similar bulk density and pressure regime with the top surface layer. Among large S-type asteroids, the well-examined object is Eros because the NEAR Shoemaker spacecraft has visited this body. The bulk density is given as $2.67 \mathrm{~g} \mathrm{~cm}^{-3}$ by [172], which is compatible with the determined grain density range (2.5-3.5 g $\mathrm{cm}^{-3}$ ) of the silicate layer. This object is a shattered body, which means it may not be a rubblepile but may simply be fractured, and has the bulk porosity ranging in $21 \%-33 \%$ [170, 173]. We measured the central pressure of this object using a semi-analytical model, which provides elastic stress fields in a triaxial ellipsoid given its self-gravity and rotational force [2]. Figure 3.8 shows the stress field of Eros when the shape dimension is assumed to be $34.4 \times 11.2 \times 11.2$ km , and the spin period is determined to be 5.27 h with a spin axis along the shortest principal axis (z-axis). As seen in the figure, the central pressure reaches tens of kilo-pascals ( $>50 \mathrm{kPa}$ ). This pressure level is located at the top surface of Psyche, under the depth of a few meters, possibly indicating that this location could sustain the similar bulk porosity of Eros. Although Eros implies that the very top surface of Psyche possibly has a high porosity, this does not provide any constraints on the deeper surface layer. We thus further look at the lunar crust that has been investigated using high-resolution gravity data measured from the dual Gravity Recovery and Interior Laboratory (GRAIL) spacecraft [169, 174]. Earlier studies (e.g., [169] and [174]) found that the lunar crust has the bulk density of $2.55 \mathrm{~g} \mathrm{~cm}^{-3}$, consistent with the top surface layer, and the average porosity of $12-21 \%$ to depths up to 15 km . We perform a simple calculation to compare the pressure regime of the lunar crust and Psyche. Given the zero-pressure at the lunar surface, a pressure $(\mathrm{P})$ at a certain depth $(h)$ can be computed as $\rho_{l} \times g_{l} \times h$. Here,


Figure 3.8: Elastic stress fields of Eros derived by a semi-analytical model [2]
$\rho_{l}$ and $g_{l}$ are the lunar crustal density of $2.55 \mathrm{~g} \mathrm{~cm}^{-3}$ and the surface gravity of $1.6 \mathrm{~m} \mathrm{~s}^{-3}$, respectively. Using this relation, we figure out that the depth of 2.4 km in the lunar surface has the pressure regime that matches the top surface layer of Psyche ( $<10 \mathrm{MPa}$ ). Given that pore closure likely occurs below 15 km depth in the lunar crust [174], the top-surface layer of Psyche is still possible to sustain a similar porosity regime with the lunar crust. As a final note, it cannot be ruled out that the top surface layer of Psyche could be highly fragmented like a rubble-piles (e.g., Itokawa has bulk porosity over $40 \%$ but a lower bulk density of 1.9 $\mathrm{g} \mathrm{cm}^{-3}$ than the top surface layer) or unconsolidated terrestrial sediments asteroid by impacts and re-accumulated process. Based on this, we set the very broad range of porosity of the top surface as $10-50 \%$, which covers all porosity mentioned above.

Now, we describe the porosity range applicable in the compressed silicate-rich layer. The grain density of the compressed layer is the same as that of the top surface layer, but porosity decreases, as discussed in Section 3.3.1.1, [157] numerically performed one-dimensional compression tests to study the particle breakage effect in silica sands and showed that the initial porosity decreases up to $\sim 30 \%$ at the compression pressure of 10 MPa . Given the compression rate, the porosity range of the compressed layer is set to be $7 \%-35 \%$, which is the decreased range of the top silicate layer ( $10 \%-50 \%$ ). However, one might question whether the $30 \%$ decrease is still significantly high to occur in the silicate layer under a low pressure regime of 10 MPa . To explore this issue, we additionally perform a simulation with a lower compression rate ( $\sim 5 \%$ ) to understand how the compression rate influences the final structure layout.

Table 3.2: Geophysical parameter of each layer in the Three-layer model

| Layer | $\rho\left[\mathrm{gcm}^{-3}\right]$ | $\phi[\%]$ |
| :---: | :---: | :---: |
| Top silicate-rich layer | $2.5-3.5$ | $10-50$ |
| Compressed silicate-rich layer | $2.5-3.5$ | $7-35$ |
| Metal-rich layer | $7.0-8.0$ | $0-30$ |

Note. $\left({ }^{*}\right) \rho$ represents a grain density.

### 3.3.2.2 Finite Element Model (FEM) Approach

We use a finite element model (FEM) to calculate the stress distribution of the layered structure of Psyche. This FEM is a modified version of the earlier model [72] to apply to the current problem for investigating a differentiated object. The major change made in the current version is considering density variations over a target body. For structural analysis, we start from the structural equation given as

$$
\begin{equation*}
\rho \frac{\partial^{2} \vec{u}}{\partial t^{2}}=\nabla^{T} \vec{\sigma}+\rho \vec{b} \approx 0 \tag{3.17}
\end{equation*}
$$

where $\rho$ is the bulk density, $\vec{u}$ is the displacement vector that consists of $\left[u_{x}, u_{y}, u_{z}\right], \vec{\sigma}$ is the stress vector in the equilibrium state ( $\rho \frac{\partial^{2} \vec{u}}{\partial t^{2}}=0$ ) that includes $\left[\sigma_{x x}, \sigma_{y y}, \sigma_{z z}, \sigma_{x y}, \sigma_{x z}, \sigma_{y z}\right]$, and $\vec{b}$ is the loading vector that contains $\left[b_{x}, b_{y}, b_{z}\right]$. In the earlier model [72], $\rho$ is considered as a constant parameter. However, in the current model, we apply the different value of $\rho$ depending on the layers. Equation (3.17) eventually provides the stress field in the equilibrium state where the body is solely influenced by self-gravity and rotational forces. Thus, $\vec{b}$ is computed by a summation of gravity and centrifugal force. Then, the stress field is developed using Hook's principle as a constitutive law for linear elasticity. For the implementation, we expand this structural equation to a four-node tetrahedral FEM mesh that represents the structure of the target body. The detailed procedure is described in the following section.
3.3.2.2.1 FEM mesh We develop a 4-node FEM mesh using the ground-radar driven shape model by [4]. The shape model is a surface mesh that consists of 1,652 vertices and 3,300 faces. To generate a tetrahedral volumetric mesh, we use TetGen, which is an open-source mesh generator developed by [175]. The final mesh has 3,344 nodes and 15,569 elements.


Figure 3.9: A slice of the 4-node tetrahedral mesh of Psyche using the radar-derived shape model by [4]. This structural mesh used for the FEM simulation consists of 3,344 nodes and 15,569 elements.

Figure 3.9 shows a slice of the FEM mesh, which represents the body's internal structure. We accept this mesh quality because it does not induce any stress concentration caused when using a low-quality FEM mesh. In the FEM mesh, the elements are not isotropically distributed, but the interior tends to have relatively larger elements than those close to the surface layer. However, this element distribution is still reasonable to capture the stress fields distribution because the internal region has the least variation in the stress field [72]. In other words, the inside region of the structure is not much sensitive to the volume of elements.

Table 3.3: Simulation input parameter settings

| Quantity | Value/Range | Units |
| :---: | :---: | :---: |
| Young's modulus | $1.0 \times 10^{7}$ | Pa |
| Poisson's ratio | 0.25 | - |
| Total bulk density | 4.0 | $\mathrm{~g} \mathrm{~cm}^{-3}$ |
| Rotation period | 4.2 | h |
| Number of nodes | 3,344 | - |
| Number of elements | 15,569 | - |
| Shape dimension | $278 \times 238 \times 171$ | km |

Note. (*) Young's modulus is an independent parameter of the stress solution in the linearelastic deformation [176].


Figure 3.10: The defined inverse problem to investigate the interior layout given the currently available data on Psyche. The available data are the observed quantities, including Psyche's bulk density, shape dimension, and rotation period, and the assumed parameters, including grain densities and porosities for each layer. Given these data, We constrain the core radius and silicate layer thicknesses for the interior layout distribution.

### 3.3.2.3 An inverse problem algorithm for structure layout

3.3.2.3.1 Structure layout constraints in the Three-layer model To estimate the size of the three layers (the core, the compressed, and the top surface layer), we use the geometric constraints with a constant total mass ( $22.87 \times 10^{18} \mathrm{~kg}$ ) of Psyche that induces a bulk density of 4.0 $\mathrm{g} \mathrm{cm}^{-3}$ given the current shape model [5, 6, 4] (Figure 3.10 shows the concept of the defined inverse problem). We then propagate the equation of the total mass of Psyche computed by the summation of each layer's mass as follows.

$$
\begin{equation*}
\rho_{\text {bulk }} V_{\text {total }}=V_{c}\left(1-\phi_{1}\right) \rho_{i}+V_{m 1}\left(1-\phi_{2}\right) \rho_{s}+\left(V_{\text {total }}-V_{c}-V_{m 1}\right)\left(1-\phi_{3}\right) \rho_{s} \tag{3.18}
\end{equation*}
$$

where the variables are defined in Table 3.1. Here, $\rho_{b u l k}, V_{\text {total }}$ are observed quantities, $\rho_{i}, \rho_{s}$, $\phi_{1}$ and $\phi_{3}$ are assumed parameters. The details in the given parameter settings are described in Section 3.3.2.1.2. The rest of the parameters, including $\phi_{2}, V_{c}$, and $V_{m 1}$, are driven by the following equations.

$$
\begin{gather*}
\phi_{2}=(1-e) \phi_{3}  \tag{3.19}\\
V_{c}=\frac{4}{3} \pi R_{c}^{3}  \tag{3.20}\\
V_{m 1}=\int_{R_{c}}^{R_{m 1}} V d V \tag{3.21}
\end{gather*}
$$

Here, $\phi_{2}$ is computed by $\phi_{3}$ and a compression rate (e) driven by the earlier compression tests of silica sands [157, 158]. For example, if porosity at the compressed layer reduces $30 \%, \phi_{2}$ is defined as ( $1-0.3$ ) $\times \phi_{3}$ given $\mathrm{e}=30 \%$. Equation (3.20) and (3.21) show that $V_{c}$ and $V_{m 1}$ are expressed by a function of the core radius $\left(R_{c}\right)$ and the compressed layer radius $\left(R_{m 1}\right)$. Thus, Equation (3.18) is expressed as a function of $R_{c}$ and $R_{m 1}$, which are free parameters in the simulation.

Figure 3.11 represents the correlation between $R_{c}$ and $R_{m 1}$ (see the blue-colored line). Here, the white area is the considered region to pick a reasonable set of ( $R_{c}, R_{m 1}$ ), while the grey area is excluded. The boundary line ( C 1 ) is where the core radius is identical to the compressed silicate layer radius. The region below C 1 indicates that the core is always placed below the compressed silicate layer. The upper horizontal line (C2) reflects the assumption of the spherical shape of the core. Thus, the maximum core radius is consistent with the minimum dimension ( 88.5 km ) of Psyche along the shortest principal axis in the current shape model. Also, the line (C3) means the maximum dimension (140 km) of Psyche along the longest principal axis that the compressed layer radius cannot exceed. Based on this correlation, we can sort out possible sets of ( $R_{c}, R_{m 1}$ ) but still have many options. Thus, in order to further narrow down and determine one specific set of $\left(R_{c}, R_{m 1}\right)$, we incorporate our FEM technique.


Figure 3.11: Correlation between a radius of the core $\left(R_{c}\right)$ and the compressed layer $\left(R_{m 1}\right)$. The blue line represents a core radius depending on the compressed layer radius. The left dotted line $(\mathrm{C} 1)$ is a boundary where the core radius is identical to the compressed layer. The upper horizontal line ( C 2 ) shows the minimum dimension ( $\sim 88.5 \mathrm{~km}$ ) along the shortest principal axis, while the right dotted line (C3) means the maximum dimension ( $\sim 140 \mathrm{~km}$ ) along the longest principal axis. The white area includes possible sets of $\left(R_{c}, R_{m 1}\right)$.
3.3.2.3.2 Structure layout constraints using FEM technique In order to find a unique structure layout at the given geophysical parameters, we adopt the condition where the compaction starts at the the threshold of the crushing limit in the silicate-rich layer. Using this condition, we can find out a unique case among the possible sets of $\left(R_{c}, R_{m 1}\right)$ from Equation 3.18. A numerical algorithm schematized in Figure 3.12 describes the entire process of how to constrain the final structure layout of Psyche, and the FEM technique section shows the partial process of how to find the unique case among the possible sets of ( $R_{c}, R_{m 1}$ ) using the FEM technique developed in section 3.3.2.2.

In the initial stage, we randomly select a set of ( $R_{c}, R_{m 1}$ ) among the possible ones and define it as the initial structure layout. Again, the possible sets are investigated based on the correlation between $R_{c}$ and $R_{m 1}$ driven by Equation (3.18), which defines the blue curve in Figure 3.11. We then compute the pressure distribution of the initial structure using FEM when this body rotates along the spin pole with a spin period of 4.2 h [4]. After obtaining the pressure, we find the boundary line when the pressure reaches the threshold of the crushing limit in the silicate-rich layer. This boundary line indicates when the compaction process indeed starts in the given structure and must be consistent with the compressed layer. We check if the boundary line matches the compressed layer from the initial structure layout. If they do not match as seen in Figure 3.13 (a), we redefine the initial structure layout by applying another set of $\left(R_{c}, R_{m 1}\right)$. Usually, we use the set that has $R_{m 1}$ closer to the boundary line because this condition makes the simulation converge faster. These processes, redefining the initial structure layout and computing the pressure distribution, are reiterated until the simulation converges into a unique case that gives the boundary line matched the compressed layer. In the final stage, we export the matched case as the final structure. Figure 3.13 (b) shows the final structure layout after the simulation ends. The input parameters are given in Table 3.3 and the porosity of the iron-core and the top surface is set as $0 \%$ and $50 \%$ separately. We notice that both sets of ( $R_{c}, R_{m 1}$ ) used at the initial (Figure 3.13 (a)) and final stage (Figure 3.13(b)) satisfy Equation (3.18) but the later one is the only case that provides the same pressure value as the crushing limit (this case, 10 MPa ) at the compressed layer.


Figure 3.12: An inverse problem algorithm to constrain the structure layout using the Threelayer model and FEM technique. Currently, the bulk density and mass of Psyche have large uncertainties, although there is some supporting evidence inferring those parameters. Given this issue, we decided to fix the bulk density as $4.0 \mathrm{~g} \mathrm{~cm}^{-3}$, which is the best-matched parameter from the earlier studies, in the Three-layer model. This value is estimated by [4], given the nominal mass is $22.87 \times 10^{18} \mathrm{~kg}$ which is driven by [5] and [6]. The matched case is defined before the final stage when the discrepancy between the boundary line and the compressed layer from the initial structure layout is less than 0.01 km .


Figure 3.13: Structure layout (a) at the initial stage and (b) the final stage. Figure (b) show a unique case when the boundary line matches the crushing limit. Here, the crushing limit is set as 10 MPa . This case represents when the porosity of the iron-core and the top surface is $0 \%$ and $50 \%$ separately, given $e=30 \%$.

### 3.3.3 Results

We perform 7,500 simulations in total within the defined porosity ranges of the top surface layer and iron core with the crushing limit of 10 MPa (see Section 3.3.3.1). Different porosity results in various bulk densities, leading to different core sizes and silicate-rich layer thicknesses. To find the dependence on the crushing limit of the silicate layer, we conduct additional simulations with the same simulation conditions but adopt a different crushing limit of silicates (see Section 3.3.3.2). Lastly, we use a different compression rate (5 \%) in the compressed silicate layer and compare the result with the compression rate of $30 \%$. Although we set the initial compression rate ( $30 \%$ ) by referring to earlier studies (i.e., [158, 157]) regarding one-dimensional compression test of silica, it may be different in the environment of Psyche depending on geological features such as grain size and shape.

### 3.3.3.1 Constrained structure layouts of Psyche

We first introduce three simulation cases with the crushing limit of 10 MPa (see Figure 3.14). The geophysical parameter settings for those simulations are given in Table 3.4. The result shows that CASE1 has the largest core size among the three cases. Given this core size, the compressed silicate-rich layer's thickness is estimated to be $\sim 7.5 \mathrm{~km}$. Compared to CASE1, CASE2 has an entirely lower porosity showing that each layer is denser. The core size is estimated to be $\sim 5 \mathrm{~km}$ smaller in radius, while the compressed silicate-rich layer's thickness is similar ( $\sim 7.2 \mathrm{~km}$ ). For CASE3, we set the highest porosity for the top surface layer to be the most fluffy top and the lowest porosity for the core to be the densest core. Given the condition, the core is estimated to be the smallest size, $\sim 10 \mathrm{~km}$ smaller than CASE1 in the radius, with the thickest compressed silicate-rich layer ( $\sim 10 \mathrm{~km}$ ). The results are also summarized in Table 3.5

We then perform 7,500 simulations and output the constrained size of the interior layout for all cases. Figure 3.15 shows a color map representing the constrained core size in radius given the wide range of the core porosity and the top surface porosity. Here, We only consider the cases whose core sizes do not exceed the minimum dimension ( $\sim 88.5 \mathrm{~km}$ ) of the current


Figure 3.14: Pressure distributions of CASE1 (top), CASE2 (middle), and CASE3 (bottom). The left-side and the right-side columns show the surface and interior, respectively.

Table 3.4: Geophysical parameter settings for three simulated cases.

| Geophysical parameter | CASE1 | CASE2 | CASE3 |
| :---: | :---: | :---: | :---: |
| Grain density of the iron core $\left[\mathrm{g} / \mathrm{cm}^{3}\right]$ | 7.5 | 7.5 | 7.5 |
| Grain density of the silicate-rich layer $\left[\mathrm{g} / \mathrm{cm}^{3}\right]$ | 3.0 | 3.0 | 3.0 |
| Porosity of the iron core [\%] | 21 | 17 | 4 |
| Porosity of the top silicate-rich layer [\%] | 33 | 27 | 33 |
| Porosity of the compressed silicate-rich layer [\%] | 23 | 19 | 23 |

Table 3.5: Simulation results for three cases.

| The measured value | CASE1 | CASE2 | CASE3 |
| :---: | :---: | :---: | :---: |
| Core radius $[\mathrm{km}]$ | 92.1024 | 88.7037 | 83.7017 |
| Thickness of the compressed silicate-rich layer $[\mathrm{km}]$ | 99.5975 | 95.3379 | 94.1336 |

shape model given the geometric constraint described in Section 3.3.2.3.1. The trend seen in the color map entirely shows the core becoming larger as the core and silicate layer has a higher porosity. The correlation between volume and density accounts for this trend. As the more highly porous structure causes the lower bulk density, this body can sustain the larger volume under the same condition of mass. In Psyche, the large core eventually induces a relatively thin silicate layer. In detail, the estimate of core size varies from 72 km to 88.5 km . This core size takes up 30-45 \% of the overall size of Psyche. The minimum core radius is located when the core and silicate layer have the lowest porosity, specifying the densest layers. Conversely, the largest core is placed at the most porous structure. Note that the current shape model shows an elongated shape having a minimum radius of 88.5 km along the shortest principal axis pointing at the pole and a maximum radius of 140 km along the longest axis heading the equator. Given this shape model, the thickest silicate-rich crust is place at the equatorial region, while the thinnest layer is located around the polar regions (represented as A and B in Figure 3.7). Figure 3.16 shows the minimum and maximum thickness of the silicate layer that reaches $\sim 16 \mathrm{~km}$ and $\sim 68 \mathrm{~km}$, respectively, when the structure is the densest. These minimum and maximum values can define the lower and upper limits of the silicate thickness. As a final note, we address that not all cases are converged. White pixels in the top-right corner seen in Figure 3.15 corresponded to the cases when a simulation did not converge. The non-convergence is the result of cases when the pressure in the silicate layer does not reach up to the crushing limit of 10 MPa , leading to no solution. The non-converged cases mostly occur when the core has a large porosity which is a very high upper limit for the porosity of the core, given that iron meteorites have porosity less than $10 \%$ [177]. However, even if the overburden pressure in the silicate layer does not reach the crushing limit, this does not mean that Psyche cannot have a differentiated structure having a core and silicate layer. The structure layout is impossible to be determined in the inverse problem algorithm (Figure 3.12) because the boundary line does


Figure 3.15: A colormap that shows the constrained core size within the possible porosity ranges. The black dotted lines define the minimum core size possible to be exposed at Panthia (Left) and Eros (Right) via an impact cratering process. In the determined porosity range, there are some cases at the bottom right corner where the porosity of the core is set to be higher than that of the overlying silicate layer. We address that this condition may not be realistic, although the composition discontinuity between the core and silicate layer may allow that porosity is not mutually related to each other.
not exist but may simply be estimated by the bulk density of the silicate and core layer, which satisfy the bulk density of $4.0 \mathrm{~g} \mathrm{~cm}^{-3}$ for the entire body, without considering the compaction effect.

### 3.3.3.2 Dependence on the crushing limit of silicate

We set the threshold of the crushing limit of silicate as 10 MPa by taking into account earlier studies (e.g., [154, 157]). However, as mentioned in Section 3.3.1.1, this threshold can be controlled by grain properties (i.e., shape, size, initial porosity) on the surface of Psyche. Thus, we select two more different thresholds within the pressure regime ( $\sim 15 \mathrm{MPa}$ ) of the silicate


Figure 3.16: A colormap that shows the silicate-rich layer thickness: (a) The minimum thickness placed at the polar region and (b) the maximum thickness located at the equatorial region.
layer, the lower and upper values, and analyze how the trend of the core size and silicate layer thickness is affected. Figure 3.17 (a) and (b) show the core size in radius at the crushing limit of 5 MPa and 15 MPa , respectively. We first note that the 15 MPa case does not provide the solution in many simulation cases when the core size is larger than $\sim 80 \mathrm{~km}$ in radius, unlike the 5 MPa . This feature results from that the pressure regime in the silicate layer does not exceed 15 MPa , which is set as the crushing limit. Thus, the interior layout cannot be defined, while the 5 MPa and the 10 MPa cases find the solution under the same geophysical parameter settings. Except for the not-converging simulations, Figure 3.17(a) and (b) capture the same trend seen in the previous section (Figure 3.15). The core size becomes larger as the structure becomes porous. However, under the same condition of porosity, the core size converged becomes slightly different depending on the crushing limit, resulting in the shifted color distribution. For example, consider the simulation result at the point where the core and top-surface porosities are given as $0 \%$ and $30 \%$, respectively. The estimates of the core size are 76.6 km with the 5 MPa crushing limit, 77.9 km with 10 MPa , and 78.5 km with 15 MPa . With the lower crushing limit, the core size is estimated smaller. This is because compaction occurs closer to the surface in the silicate-rich layer with the lower crushing limit and thus induces the thicker compressed layer. This compressed layer has the denser bulk density due to a decrease


Figure 3.17: Comparison of colormaps between the crushing limit of (a) 5 MPa and (b) 15 MPa. In most cases where the core exceeds a certain size ( $\sim 80 \mathrm{~km}$ ), the 15 MPa provides a non-colored area that represents the simulation is not converged. We interpret this area as when the pressure in the silicate layer does not approach the defined crushing limit, and thus any solution for the interior layout does not exist.
in porosity and eventually takes up a large portion of Psyche's mass. Therefore, the smaller iron core exists as the compressed layer increases. Owing to this mechanism, given the lower crushing limit of 5 MPa , the smallest core size reaches 71.0 km in radius, while the 15 MPa case gives 71.8 km . We also note that the silicate layer thickness at 5 MPa slightly increases compared to the 10 MPa and 15 MPa cases (Figure 3.18). However, only a few hundred meters are changed in the core radius, and this difference can be negligible compared to the entire Psyche size.

### 3.3.3.3 Dependence on the compression rate in the compressed layer

One may question how the simulation results can change if the actual case of Psyche has a more minimal compression rate in the silicate layer. To understand the dependence on the compression rate, we perform supplementary simulations with the same simulation settings in Section 3.3.3.1 but a much smaller depression rate ( $\sim 5 \%$ ). Figure 3.19 (a) and (b) show the core size at the compression rate of $30 \%$ and $5 \%$, respectively. This result shows that there is no noticeable difference between them. This is because even the highest compression rate of $30 \%$ is still small to reduce the bulk density of the compressed layer until affecting the core size.


Figure 3.18: Comparison of colormaps that shows the silicate-rich layer thickness between the crushing limit of 5 MPa and 15 MPa : (a) The minimum thickness at 5 MPa , (b) the maximum thickness at 5 MPa , (c) The minimum thickness at 15 MPa , and (d) the maximum thickness at 15 MPa . As mentioned in Figure 3.17 (b), the 15 MPa provides a non-colored area that represents the simulation is not converged. Thus, the white area here also represents the case having no solution for the interior layout.


Figure 3.19: Comparison of colormaps that shows the core radius between the compression rate of $30 \%$ and $5 \%$

Also, since the compressed layer thickness is less thick than the top surface and core as seen in Figure 3.13 (b), the change in the compressed layer's bulk density does not have a significant effect on constraining the entire layout distribution. As a final note, we only run simulations within a reduced porosity range (20-50\%) for the top surface compared to the original setting (10-50\%), but this does not change our conclusion.

### 3.3.4 Discussion

Based on the constrained interior layout distributions, we further analyze possible internal conditions that are compatible with the observed surface features of Psyche. Using the core size and the thickness of the silicate-rich layer defined by the simulations (Section 3.3.3.1), we discuss the following likelihoods to reveal the metallic components in the core onto the surface if the differentiated structure is the case for Psyche: 1) If the iron core could be exposed at craterlike regions by the impact cratering process and 2) If Psyche could experience ferrovolcanic surface eruptions.

### 3.3.4.1 Exposed metallic materials at crater-like regions

The current shape of Psyche [4] exhibits topographic features that represent almost certain craters at two locations as described in Section 3.3.1.2. Here, the confidence level - almost certain - is determined in [4] by comparing the current shape model to previous work [141,

135, 142] in terms of topographical and optical albedo features. As described in Section 3.3.1.2, the radar albedo indicates potential metal abundances in those two crater-like regions. In the following discussion, we further constrain the compatible core size with the observed features on Panthia and Eros.

The process that likely causes the localized concentration of metals within Psyche's crater floor is impact cratering [176, 178, 163]. In general, the impact crater formation has three stages: contact-compression, excavation, and modification stages. Figure 3.20 is a schematic depicting a plausible impact cratering scenario within the differentiated layers. After the contact-compression stage (when an impactor hits the surface and then the generated shock waves compress this area downward), a transient crater begins to form by ejecting away the materials (the excavation stage). If a transient crater formation penetrates a thin silicate layer to reach the metallic core, the ejected materials can be made up of mixed silicate and metal. The developed impact ejecta then radially falls onto the surrounding crater. The metal-mixed regolith via the impact-cratering procedure could explain the association of the crater-like region and its high radar albedo features observed in Psyche [4].

In order to constrain interior conditions to reveal the metals on the surface during an impact, we first estimate the maximum excavation depth ( $H_{\text {exc }}$ ) where materials can excavate and become the ejecta. Based on the simple crater formation process, $H_{e x c}$ is experimentally derived as only about one-third of the full depth of the transient crater, which is also approximated as one-tenth of the transient crater size $\left(D_{t}\right)$ [176]. The material deeper than $H_{\text {exc }}$ takes place beneath the transient crater floor, which cannot be revealed on the surface. Given the final crater sizes $\left(D_{f}\right)$ of Panthia ( $\sim 90 \mathrm{~km}$ ) and $\operatorname{Eros}(\sim 62.5 \mathrm{~km})$, each of $D_{t}$ can be determined using a typical value ( $\sim 1.2$ ) of $D_{f} / D_{t}$ empirically derived for terrestrial craters [176]. Eventually, the maximum excavation depth estimates are 10.8 km and 7.5 km for Panthia and Eros, respectively. The depths are a little deeper than their final crater depths, $\sim 10 \mathrm{~km}$ for Panthia and $\sim$ 4 km for Eros depicted in the current shape model. We then find the minimum core size that can be within the excavation areas by measuring the distance between the deepest excavated horizon and the center of the mass of Psyche. In Panthia, the core over the size of 78 km can reach the excavated zone, while Eros requires the larger one over 83 km . Panthia has the lower


Figure 3.20: Impact cratering process schematic for a crater-like region on the surface of Psyche. Here, brown-like colors indicate silicates, while grey-like ones mean metal.
estimate of the core size to be exposed because its size is larger than Eros and thus induces a deeper excavated horizon. We marked this result as black dotted lines in Figure 3.15, If a core size is over this line, we can infer that the metal in the core is ejected with the upper silicate layer in the excavation stage and eventually exposed at the breccia lens and ejecta blanket of the craters.

### 3.3.4.2 Ferrovolcanic surface eruptions

Ferrovolcanism denominates the process that the core materials intrude into the covered rocky layer or even erupt onto the surface of planetesimals while solidifying. [150] first suggested that Ferrovolcanism may be an applicable mechanism to explain metallic components distributed on the surface of metallic asteroids. [127] then analyzed that the differentiated Psyche may experience the ferrovolcanic surface eruption given the size and bulk density driven by [134]. If this mechanism indeed occurs, there are a few requirements. First, Psyche's core should be crystallized from the surface to inside (i.e., inward solidification). If the core is too large, then the outward solidification is a more suitable process like the case for the Earth [179]. However, the estimated core size of Psyche, $\sim 100 \mathrm{~km}$ at maximum, is compatible with the inward solidification process [180, 171]. Second, the core should have melted sulfur-rich contents, which are lighter constituent elements than iron and nickel. Third, the core should produce a layer composed of solid iron-nickel and sulfur-rich liquid while solidifying because the excess pressure generated by the density contrast between the solid and the melt becomes an energy source for melt to intrude the rocky layer. To address the second and third conditions on Psyche, [127] referred to the simulation results regarding the inward core solidification conducted by [171].

This work confirmed that Psyche-sized core ( $\sim 100 \mathrm{~km}$ in radius) is possible to produce pockets of sulfur-rich liquid within the solid iron-nickel while the core is cooling down. Using two free parameters, the vertical extent of melt and the amount of sulfur inside the melt, [127] calculated the rocky layer thickness that the sulfur-rich melt can penetrate (Ref. figure 3 in [127]).

We set the minimum and maximum silicate layer thicknesses found in Figure 3.16 as the lower and upper limit of the silicate layer to assess the ferrovolcanic surface eruptions on Psyche. The minimum and maximum silicate layer reaches up to $\sim 16 \mathrm{~km}$ and $\sim 68 \mathrm{~km}$ when the structure has the lowest porosity. In the following description, we use the results from [127] to suggest feasible conditions to experience the ferrovolcanic surface eruption given the silicate thicknesses. In order to penetrate the rocky layer of $\sim 16 \mathrm{~km}$ thick, the core needs to sustain the vertical extent of melts higher than at least 5 km , which can be sufficiently generated in the inward solidification of the Psyche-sized core [127]. The required amount of sulfur-rich contents is at least $\sim 13 \mathrm{wt} \% \mathrm{~S}$ and reaches up to $\sim 27 \mathrm{wt} \% \mathrm{~S}$ as the vertical extent of melts decreases from 20 km to 5 km thick. On the contrary, the rocky layer of $\sim 68 \mathrm{~km}$ thick necessitates a much larger vertical extent of melts and sulfur-rich contents than the thinner case. The corresponding core condition to the thickness is at least 20 km height of the melt, including more than $\sim 25 \mathrm{wt} \% \mathrm{~S}$ of sulfur-rich contents. As assessed by [127], we also confirm that the defined structural layout still supports that Psyche might experience ferrovolcanism to reveal the metallic materials in the core onto the surface when the requirements (i.e., the size of the vertical extent of melts and amount of sulfur-rich contents) are satisfied. As a final note, we address that our results of the interior layout were obtained using the data (i.e., shape, rotation period, and bulk density) in the current state. However, Ferrovolcanim is a possible mechanism when the core is solidifying, which means that the timeline is unlikely to be the current but the early stage of the planetesimal formation. Therefore, the analysis above is only reasonable when Psyche has not experienced significant changes in its shape and physical properties compared to its primordial ones.

### 3.3.5 Limitations

The first issue means that the mechanical properties (bulk density and porosity) in our structure model are homogeneously distributed in each layer. In reality, these properties may change continuously as seen in the lunar crust [181, 169, 174]. For example, porosity likely decreases proportionally as the applied pressure is high. Likewise, the bulk density tends to be denser at the deeper layer. Thus, these mechanical properties are considered functions of depth in general. However, the currently available Psyche data is not sufficient to consider the details. This homogeneity assumption can be reconsidered as an inhomogeneous structure given its gravity field data obtained from the upcoming Psyche mission.

The second issue describes that we keep the core shape as a sphere. However, given that the gravity field of Psyche and its moment of inertia are currently unknown, this assumption can be reasonable. A recent study, [142], suggested that Psyche might form at equilibrium, and its shape could be deformed by post-impacts. They addressed that the current shape presents small deviations from a Jacobi ellipsoid with a spin period of $\sim 3 \mathrm{hr}$ and thus inferred that this might be Psyche's primordial conditions. However, this work does not provide any constraints on the possibility of the core being in hydrostatic equilibrium. After the primordial shape had been formed, it is highly possible to have been influenced by some disturbances such as impacts [138] that might affect the internal structure. Given that there is no data (i.e., gravity field) to constrain its impact scenarios and primordial conditions, it is unavailable to model such a core shape of Psyche correctly. As with the first issue, we believe that the upcoming NASA's Psyche mission will provide more information (i.e., whether it is differentiated or undifferentiated, high-resolution topographic features to constrain its impact history) to better constrain its internal structure, and then we will revisit this issue.

Here, we review some earlier works (e.g., [142, 127, 138]) that may hint at Psyche's initial shape and impact history. First, in terms of the initial shape, [142] developed Psyche's shape using disk-resolved images and derived a triaxial ellipsoid consistent with the shape model. Then, they found that the spin period of $\sim 3 \mathrm{~h}$ is compatible with inducing hydrostatic shape corresponding to this triaxial ellipsoid. Based on this result, they suggested that this triaxial
ellipsoid might be a primordial shape of Psyche having a spin period of $\sim 3 \mathrm{~h}$ and post-impacts slowed down its spin period up to $\sim 4.2 \mathrm{~h}$ and led to the current shape. However, this work does not put any constraints on its core shape although it may provide insight into the initial condition of Psyche's surface geometry. Second, regarding the impact history, [149] tested a hit-and-run scenario, one of the hypotheses of Psyche's evolution, between two planetesimals based on Smoothed Particle Hydrodynamics. They proposed that Psyche could repeatedly experience hit-and-run collisions and eventually become a mantle-stripped body. The collision simulation corresponding to this scenario showed that the entire structure is highly disrupted by the impact and reaccumulated. However, this work is also one of possible scenarios for Psyche and does not provide any details on the current internal structure. Lastly, we note that [127] recently assumed the structure of Psyche as a differentiated one to assess the possibility of a ferrovolacanic surface eruption process. The structure was modeled to have two layers that have the same layout with the triaxial shape model by [134]. However, this assumption was not based on any evidence. They also mentioned that Psyche's shape might be more complex than their current assumption. Given this, we decided to use a spherical core shape for the simplest assumption in the current work.

### 3.3.6 Conclusion

In this study, we used the Three-layer model and FEM approach to constrain the interior layout of Psyche, given that this object is a metallic core covered with a silicate-rich layer. Below are the main results of our simulations.

- If Psyche indeed originated from a differentiated planetesimal, given the reported bulk density of $4.0 \mathrm{~g} \mathrm{~cm}^{-3}$, the estimated core size is 72 km to 88.5 km in radius ( $30-45 \%$ of the overall size of Psyche) within the assumed porosity ranges.
- The crushing limit of silicate affects the core size, but this change is minimal. With the lower crushing limit, the core size becomes smaller under the same geophysical condition because the compressed layer is thicker than the higher crushing limit case. Since this compressed layer has a high bulk density and takes up a more significant portion
of Psyche's mass, the sustainable core size becomes smaller. The minimum core size reaches 71 km at the 5 MPa crushing limit while slightly increasing to 71.8 km at the 15 MPa case.
- The compression rate in the silicate layer has a minimal effect of constraining the core size. Under the pressure regime ( -15 MPa ) in the silicate layer of Psyche, compaction would occur with a less significant scale (compression rate less than $30 \%$ ). Within this scale, the change in the compression rate does not induce any noticeable difference in the final interior layout.
- The current observation analysis shows that Panthia has the highest radar albedo than the surrounding, indicating a localized region of high metal concentrations. In addition, Eros cannot be excluded from metal abundance because this region is still within the area having elevated radar albedo and bifurcated radar echoes implying high metal sources. The minimum core size compatible with the impact cratering process to induce metal excavation at Panthia (Eros) is $78 \mathrm{~km}(83 \mathrm{~km})$ in radius, which takes up $34 \%(40 \%)$ of the total size of Psyche. The non-porous iron core even excavates its metal onto the surface at Panthia if the top silicate layer is highly fragmented ( $>30 \%$ ).
- The constrained interior layout has the minimum and maximum silicate layer of $\sim 16 \mathrm{~km}$ and $\sim 68 \mathrm{~km}$ at the pole and equator under the spherical core shape assumption when the structure has the lowest porosity. This structure condition still supports the ferrovolcanic surface eruption as suggested by [127]. However, this interior layout is derived using Psyche's current physical conditions, which may not provide any insight into the timeline of Ferrovolcanism. Thus, this conclusion is only reasonable when Psyche still keeps its primordial conditions.

This case study suggested a possible interior structure of Psyche given the hypothesis that the asteroid is originated from a differentiated planetesimal. We then investigated the possible structural conditions compatible with the impact cratering process and ferrovolcanic surface eruptions to explain metal abundances on Psyche's surface. With detailed observations by

NASA's Psyche in 2026, the current work will be extended to understand Psyche's internal structure, which will provide insight into its history.
3.4 Case study: (486958) Arrokoth

### 3.4.1 Research background

(486958) Arrokoth is a cold classic Kuiper Belt Object (KBO), which has been minimally dynamically perturbed. The cold classic KBO is generally considered to have been formed directly rather than having been moved into their orbits by Neptune or other dynamical processes [182, 183], and thus Arrokoth might be one of the most primitive objects in our solar system. In 2019, NASA’s New Horizons spacecraft successfully made its historic flyby to Arrokoth at a distance as close as $\sim 3,500 \mathrm{~km}$. During the close approach, it took an image using the Long Range Reconnaissance Imager (LORRI). The LORRI image confirmed that Arrokoth has a bilobated shape - two lobes connected with a narrow contact region (hereafter 'neck') - and revealed the details of its shape and geological features [184, 185, 9, 186]. The contact binary shape of Arrokoth consist of a relatively smaller lobe having a maximum dimensions of $15.4 \mathrm{~km} \times 13.8 \mathrm{~km} \times 9.8 \mathrm{~km}$ and a larger lobe having that of $20.6 \mathrm{~km} \times 19.9 \mathrm{~km} \times 9.4$ km . Those two lobes are considered planetesimals which had been formed in a protoplanetary disk and highly porous objects that composed of abundant Methanol ice $\left(\mathrm{CH}_{3} \mathrm{OH}\right)$ and dusts [185]. Given the Arrokoth's current shape, the most probable formation scenario is that those two chunks are gently collided each other with a very slow speed less than $5 \mathrm{~km} / \mathrm{s}$ instead of high speed collision [183, 187]. The fact that the Arrokoth's surface does not show any signs for catastrophic disruptions also supports the gentle merging process [188]. One geological feature identified in New Horizons images is that Arrokoth has the largest crater-like region (hereafter 'sky crater') on the small lobe. The depression has a size of 7 km width and 1 km depth and is probably an impact crater because of its bowl shape. The sky crater takes up $\sim 7 \%$ of the size of the small lobe. Given the significant crater size, we postulate that the structurally weakest neck region of Arrokoth might be subject to the substantial structural disturbance (i.e., neck break up) if the sky crater forming event occurred after the bilobate shape had formed [8].

In this study, we visit the question of how the bilobated Arrokoth responded to the structural disturbances generated by the sky crater impact. We mainly focus on the change in the cohesive strength regime required to keep the current shape on the neck of the bilobated shape after the sky crater impact event. For this, we used a developed numerical model that has twofold. The first stage is to characterize the impact parameters (i.e., impact speed and impactor's size) that generate the identical size of the sky crater using the crater-scaling relationship. As a next stage, we adopted the finite element model to investigate the structural disturbance responding to the sky impact in terms of the cohesive strength level evolution around the neck, given the information on the characterized sky crater forming event. We provide a full description of the methodology in Section 3.4.2 and our simulation results in Section 3.4.3. In Section ??, we discuss the measured cohesive strength regime by referring to other small bodies' strengths and the key findings that could indicate the potential dynamical behavior of the bilobated structure after being subject to the sky crater-like large impacts.

### 3.4.2 Numerical model

To explore how Arrokoth reacted to the sky crater-forming impact, we developed a numerical model for constraining the minimum cohesive strength regime required to keep the current shape without any structural disruptions. The model has two stages of investigating the evolution of stress fields of the entire object after the sky impact. In the first stage, we use a pi-scaling law for characterizing the environment when the sky crater had formed to estimate the linear momentum imparted into the small lobe due to the sky crater. At the following stage, we use a finite element model for measuring the stress field across the Arrokoth structure, especially the the neck area, when applying the impulse velocity derived by the linear momentum caused by the sky impact. The time-varying stress fields provide the minimum cohesive level required for the Arrokoth structure to keep the current bilobated shape after the sky crater forming impact.

### 3.4.2.1 Sky crater forming impact event characterization

We have a limited information used for characterizing the sky crater forming impact event. First, we can estimate the size of the final crater after the impact. The Arrokoth LORRI image
revealed that the sky crater has a size of $\sim 7-\mathrm{km}$ width and $1-\mathrm{km}$ depth [184], which has a similar depth/diameter ratio with craters on other objects (i.e., Šteins and Eros, main belt asteroids) that have the similar gravity field with Arrokoth. Second, we know the Arrokoth's composition that includes abundant methane and water ice [185]. Lastly, earlier studies ([183, 8, 186]) investigated that Arrokoth's bulk density is likely to be between 250 to $500 \mathrm{~kg} / \mathrm{m}^{3}$ by analyzing its geophysical properties and structure stability. Given this information, we use a pi-scaling law suggested by [7] to estimate the impact-induced linear momentum.
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Figure 3.21: Algorithm of the impact crater size scaling law model. In step 1 , the minimum cohesive strength is determined based on the stress field at the equilibrium state using the FEM. The equilibrium is defined when the object is under its self-gravity and rotation without any other external effects. In step 2, the crater size is determined based on a pi-scaling law relation [7] given the assumed impact parameters (i.e., bulk density of the taget and impactor and the impactor's velocity). We follow Equation (7) in [8]. In step 3, we compare the estimated crater size to the actual size of the sky crater. For the comparison, we set the error as $10^{-7}$.

Figure 3.21 shows a schematic of our model using a pi-scaling law. In this model, we first estimate the crater size using a different combination of the impact parameters and then compare the estimate to the actual size of the sky crater. Here, the impact parameters includes a target's bulk density (here, a target is Arrokoth), a target's strength, an impactor's bulk density, and impact velocity. Given the uncertainty of the impact parameters, we make assumptions that could be applicable to the case of KBO. For the impactor's bulk density, we assumes that
the impactor has the same materials as the targeted body, Arrokoth. Since the most reasonable bulk density regime of Arrokoth is between $250 \mathrm{~kg} / \mathrm{m}^{3}$ to $500 \mathrm{~kg} / \mathrm{m}^{3}$, that of the impactor also follows the same range. For the impactor's speed, we refer to the impact speed distribution onto Arrokoth investigated by [189]. The study suggests impact velocity spectrum onto Arrokoth for each Kuiper Belt sub-population with the collision probability (Figure 2 in [189]). If the impactor comes from the cold classics, which have the similar orbit to Arrokoth, the impact speed likely ranges between $100 \mathrm{~m} / \mathrm{s}$ to $1 \mathrm{~km} / \mathrm{s}$ with the peak value of $300 \mathrm{~m} / \mathrm{s}$. The impact speeds are all distributed in the range less than $4 \mathrm{~km} / \mathrm{s}$, even if the impactor comes from other regions, not the cold classics. Lastly, for the target's strength, we estimate the stress field of Arrokoth at the equilibrium state using the FEM when it is under its self-gravity and rotation without any other external effects (Step 1 in the pi-scaling law model). Figure 3.22 shows the cohesive strength distribution on a slice of the Arrokoth structure. The cohesive strength is computed from the FEM simulation given its current spin period of 16 hr and bulk density of $500 \mathrm{~kg} / \mathrm{m}^{3}$. The maximum strength of around 3 kPa occurs at the neck regions, and the entire body's strength at the equilibrium does not exceed 5 kPa . In step 2, we convert the impact parameters to a crater diameter using a pi-scaling law. Here, we follow the impact crater scaling model applicable to Arrokoth developed by [8]. The study adopts a conversational approach for the crater scaling laws by [7], although there might be added uncertainty in applying it to KBOs due to the limited knowledge of their impact processes [190]. As seen in step 2 in Figure 3.21 , a crater diameter can be measured as a function of the impact parameters and impactor's size (see Equation (7) in [8]). In step 3, we compare the estimated diameter to the actual diameter of the sky crater, $\sim 7 \mathrm{~km}$. Given an error of $10^{-7}$, we reiterate the estimation of the crater size by parameterizing a factor of the impactor's size until the estimate matches the actual size.

Using the impact scaling model, we investigate the linear momentum brought in by the impactor (Figure 3.23 (a)) and the corresponding impulse velocity felt by the small lobe (Figure 3.23 (b)). The impulse velocity is computed based on the simple assumption that the linear momentum imparts to the small lobe. We consider three different cases for the impact speed within the possible regime suggested by [189]. The preliminary result shows that the linear momentum decreases as the impact speed decreases. This trend is caused by the fact that


Figure 3.22: Arrokoth's strength regime at the equilibrium state. This plot shows the cohesive stregnth distribution on a slice of the object. The cohesive strength is computed from the FEM simulation given its current spin period of 16 hr and bulk density of $500 \mathrm{~kg} / \mathrm{m}^{3}$. The cohesive strength around the neck is less than 3 kPa , and the entire structure has the cohesive stregnth regime less than 5 kPa .
a larger impactor is required to generate the 7 -km-wide crater with a slower impact speed. However, all the cases with an impact speed of fewer than $1 \mathrm{~km} / \mathrm{s}$ have the same order of magnitude $\left(\sim 10^{13}\right)$. The magnitude of the linear momentum induces an impulse velocity of around $0.1 \mathrm{~m} / \mathrm{s}$. Given the lower impact speed, the impulse velocity becomes higher.

### 3.4.2.2 Impact-induced cohesive strength variation

In order to calculate the time-varying stress field after the sky crater forming event, we extended a numerical approach, initially developed by [72], using the finite element method for computing the stress field of an irregularly shaped body. The irregular shape is modeled as


Figure 3.23: Result plots from the pi-scaling law model. (a) shows the linear momentum brought in by the impactor given the impactor's velocity ranging from $100 \mathrm{~m} / \mathrm{s}$ to $1 \mathrm{~km} / \mathrm{s}$. The green, red, and blue colored lines represent the impactor's velocity of $100 \mathrm{~m} / \mathrm{s}, 300 \mathrm{~m} / \mathrm{s}$, and 1 $\mathrm{km} / \mathrm{s}$, respectively. Here, the bulk densities of a target and an impactor are set as $500 \mathrm{~kg} / \mathrm{m}^{3}$. The minimum cohesive strength is set as 5 kPa , which is above all cohesive strengths at the equilibrium state. (b) shows the impulse velocity imparted into the small lobe by converting the estimated linear momentum based on the linear momentum conservation when the impactor contacts the small lobe. When the object is denser, the impulse velocity is slower because of the higher mass of the structure.
a 4-node tetrahedral mesh and is considered to have a uniform rotation behavior. The distinguished feature of this numerical model is considering the time-varying loading derived from the targeted body's dynamic behavior, such as rotation, and provides the dynamic evolution of the stress field. The stress calculation is based on linear-elastic deformation. It is considered to have no large shape deformation, which means the body keeps its initial shape all the time while applying the dynamic loading vectors on the object. This model has been adopted for other small bodies to characterize their structural properties (i.e., cohesive strength). [72] used this model to investigate the stress evolution of (99942) Apophis, expected to close flyby the Earth in 2029, given that it is affected by the tidal effect. This study revealed that the most significant stress variation occurs at the neck region of the Apophis' contact binary shape, although the stress variation would have a minimal effect on occuring changes in the Apophis' structure condition during tis 2029 Earth encounter. Another previous study was adopting this numerical model to (16) Psyche, the largest metal-rich asteroid in the main asteroid belt, to


Figure 3.24: A schematic showing how nodes are connected to each other. In the selected viscoelastic model (Kelvin-Voigt model), the connection between each node is modeled as a paralleled spring and dash-pot system. Here, the left-side panel is the FEM mesh, while the middle-side panel shows the zoomed part of the mesh. The right-side panel depicts the node connection in the Kelvin-Voigt model. $N$ defines the node, while $L$ represents the loading vector. $E$ and $\eta$ are Young's modulus and viscosity, respectively.
constrain its possible interior structure layout given the assumption that Psyche is a differentiated silicate-iron body [191]. In order to investigate the viscoelastic behavior of Arrokoth after the impact, we extended the original FEM in this study.

The general formulations used for the FEM are well described in [72] and [191], mainly in terms of how the stress fields of a 4-node tetrahedral mesh representing an irregular shaped small body are computed given a time-varying lading vectors. The main change in the extended model is that we replaced the linear elastic model corresponding to Equation 16 in [72] (Equation A3 in [191]) to the viscoelastic model represented by the kelvin-voigt model, which is the simplest approach to investigate the behavior of the viscoelastic material [192]. In the 4-node tetrahedral mesh, a connection between each node consists of a spring and a dash-pot in parallel as shown in Figure 3.6. The following equation describes the constitutive equation used for the extended FEM:

$$
\begin{equation*}
\bar{\sigma}=E \bar{\epsilon}+\eta \dot{\bar{\epsilon}} \tag{3.22}
\end{equation*}
$$

where $E$ and $\eta$ are a constant defining Young's modulus and the viscosity, respectively. $\bar{\sigma}$ is the stress vector at a node that includes six components ( $\sigma_{x x}, \sigma_{y y}, \sigma_{z z}, \sigma_{x y}, \sigma_{x z}, \sigma_{y z}$ ). $\bar{\epsilon}$ and $\dot{\bar{\epsilon}}$ are a strain and strain rate vector, respectively. As described in the previous studies ([72] and
[191]), $\bar{\epsilon}$ and $\dot{\bar{\epsilon}}$ can be rewritten as a function of a displacement $(\bar{u})$ and displacement rate $(\dot{\bar{u}})$ as follows:

$$
\begin{align*}
& \bar{\epsilon}=\nabla N \bar{u}  \tag{3.23}\\
& \dot{\bar{\epsilon}}=\nabla N \dot{\bar{u}} \tag{3.24}
\end{align*}
$$

where $N$ defines the shape function that help approximately characterize variables in the offnode region. As a final note, the extended FEM solves the second-order differential equation with respect to $\bar{U}$ using a Runge-Kutta 4th-order integrator. Here, $\bar{U}$ a $3 \kappa_{n}$ sized vector that combines all $\bar{u}$ for each node where $\kappa_{n}$ is a number of node of the 4-node tetrahedral mesh. The second-order differential equation is given as:

$$
\begin{equation*}
\ddot{\bar{U}}+\chi \dot{\bar{U}}+\Psi \bar{U}=\bar{b} \tag{3.25}
\end{equation*}
$$

where $\bar{b}$ is the dynamic loading vector that combines self-gravity and rotational force. Here, $\chi$ and $\Psi$ are $3 \kappa_{n}$-by- $3 \kappa_{n}$ square matrices. Each matrices can be computed given the following parameters:

$$
\begin{gather*}
\chi=f(\rho, v, \nu, E)  \tag{3.26}\\
\Psi=f(\rho, v, \eta) \tag{3.27}
\end{gather*}
$$

where $\rho$ and $v$ are a bulk density and volume of the corresponding node.

### 3.4.2.3 Geophysical parameter settings

The geophysical and other parameters used for simulations are described in Table 3.6, As most geological parameters for the KBO are not well known, defining Young's modulus and viscosity to represent the material composed of the Arrokoth structure is difficult. We set the range of Young's modulus as $1-10 \mathrm{MPa}$, which is in line with the value of Young's modulus
range found at the surface of comet 67 P [193]. This range also includes the previous studies' parameter settings for the FEM [72, 191, 194] and the discrete element model [36] for small bodies. Next, we referred to [194] to set the possible range of the viscosity of Arrokoth. In Section 4.2 in [194], The viscosity of small bodies can be estimated using a quality factor (Q factor). The Q factor defines a dimensionless parameter characterizing the system having an energy dissipation and is given as Equation 3.28 .

$$
\begin{equation*}
Q=\frac{\text { Initial energy stored in the system }}{\text { The loss of energy over one cycle of the oscillated system }} \tag{3.28}
\end{equation*}
$$

Considering that the Arrokoth structure can be simplified as two-mass system connected with a spring and damper, the Q factor can be written as a function of the material's density, geophysical parameters (young's modulus and viscosity), and the equilibrium distance between the two masses. The following equation shows how the Q factor can be computed.

$$
\begin{equation*}
Q=\frac{2 \pi}{1-e^{\frac{-2 \pi c}{\sqrt{k-\frac{c^{2}}{4}}}}} \tag{3.29}
\end{equation*}
$$

Here, $k$ and $c$ are defines as below.

$$
\begin{align*}
& k=\frac{E}{\rho l_{0}{ }^{2}}  \tag{3.30}\\
& c=\frac{\eta}{\rho l_{0}{ }^{2}} \tag{3.31}
\end{align*}
$$

where $\rho$ and $l_{0}$ are the Arrokoth's bulk density and the equilibrium distance between the small and large lobes. Using Equation 3.29, we figured out how $\eta$ changes within the possible range of $E$. We apply the Q factor of 100 , which is a typical value for solid bodies [195, 196]. Figure 3.25 shows the correlation between $\eta$ and $E$ given the Arrokoth bulk density regime ranging from 250 to $500 \mathrm{~kg} / \mathrm{m}^{3}$. We note that the Young's modulus has the same order of magnitude with the corresponding Young's modulus.


Figure 3.25: Viscosity settings depending on Young's modulus. The density ( $\rho$ ) unit is $\mathrm{kg} / \mathrm{m}^{3}$.

### 3.4.2.4 FEM mesh resolution settings

The FEM needs a 4-node mesh representing an irregular shape of the targeted object. In the FEM simulation, one important step is to adequately refine the mesh to have a mesh quality until it can provide a reasonable FEM solution and computation time. In general, the FEM solver is more likely to face a divergence issue or provide a less accurate solution for stress fields as the imported FEM mesh is less refined because a coarse mesh usually has a low mesh quality. However, the more refined mesh tends to have unacceptable computation time to obtain the solution for stress fields. To generate the Arrokoth's FEM mesh, we start with the LORRI image derived shape model [9] as shown in Figure 3.26. Using the Tetgen [197] and MeshLab [198], which are commonly used FEM mesh generators, we generate and refine the FEM mesh. In our simulations, we selected the mesh (see Figure 3.27), which consists of 417 nodes and 1,392 elements, because it gives acceptable computation time. To assess whether the mesh

Table 3.6: Geophysical and other parameter settings for simulations.

| Quantity | Value/Range | Units |
| :---: | :---: | :---: |
| Young's modulus | $1-10$ | MPa |
| Poisson's ratio | 0.25 | $[-]$ |
| Viscosity | $1-10$ | $\mathrm{MPa} \cdot \mathrm{s}$ |
| Friction angle | 35 | $\circ$ |
| Rotation period | 15.92 | hr |
| Bulk density | $250-500$ | $\mathrm{~kg} / \mathrm{m}^{3}$ |
| Volume | TBW | $\mathrm{m}^{3}$ |
| Number of nodes | 417 | $[-]$ |
| Number of elements | 1392 | $[-]$ |
| Step size | 0.01 | sec |
| Total simulation time | 16 | hr |

provides an acceptable result for stress fields, we performed the identical simulation with a higher-resolution mesh and then see how the stress fields depend on the mesh resolution. The high-resolution mesh has the finer mesh that consists of 1141 nodes and 4,108 elements.

In the simulation, Young's modulus and the bulk density are set as 10 MPa and $500 \mathrm{~kg} / \mathrm{m}^{3}$, respectively. Other parameters required for the simulation follow Table 3.6. Figure 3.29 shows the cohesive strength at the equilibrium on a surface and a slice of Arrokoth with the selected mesh, while Figure 3.28 show the case of the high-resolution mesh. We notice that the selected mesh is fully enough to capture the trend in the cohesive strength seen in the high-resolution one. Given the contact binary shape, the highest cohesive strength occurs around the neck region, which is the most narrow region of the entire structure. Both meshes show the high strength regime around the neck, although there is a little discrepancy in the strength regime. The high-resolution mesh has the maximum cohesive strength of 3.3 kPa and 2.0 kPa at the surface and the inside of the body, respectively. In the selected mesh, the cohesive strength at the surface and the inside of the body reach up to 2.6 kPa and 1.4 kPa for each, which shows the cut-off value of $0.6-0.7 \mathrm{kPa}$ compared to the high-resolution one. However, the measured strength regimes in both cases still have the same order of magnitude. Furthermore, in the present problem of how the cohesive strength changes after the sky impact, we focus on the variation in the strength regime rather than its specific value. This strength discrepancy does not cause a significant change in our analysis of the strength variation on Arrokoth.


Figure 3.26: Arrokoth's shape model derived by the LORRI image [9]. This surface mesh consists of 832 facets and 417 vertices.


Figure 3.27: A slice of the selected Arrokoth's FEM mesh. This structural mesh used for the FEM simulation consists of 417 nodes and 1,392 elements.


Figure 3.28: Minimum cohesive strength in Arrokoth at equilibrium state with the high resolution mesh. The cohesive strength at a surface and a slice of Arrokoth are shown in the top and bottom panels, respectively.


Figure 3.29: Minimum cohesive strength in Arrokoth at equilibrium state with the reducedresolution mesh, which is used for the major simulations in this study. The cohesive strength at a surface and a slice of Arrokoth are shown in the top and bottom panels, respectively.

Table 3.7: FEM simulation results for three cases having a different bulk density of the target and impactor. Here, $\delta Y_{\max }$ defines the highest cohesive strength variation.

| Bulk density | Impulse velocity | $\delta Y_{\max }$ |
| :---: | :---: | :---: |
| $250 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.148 \mathrm{~m} / \mathrm{s}$ | 15 kPa |
| $350 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.1 \mathrm{~m} / \mathrm{s}$ | 12 kPa |
| $500 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.071 \mathrm{~m} / \mathrm{s}$ | 9 kPa |

### 3.4.3 Results and discussions

We performed the FEM simulations to constrain the cohesive strength regime required to keep the Arrokoth's bilobated shape. Given the uncertainty of simulation parameters (i.e., an impact speed, the target's density, and geophysical parameters - Young's modulus and viscosity), we run multiple simulations with a possible range of simulation parameter spaces (Table 3.6) and see how the maximum cohesive strength regime changes. In this section, we show a representative case to address the result for the FEM simulation. This case has the parameter settings given as: an impact speed of $100 \mathrm{~m} / \mathrm{s}$, a target's bulk density of $500 \mathrm{~kg} / \mathrm{m}^{3}$, and Young's modulus of 10 MPa corresponding to the viscosity of $10 \mathrm{Mpa} \cdot \mathrm{s}$. Figures 3.30 and 3.31 show the change in the cohesive strength variation on a slice and surface of the body, respectively. The time duration of the figures corresponds to a single cycle of the oscillation of the stress field. We notice that the cohesive strength variation reaches up to $\sim 12 \mathrm{kPa}$ around 4 minutes after the impact around the neck area, which is the structurally weakest part of the bilobated structure. The specific node where the maximum variation occurs is located on the plane perpendicular to the direction of the sky impact. Figure 3.32 shows the time-varying cohesive strength at this location during the Arrokoth's rotation period ( $\sim 16 \mathrm{hr}$ ). As see in the figure, the cohesive strength variation follows the response in the under-damped system with the current parameter settings. The following sections discuss how the maximum cohesive strength value changes depending on the simulation parameter settings.

### 3.4.3.1 Dependence on Bulk density

Table 3.7 summarizes the simulation parameter settings and the measured maximum cohesive strength. Given an impact speed of $100 \mathrm{~m} / \mathrm{s}$ (see the green line in Figure 3.23 (b)), we selected


Figure 3.30: The result for the FEM simulation showing time-varying cohesive strength variation on a slice of the body over one oscillation cycle. The variation value defines a subtraction of the cohesive strength at a specific time state from the one at the equilibrium state. The impact speed, the target's bulk density, Young's modulus, and viscosity are set as $100 \mathrm{~m} / \mathrm{s}, 500 \mathrm{~kg} / \mathrm{m}^{3}$, 10 MPa , and $10 \mathrm{Mpa} \cdot \mathrm{s}$, respectively.
three cases with a bulk density of $250 \mathrm{~kg} / \mathrm{m}^{3}, 350 \mathrm{~kg} / \mathrm{m}^{3}$, and $500 \mathrm{~kg} / \mathrm{m}^{3}$. As seen in Figure 3.23 (b)), the different bulk density induces a different impulse velocity felt by the small lobe: As the lower bulk density corresponds to the faster impulse velocity because the linear momentum


Figure 3.31: The result for the FEM simulation showing time-varying cohesive strength variation on a surface of the body over one oscillation cycle. The variation value defines a subtraction of the cohesive strength at a specific time state from the one at the equilibrium state. The impact speed, the target's bulk density, Young's modulus, and viscosity are set as $100 \mathrm{~m} / \mathrm{s}, 500 \mathrm{~kg} / \mathrm{m}^{3}$, 10 MPa , and $10 \mathrm{Mpa} \cdot \mathrm{s}$, respectively.
imparted into the small lobe is larger. As a result, we can see the trend - the higher impulse velocity is applied to the small lobe, a higher cohesive strength level is required to keep the initial shape. If Arrokoth has a bulk density of $250 \mathrm{~kg} / \mathrm{m}^{3}$, the cohesive strength around the


Figure 3.32: The result for the FEM simulation showing time-varying cohesive strength at a specific node where has the maximum cohesive strength over the Arrokoth's single rotation period ( $\sim 16 \mathrm{hr}$ ).
neck area should sustain at least 15 kPa to avoid any structural disturbances or deformations. In the case of a bulk density of $350 \mathrm{~kg} / \mathrm{m}^{3}$ and $500 \mathrm{~kg} / \mathrm{m}^{3}$, the strength level becomes lower, up to 9 kPa . However, the same order of magnitudes in the cohesive strength variation occurs in all cases within the possible density range between 250 to $500 \mathrm{~kg} / \mathrm{m}^{3}$. This level of variation seems to be significantly higher than other small bodies, usually less than 1 kPa [199, 200], which may indicate that Arrokoth could experience structure disturbances such as neck breakup or shape configurations in the past. However, the current result cannot reject other possible scenarios, such that Arrokoth might have high cohesive strength or Arrokoth might protect itself from impacts due to the possible compaction effect from its highly porous structure. Further analysis of Arrokoth's LORRI image to look at any signs of shape configurations or structure disturbances can be future work to explore this question further.

## Chapter 4

## Conclusion and future works

This dissertation described case studies showing the process of how the science questions on small bodies can be investigated numerically using the currently available data. The numerical models were developed to characterize small bodies' properties on the surface and structure based on their complex dynamics. The selected small bodies were a group of NEAs, MBAs, comets, and KBOs. We note that the current numerical models still further need to validate the obtained results. Also, the selected objects in some of the projects are targets of the upcoming space missions, and thus advancing the current numerical models to connect with the potential data from the missions needs to be considered. The listed below describes the summary of each case study and potential approaches to either use mission data or observation data, which can provide better analysis and support the model validation.

- Section 2.1 showed the case study, which investigates how an asteroid's elongation controls the sensitivity of its surface to tidal effects during a distant planetary encounter beyond the Roche limit. We analyze the surface slope and its variation by considering the shape elongation, as well as the spin period and orbital conditions. The main result shows that a more elongated asteroid tends to have a higher slope variation, while there may not be a monotonic increase in the total area having such a variation. To explore whether our conclusion is observable in reality, we can consider the actual S- and Q-type asteroids and compare the measured surface sensitivity depending on their shape elongation. The concern is that the currently available shape models of the S- and Q-types are
still limited ${ }^{1}$, and thus it might not be reasonable to do a general analysis on correlation between shape and albedo of S- and Q-types.
- Section 2.2 showed the case study in which we adopted the dynamics model to investigate the surface sensitivity of NEAs during a close planetary encounter to the Apophis 2029 Earth encounter event. We implemented a tidal resurfacing model with two stages: dynamics modeling of the entire body to determine time-varying accelerations and surface slope profiles felt by each surface patch during the 6-h-long closest encounter, and DEM modeling to track motions of surface grains in localized patches ${ }^{2}$. Our simulation results indicate that tidal resurfacing, limited to certain localized regions, will likely occur half an hour before perigee and on the scale of 1 per cent of Apophis's entire surface area. This work also indicates that the most likely locations to detect tidal resurfacing are: initially high-sloped regions ( $>30^{\circ}$ ) regardless of the encounter orientation of Apophis, and mid-sloped regions $\left(15^{\circ}-30^{\circ}\right)$ that experience a significant positive slope variation ( $>0.5^{\circ}$ ), which is mainly controlled by the encounter orientation. When we predict the encounter orientation more precisely, the current tidal resurfacing model can provide better predictions on the locations that can actually show strong signals for tidal resurfacing. It is theoretically possible to change Apophis' surface albedos if the tidally induced grain motions indeed occur during the 2029 Earth encounter. Therefore, investigating albedo changes will be crucial to support the tidal resurfacing scenario. Furthermore, images taken by in-situ mission (i.e., OSIRIS-APEX) will provide more detailed information on Apophis' surface properties which can be implemented in our numerical model for better prediction.
- Section 3.3 showed the case study, which numerically investigated the interior layout when the structure of Psyche consists of a spherical iron core and two types of the silicaterich layers (compressed and uncompressed ones) resulting from the compaction process. The original FEM was extended to be implemented in an inverse problem algorithm to

[^2]determine the layout distribution by combining a Finite Element Model (FEM) approach that accounts for density variations and constrains pressure-based crushing conditions. The key results addressed that the core size ranged between $78-83 \mathrm{~km}$ in radius can be compatible with the scenario that the impact cratering process might cause the localized metal concentration at the crater-like region detected in the recent radar observation. This study also indicated that the ferrovolcanic surface eruptions could still be a source of metal-rich materials, given the measured thickness of the silicate-rich layer. We expect the upcoming NASA Psyche mission to obtain detailed data on the gravity field using its loaded X-band radio system. We can consider implementing this data in our advanced model, allowing for more detailed settings on the density distribution of the object. Also, we can use the detailed surface map to better constrain the metal-concentrated regions to explore whether the impact cratering process could be one of contributors to explain metals on the surface.

- Section 3.4 showed the case study, which explored how the bilobated Arrokoth responded to the structural disturbances generated by the sky crater impact and mainly focused on the change in the cohesive strength regime required to keep the current shape under the influence of the sky impact. The original FEM was extended to calculate the time-varying cohesive strength based on viscoelastic deformation. The initial condition of the FEM was given by the impact scaling model that characterized the linear momentum imparted to the small lobe due to the sky impact. The key result of this study is the minimum cohesive strength variation required for Arrokoth to keep the current shape from the sky impact reaches up to $\operatorname{sim} 15 \mathrm{kPa}$ at the neck in the defined parameter space. This strength variation changes depending on the impact speed or Arrokoth's bulk density, but all simulated cases showed a few kilopascals strength variations. This level of variation seems to be significantly higher than other small bodies, usually less than 1 kPa [200, 199]. This result might indicate that Arrokoth could experience structure disturbances such as the neck breakup in the past. However, it is not rejected that KBOs might have a higher strength regime than other small bodies. The LORRI image is the only available
data to analyze the Arrokoth's surface because no future mission is currently targeting this object. If the Arrokoth's neck was subject to strong structural disruptions, we might find any remaining features on the surface, although it is uncertain to be detectable in the image. Therefore, surface analysis using the Arrokoth LORRI image can be proposed to explore the neck breakup scenario. One noticeable feature in Arrokoth's structure is that the principal axis of the two lobes is slightly misaligned. This feature might also be explainable if the two lobes were previously departed and reattached. By simulating how the two lobes were dynamically locked after the sky impact, we can visit the question of whether the structural disruption due to the sky impact might cause the misaligned feature.
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[^0]:    ${ }^{1}$ The Apophis case study is a collaboration work. The discrete element modeling is done by Joe DeMartini from the University of Maryland.

[^1]:    ${ }^{1}$ The perigee distance is the minimum possible close-approach distance between the 3 -sigma Earth target-plane error ellipse and the Earth's surface, retrieved from the Center for Near-Earth Object Studies server (https: //cneos.jpl.nasa.gov/ca/).

[^2]:    ${ }^{1}$ The currently available asteroid shape models can be checked in these websites (i.e., 3D Asteroid Catalogue, PDS Small Bodies Node, etc.)
    ${ }^{2}$ As mentioned in the previous sections, the DEM modeling was done by Joe DeMartini at the University of Maryland.

