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With the continuing trend of technology scaling, leakage power has become a main 

contributor to power consumption. Dual threshold (dual-Vth) assignment has emerged as 

an efficient technique for decreasing leakage power. In this work, a mixed integer linear 

programming (MILP) technique simultaneously minimizes the leakage and glitch power 

consumption of a static CMOS (Complementary Metal Oxide Semiconductor) circuit for 

any specified input-to-output critical path delay. Using dual-threshold devices, the 

number of high-threshold devices is maximized and a minimum number of delay 

elements is inserted to reduce the differential path delays below the inertial delays of the 

incident gates. The key features of the method are that the constraint set size for the 

MILP model is linear in the circuit size and a power-performance tradeoff is allowed. 
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Experimental results show 96%, 28% and 64% reductions of leakage power, 

dynamic power and total power, respectively, for the benchmark circuit C7552 

implemented in BPTM 70nm CMOS technology. 

Due to the exponential relation between subthreshold current and process parameters, 

such as the effective gate length, oxide thickness and doping concentration, process 

variations can severely affect both power and timing yields of the designs obtained by the 

MILP formulation. We propose a statistical mixed integer linear programming method 

for dual-Vth design that minimizes the leakage power and circuit delay in a statistical 

sense such that the impact of process variation on the respective yields is minimized. 

Experimental results show that 30% more leakage power reduction can be achieved by 

using a statistical approach when compared with the deterministic approach that has to 

consider the worst case in the presence of process variations.  

Compared to subthreshold leakage, dynamic power is less sensitive to the process 

variation due to its linear dependency on the process parameters. However, the 

deterministic techniques using path balancing to eliminate glitches, becomes ineffective 

when process variation is considered. This is because the perfect hazard filtering 

conditions can easily be destroyed even by a small variation in some process parameters. 

We present a statistical MILP formulation to achieve a process-variation-resistant glitch-

free circuit. Experimental results on an example circuit prove the effectiveness of this 

method. 
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CHAPTER 1   INTRODUCTION 

The primary contribution of this work is a new design methodology to minimize the 

total power consumption in a static CMOS (Complementary Metal Oxide Semiconductor) 

circuit. A mixed integer linear programming (MILP) formulation is proposed to optimize 

leakage power and dynamic glitch power, without reducing circuit performance, by dual-

Vth assignment, path balancing and gate sizing. To consider the process variation, 

statistical delay and leakage models are adopted to optimize power consumption in a 

statistical sense such that the impact of process variation on the power and timing yields 

is minimized. 

1.1 Motivation 

With the continuous increase of the density and performance of integrated circuits 

due to the scaling down of the CMOS technology, reducing power dissipation becomes a 

serious problem that every circuit designer has to face. 

1.1.1 Leakage Power 

In the past, the dynamic power dominated the total power dissipation of a CMOS 

device. Since dynamic power is proportional to the square of the power supply voltage, 

lowering the voltage reduces the power dissipation. However, to maintain or increase the 

performance of a circuit, its threshold voltage should be decreased by the same factor, 
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which causes the subthreshold leakage current of transistors to increase exponentially and 

make it a major contributor to power consumption.   

To reduce leakage power, many techniques have been proposed, including transistor 

sizing [45, 72], multi-Vth [12, 19, 103], dual-Vth [31, 45, 70, 72, 96-101], optimal standby 

input vector selection [69, 84], transistor stacking [64, 65, 106], body bias [10, 91], etc. 

As the threshold voltage (Vth) of transistors in a CMOS logic gate is increased, the 

leakage current is reduced but the gate slows down. Dual-Vth assignment is an efficient 

technique for leakage reduction. The basic idea is utilizing the timing slack on non-

critical paths to minimize the leakage power by assigning high Vth to some or all gates on 

non-critical paths.  

1.1.2 Glitch Power  

Glitches as unnecessary signal transitions account for 20%-70% of the dynamic 

switching power [20]. To eliminate glitches, a designer can adopt techniques of hazard 

filtering [7, 38, 46, 83, 104] and path balancing [8, 46, 74]. In Hazard filtering, gate 

sizing or transistor sizing is used to increase the gate’s inertial delay to filter out the 

glitches. An obvious disadvantage of such hazard filtering, when used alone, is that it 

may increase the circuit delay due to the increase of the gate delay. Alternatively, any 

given performance can be maintained by path delay balancing, although the area 

overhead and additional power consumption of the inserted delay elements can become a 

major concern. The best way to eliminate glitches is to combine these two techniques [8]. 
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1.1.3 Process Variation 

The increase in variability of several key process parameters can significantly affect 

the design and optimization of low power circuits in the nanometer regime [61]. Due to 

the exponential relation of leakage current with some process parameters, such as the 

effective gate length, oxide thickness and doping concentration, process variations can 

cause a significant increase in the leakage current. There are two principal components of 

leakage current. Gate leakage is most sensitive to the variation in oxide thickness (Tox), 

while the subthreshold current is extremely sensitive to the variation in effective gate 

length (Leff), oxide thickness (Tox) and doping concentration (Ndop). Compared to gate 

leakage, subthreshold leakage is more sensitive to parameter variations [66]. 

Dynamic power is normally much less sensitive to the process variation because of 

its approximately linear dependency on the process parameters. However, any 

deterministic path balancing technique used for eliminating glitches becomes less 

effective under process variation, since the perfect hazard filtering conditions can be 

easily corrupted even with a small variation in some process parameters. To make the 

glitch-free circuits optimized by path balancing resistant to process variations, a statistical 

delay model is developed in this work. 

1.2 Problem Statement 

The problem solved in this work is: Find a deterministic mixed integer linear 

programming (MILP) formulation to optimize the total power consumption by dual 

threshold voltage (dual-Vth) assignment, path balancing and gate sizing. Further, derive 
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a statistical mixed integer linear programming formulation to minimize the impact of 

process variations on the optimal leakage and dynamic glitch power. 

1.3 Original Contributions 

In this dissertation, we first propose a deterministic mixed integer linear 

programming (MILP) formulation to minimize the leakage and dynamic power 

consumption of a static CMOS circuit for a given performance. In a dual-threshold circuit 

this method maximizes the number of high-threshold devices and simultaneously 

eliminates glitches by balancing paths with the smallest number of delay elements. Gate 

sizing is also considered to further minimize the dynamic switching power by reducing 

the loading capacitances of gates.  

Since leakage exponentially depends on some key process parameters, it is very 

sensitive to process variations. We treat gate delay and leakage current as random 

variables to reflect the impact of process variation. A mixed integer linear programming 

(MILP) method for dual-Vth design is proposed to minimize the leakage power and circuit 

delay in a statistical sense such that the effect of process variation on the respective yields 

is minimized. Two types of yields are considered. Leakage yield refers to the probability 

of an optimized circuit retaining the leakage current below the specified value in the 

presence of random process variations. Similarly, timing yield is the probability of the 

critical path delay staying below the specification. The experimental results show that 

30% more leakage power reduction can be achieved by using the statistical approach, 

referred to as statistical MILP, when compared with the deterministic approach. 
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Glitch-free circuits optimized by path balancing are also quite sensitive to process 

variations. We further extend the statistical MILP formulation to optimize the dynamic 

switching power considering process variation and achieve process-variation-resistant 

glitch-free circuits. 

1.4 Organization of the Dissertation 

In Chapter 2, the basic components of power consumption in a static CMOS circuit 

are first discussed, followed by a survey of the relevant published literature on low power 

design techniques at the gate level. Chapter 3 proposes an original mixed integer linear 

programming (MILP) method for total power minimization by dual-Vth assignment and 

path balancing. To consider process variation, statistical MILP optimization of leakage 

power and dynamic glitch power are presented in Chapter 4 and Chapter 5, respectively. 

In Chapter 6, experimental results are presented. Finally, a conclusion and 

recommendations for future work are given in Chapter 7.  
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CHAPTER 2   PRIOR WORK: TECHNIQUES FOR LOW POWER DESIGN 

2.1 Components of Power Consumption 

Power consumption in a static CMOS circuit basically comprises three components: 

dynamic switching power, short circuit power and static power. Compared to the other 

two components, short circuit power normally can be ignored in submicron technology. 

2.1.1 Dynamic Power  

Dynamic power is due to charging and discharging the loading capacitances. It can 

be expressed by the following equation [73]: 

FAVCP ddLdyn ⋅⋅= 2

2

1
        (2.1)  

where  

• CL is the loading capacitances, including the gate capacitance of the driven gate, 

the diffusion capacitance of the driving gate and the wire capacitance; 

• Vdd is the power supply voltage; 

• A is the switching activity;  

• F is the circuit operating frequency. 

Equation (2.1) shows that dynamic switching power is directly proportional to the 

switching activity, A, or the number of signal transitions. More the signal transitions,
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higher is the dynamic power consumption. After a transition is applied at the input, the 

output of a gate may have multiple transitions before reaching a steady state (see Figure 

2.9(a)). Among these transitions, at most one is the essential transition, and all others are 

unnecessary transitions that are called glitches or hazards. Hence, dynamic power is 

composed of two parts, logic switching power which is contributed by the necessary 

signal transitions for logic functions, and glitch power which is caused by glitches or 

hazards.  

2.1.2 Leakage Power 

The leakage current of a transistor is mainly the result of reverse-biased PN junction 

leakage, subthreshold leakage and gate leakage as illustrated in Figure 2.1. 

Vdd

Vdd

Subthreshold
Leakage

Gate
Leakage

Reverse Biased
PN-Junction

Leakage

Gate
Leakage

 

Figure 2.1 Leakage currents in an inverter. 
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In submicron technology, the reverse-biased PN junction leakage is much smaller 

than subthreshold and gate leakage and hence can be ignored. The subthreshold leakage 

is the weak inversion current between source and drain of an MOS transistor when the 

gate voltage is less than the threshold voltage [99]. It is given by [42]: 
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where µ0 is the zero bias electron mobility, Cox is the oxide capacitance per unit area,  n is 

the subthreshold slope coefficient, Vgs and Vds are the gate-to-source voltage and drain-to-

source voltage, respectively, VT is the thermal voltage, Vth is the threshold voltage, W is 

the channel width and Leff is the effective channel length, respectively. Due to the 

exponential relation between Isub and Vth, an increase in Vth sharply reduces the 

subthreshold current. 

Gate leakage is the oxide tunneling current due to the low oxide thickness and the 

high electric field which increases the possibility that carriers tunnel through the gate 

oxide. Tunneling current will become a factor and may even be comparable to 

subthreshold leakage when oxide thickness is less than 15-20Å [102]. Unlike 

subthreshold leakage, which only exists in weakly turned-off transistors, gate leakage 

always exists no matter whether the transistor is turned on or turned off [100]. Equation 

(2.3) gives the expression of the gate leakage [64]. 
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where Vox is the potential drop across the thin oxide, Φox is the barrier height for the 

tunneling particle (electron or hole), and Tox is the oxide thickness. A and B are physical 

parameters given by [64], 

oxh

q
A

φπ 2

3

16
=  and 

hq

m
B ox

3
24 2

3

φ= , 

where m is the effective mass of the tunneling particle, q is the electronic charge, and h is 

the reduced Plank’s constant. The oxide thickness Tox decreases with the technology 

scaling to avoid the short channel effects. Equation (2.3) shows that gate leakage 

increases significantly with the decrease of Tox. 

 
In this work, we use BPTM (Berkeley Predictive Technology Models) 70nm 

technology [1] to implement our designs. Since BPTM 70nm technology is characterized 

by BSIM3.5.2, which cannot correctly model gate leakage, gate leakage is omitted in this 

work, and all the techniques discussed in Section 2.2 aim at subthreshold leakage 

reduction. 

2.2 Techniques for Leakage Reduction 

Leakage is becoming comparable to dynamic switching power with the continuous 

scaling down of CMOS technology. To reduce leakage power, many techniques have 

been proposed, including dual-Vth, multi-Vth, optimal standby input vector selection, 

transistor stacking, and body bias.  
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2.2.1 Dual-Vth Assignment 

Dual-Vth assignment is an efficient technique for leakage reduction. In this method, 

each cell in the standard cell library has two versions, low Vth and high Vth. Gates with 

low Vth are fast but have high subthreshold leakage, whereas gates with high Vth are 

slower but have much reduced subthreshold leakage. Traditional deterministic 

approaches for dual-threshold assignment utilize the timing slack of non-critical paths to 

assign high Vth to some or all gates on those non-critical paths to minimize the leakage 

power.  

A

B

C

Co

S

 

Figure 2.2 An example dual-Vth  circuit. 

 
 
Figure 2.2 gives an example dual-Vth circuit. The bold lines represent the critical 

paths. To keep the highest circuit performance, all gates on the critical paths are assigned 

low Vth (white gates), while some gates on those non-critical paths can be assigned high 

Vth (black gates) to reduce the leakage since there are timing slacks left on those non-

critical paths. Based on the techniques used for determining which gates on non-critical 

paths should be assigned high Vth, the dual-Vth approaches can be basically divided into 
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two groups: heuristic algorithms [45, 72, 96-101] and linear programming algorithms [31, 

70]. Among heuristic algorithms, the backtracking algorithm [97, 98] used to determine 

the dual-Vth assignment only gives a possible solution, not usually an optimal one (see 

example in Figure 3.8 in Section 3.4). Because the backtracking search direction for non-

critical paths is always from primary outputs to primary inputs, the gates close to the 

primary outputs have a higher priority for high Vth assignment, even though their leakage 

power savings may be smaller than those of gates close to the primary inputs. In [96], 

dual-Vth assignment is described as a constrained 0-1 programming problem with non-

linear constraint functions. Wang et al. use a heuristic algorithm based on circuit graph 

enumeration to solve this problem. Although their swapping algorithm tries to avoid the 

local optimization, a global optimization still can not be guaranteed. Unlike a heuristic 

algorithm that can only guarantee a locally optimal solution, a linear programming (LP) 

formulation ensures a global optimization by describing both the objective function and 

constraints as linear functions. Nguyen et al. [70] use LP to minimize the leakage and 

dynamic power by gate sizing and dual-Vth device assignment. The optimization work is 

separated into several steps. An LP is first used to distribute slack to gates with the 

objective of maximizing total power reduction. Then, an independent algorithm is needed 

to resize gates and assign threshold levels. This means that in [70] LP still needs the 

assistance of a heuristic algorithm to complete the optimization. The method of [31] also 

uses MILP to optimize the total power consumption by dual-threshold assignment and 

gate sizing. 

Dual-Vth assignment can reduce leakage in both active and standby modes since 

some gates remain idle even when the whole circuit or system is in the active mode. But 
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the effectiveness of this method depends on the circuit structure. A symmetric circuit 

with many critical paths leaves a much reduced optimization space for leakage reduction. 

2.2.2 Multi-Threshold-Voltage CMOS 

A Multi-Threshold-Voltage CMOS (MTCMOS) circuit [12, 19, 103] is implemented 

by inserting high Vth transistors between the power supply voltage and the original 

transistors of the circuit [68]. Figure 2.3(a) shows a schematic of a MTCMOS NAND 

gate. The original transistors are assigned low Vth to enhance the performance while high-

Vth transistors are used as sleep controllers. In active mode, SL is set low and sleep 

control high-Vth transistors (MP and MN) are turned on. Their on-resistance is so small 

that VSSV and VDDV can be treated as almost being equal to the real power supply. In 

the standby mode, SL is set high, MN and MP are turned off and the leakage current is 

low. The large leakage current in the low-Vth transistors is suppressed by the small 

leakage in the high-Vth transistors. By utilizing the sleep control high-Vth transistors, the 

requirements for high performance in active mode and low static power consumption in 

standby mode can both be satisfied.  

To reduce the area, power and speed overhead contributed by the sleep control high-

Vth transistors, only one high-Vth transistor is needed. Figure 2.3(b) and 2.3(c) show the 

PMOS insertion MTCMOS and NMOS insertion MTCMOS. NMOS insertion MTCMOS 

is preferred because for any given size, an NMOS transistor has smaller on-resistance 

than a PMOS transistor [100].  

Compared to the dual-Vth technique, MTMOS can only reduce leakage in the 

standby mode and has additional area-, power-, and speed overheads. 
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Figure 2.3 Schematic of MTCMOS, (a) original MTCMOS, (b) PMOS insertion 
MTCMOS, (c) NMOS insertion MTCMOS. 
 

2.2.3 Adaptive Body Bias 

The threshold voltage of a short-channel NMOSFET can be expressed by the 

following equation [47].  

( ) NWddDIBLsbssthth VVVVV ∆+−−−+= θφφγ0       (2.4) 

where Vth0 is the threshold voltage with a zero body bias, ΦS, γ and θDIBL are constants for 

a given technology, Vbs is the voltage applied between the body and source of the 

transistor, ∆VNW is a constant that models narrow width effect, and Vdd is the supply 

voltage. Equation (2.4) shows that a reverse body bias leads to an increase of the 

threshold voltage and a forward body bias decreases the threshold voltage. 

Leakage power reduction can be achieved by dynamically adjusting the threshold 

voltage through adaptive body bias according to the different operation modes. In the 

active mode, forward body (or zero) bias is used to reduce the threshold voltage, which 

results in a higher performance. In the standby mode, leakage power is greatly reduced by 
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the optimal reverse body bias, which increases threshold voltages. The basic scheme of 

an adaptive-body-biased inverter is shown in Figure 2.4 [100]. 

Similar to the MTCMOS, adaptive body bias [11, 13, 28, 54, 63, 90] only reduces the 

leakage power in the standby mode. With the continuous technology scaling, the optimal 

reverse body bias becomes closer to the zero body bias and thus the technique of adaptive 

body bias becomes less effective [44]. 

VDD

VSS

active

active

standby

standby

Vbp

Vbn

 

Figure 2.4 Scheme of an adaptive body biased inverter. 

2.2.4 Transistor Stacking 

The two serially-connected devices in the off state have significantly lower leakage 

current than a single off device. This is called the stacking effect [64, 65, 106]. In Figure 

2.5(b), when both M1 and M2 are turned off, Vm has a positive value due to the leakage 

current flowing through M1 and M2. Assuming the bodies of M1 and M2 are both 

connected to the ground, Vbs of M1 becomes negative and leads to an increase of M1’s 

threshold voltage. At the same time, Vgs and Vds of M1 are both reduced. According to 

equation (2.2), the subthreshold leakage in M1 is decreased sharply and suppresses the 
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relative larger leakage current in M2. On the contrary, Vm in Figure 2.4(a) is always equal 

to zero and has no effect on Vbs, Vgs and Vds of M and hence on its subthreshold leakage. 

Vdd=Vds

Vdd

GND

0

M Vdd=Vds1+ Vds2

0

Vdd

GND

M1

M2

0

0

0

0

(a) (b)

Vm

Vm

 

Figure 2.5 Comparison of leakage for (a) one single off transistor in an inverter and (b) 
two serially-connected off transistors in a 2-input NAND gate. 

 

With transistor stacking [40, 51, 55], by replacing one single off transistor with a 

stack of serially-connected off transistors, leakage can be significantly reduced. The 

disadvantages of this technique are also obvious. Such a stack of transistors causes either 

performance degradation or more dynamic power consumption. 

2.2.5 Optimal Standby Input Vectors  

Subthreshold leakage current depends on the vectors applied to the gate inputs 

because different vectors cause different transistors to be turned off. From the illustration 

in Section 2.2.4, a 2-input NAND gate has the smallest subthreshold leakage due to the 

stacking effect when the input vector is ‘00’. When a circuit is in the standby mode, one 
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could carefully choose an input vector and let the total leakage in the whole circuit to be 

minimized [6, 22, 32, 52, 69, 84]. Gao et al. in [32] model leakage current by means of 

linearized pseudo-Boolean functions. An exact ILP model was first discussed to 

minimize leakage with respect to a circuit’s input vector. A fast heuristic MILP was then 

proposed to selectively relax some binary constraints of the ILP model to make a tradeoff 

between runtime and optimality.  

2.2.6 Power cutoff  

Yu and Bushnell [108, 109] present a novel active leakage power reduction method 

called the dynamic power cutoff technique (DPCT). The power supply to each gate is 

only connected in its switching window, during which the gate makes its transition within 

a clock cycle. The circuit is optimally partitioned into groups based on the minimal 

switching window (MSW) of gates and power cutoff transistors are inserted into each 

group to control the power connection of that group. Since the power supply of each gate 

is only turned on during a small timing window within a clock cycle, significant active 

leakage reduction can be achieved. One key of this leakage reduction technique is the 

implementation of the cutoff transistors, which can be either implemented by high-Vth 

transistors as discussed in Section 2.2.2, or by low-Vth transistors that are overdriven by a 

power supply larger than Vdd for PMOS cutoff transistors or lower than Vss for NMOS 

cutoff transistors. 
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2.3 Techniques for Dynamic Power Reduction 

Dynamic power is comprised of logic switching power and glitch power, and can be 

expressed by the following equation [73]. 

FAVCP ddLdyn ⋅⋅= 2

2

1
      (2.4) 

To reduce dynamic power at a specified operating frequency F, we can either reduce 

the dynamic power consumption per logic transition which is determined by loading 

capacitances CL, and power supply Vdd, or reduce the number of logic transitions in the 

circuit represented by switching activity A.   

2.3.1 Logic Switching Power Reduction 

2.3.1.1 Dual power supply 

Reducing the supply voltage, or voltage scaling [15, 23, 27, 29, 107], is the most 

effective technique for dynamic power reduction because dynamic power is proportional 

to the square of the power supply. Similar to the dual-Vth approach, the dual Vdd technique 

assigns high Vdd to all the gates on the critical paths and low Vdd to some of the gates on 

the non-critical paths. When a gate operating at a lower Vdd directly drives a higher Vdd 

gate, a level converter is required to avoid the undesirable short circuit power in that 

higher Vdd gate due to the possible large DC current caused by the low voltage fanin. 

Since the level converters contribute additional power, minimizing the number of level 

converters is also important in voltage scaling [9].  
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Figure 2.6 Scheme of cluster voltage scaling. 
 
 

Clustered voltage scaling (CVS) [94] is an effective voltage scaling technique. The 

basic idea is shown in Figure 2.6 [9]. The instances of low Vdd gates driving high Vdd 

gates are not allowed and level converters are only used to convert low voltage signals to 

high voltage as inputs to flip-flops (FFs) such that the total number of level converters is 

minimized.  

In contrast to CVS, extended clustered voltage scaling (ECVS) [95] allows level 

conversion anywhere and the supply voltage assignment to the gates is much more 

flexible. Thus greater dynamic power saving can be achieved compared to the CVS. The 

algorithm of ECVS is more complicated than that of CVS, since CVS may use a 

backtracking algorithm to determine just two clusters: one high Vdd cluster and the other a 

low Vdd cluster. Figure 2.7 gives an example circuit whose dynamic power is optimized 

by ECVS. The bold lines represent the critical paths. 
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High Vdd Gate Low Vdd Gate Level ConverterFF
 

Figure 2.7 Example circuit for illustrating ECVS. 

  

2.3.1.2 Gate sizing 

Non-critical paths have timing slack and the delays of some gates on these paths can 

be increased without affecting the performance. Since the lengths of devices (transistors) 

in a gate are usually minimal for a high speed application, the gate delay can be increased 

by reducing the device width. As a result, the dynamic power is accordingly decreased 

due to smaller loading capacitance CL, which is proportional to the device size.  

Gate sizing is a technique that determines device widths for gates. Traditional gate 

sizing approaches use Elmore delay models in a polynomial formulation. Heuristics- 

based greedy approaches [23-25, 67, 78, 86, 101] can be used to solve such a polynomial 

problem. In general, a heuristic algorithm is relatively fast but cannot guarantee a global 

optimal.  

The gate delay with respect to its device size, used in [23-25, 67, 78, 101], is 

generally given by the following equation, 
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where, di is the delay of the gate, gdi is the intrinsic gate delay of gate i, Ci is a constant, 

Couti is the fanout load of gate i and GSi is the width of the gate i. The total loading 

capacitance Couti is determined based on the fanout of the gate and is given as [78], 
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where, FO(i) is the set of gates that form the fan-outs for gate i, Cwireij is the capacitance 

of the wire connecting gates i and j and C is a constant. When ignoring the wiring 

capacitance, Equation (2.5) can be rewritten as (2.7). 
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where ki=C·Ci. 

A linear programming method is proposed [14] in which a piecewise linear delay 

model is adopted to achieve a global optimal solution. A non-linear programming 

approach [59] gives the most accurate optimal solution but at a cost of long run times.  

2.3.1.3 Transistor sizing 

The basic idea of transistor sizing is exactly the same as that of gate sizing except 

that in gate sizing all the transistors in one gate are sized together with the same factor 

but in transistor sizing each transistor can be sized independently.  

Gate intrinsic delay actually depends on the current and previous input vectors which 

determine the internal IO path (from the gate inputs to gate output). Different internal IO 

paths have different on-resistances that cause distinct path delays (gate intrinsic delays). 
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For a gate on a critical path, only part of its transistors contribute the largest intrinsic gate 

delay, so the remaining transistors still can be sized to reduce the capacitances. In gate 

sizing, gdi, the intrinsic gate delay of gate i in Equation (2.5) and (2.7) is a fixed value 

which makes it impossible to differentiate among the internal IO paths. On the contrary, 

transistor sizing [16, 43, 85, 105] explores the maximum possible optimization space by 

sizing transistors independently.  

2.3.2 Glitch Power Elimination 

When transitions are applied at inputs of a gate, the output may have multiple 

transitions before reaching a steady state (Figure 2.9(a)). Among these, at most one is the 

essential transition, and all others are unnecessary transitions often called glitches or 

hazards. Because switching power consumed by the gate is directly proportional to the 

number of output transitions, glitches reportedly account for 20%-70% dynamic power 

[20]. 

Agrawal et al. [8] prove that a combinational circuit is minimum transient energy 

design, i.e., there is no glitch at the output of any gate, if the difference of the signal 

arrival times at every gate's inputs remains smaller than the inertial delay of the gate, 

which is the time interval that elapses after a primary input change before the gate can 

produce a change at its output. This condition is expressed by the following inequality: 

 in dtt <− 1         (2.8) 

where we assume t1 is the earliest arrival time at inputs, tn is the most delayed arrival time 

at another input, and di is gate’s inertial delay, as shown in Figure 2.8. The interval tn – t1  

is referred to as the gate input/output timing window [74].   
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Figure 2.8 Timing window for an n-input NAND gate. 

 
 

To satisfy inequality (2.8), we can either increase the inertial delay di (hazard 

filtering or gate/transistor sizing) or decease the path delay difference tn – t1 (path 

balancing). Figures 2.9(b) and 2.9(c) illustrate these procedures for the gate of Figure 

2.9(a).  

2.3.2.1 Hazard filtering 

In hazard filtering, the inertial gate delay is increased to be larger than the timing 

window by gate/transistor sizing [7, 33, 104], so that the gate itself acts as a hazard filter. 

Figure 2.9(a) shows that the timing window is 2 units, which is larger than the inertial 

gate delay of 1 unit. Glitches are generated at this gate’s output. In Figure 2.9(b), the 

inertial gate delay is increased from 1 unit to 3 units for hazard filtering and glitches are 

removed.  
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Figure 2.9 Glitch elimination methods, (a) glitches at the output of a NAND gate, (b) 
glitch elimination by hazard filtering, and (c) glitch elimination by path delay balancing.  
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In [7], hazard filtering is applied to a full adder circuit and 42% dynamic power is 

reduced. The glitch-free circuit has gates whose speed is decreased to 20% of their 

original value but with little reduction in overall speed of the circuit. This is because 

those gates are mainly on non-critical paths and do not contribute much to the critical 

path delay of the circuit. 

2.3.2.2 Path balancing 

In path balancing, the timing window, tn – t1, is reduced to be less than the inertial 

gate delay by inserting delay elements [8, 46, 74] on the faster input paths. In Figure 

2.9(c), a 1.5 unit delay is inserted on the faster input path and reduces the timing window 

to be 0.5 units, which is less than the inertial delay of the gate. Hence glitches are 

eliminated at the gate output. Since delay elements contribute additional power, the low-

power delay elements should be selected. Section 3.3 gives a detailed discussion of two 

popular delay elements. In [92], the authors use resistive-feed-through cells to implement 

delays. This technique can eliminate glitch power but at a cost of huge area overhead 

which is contributed by the large inserted resistance. Raja, et al. [75, 76] propose a path 

balancing technique based on a new variable-input-delay logic or a new design style 

where logic gates have different delays along I/O paths through them. Therefore, a glitch 

free circuit can be designed without inserting delay elements. But, the design of this type 

of gates has technology limitations due to the amount of differential delay that can be 

realized.  

 
Hazard filtering or gate/transistor sizing, when used alone, can increase the overall 

input-to-output delay since some gates on critical paths have to increase their inertial 
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delays to eliminate glitches. On the other hand, due to the upper bound of the gate delays 

in a specific technology, gate delay cannot be increased without bound, so some of 

glitches cannot be removed in a circuit that has a large logic depth or large critical path 

delay. Hazard filtering or gate/transistor sizing usually cannot guarantee 100% glitch 

elimination. Path balancing does not increase the delay, and guarantees to eliminate all 

glitches, but requires insertion of delay elements that contribute power and area 

overheads. A combination of the two procedures [8, 46] can give an optimum design.   

2.3.2.3 Hazard-free circuit design 

In an asynchronous system, some control signals should be very clean and without 

any hazard (glitch). Hazard-free circuits can be adopted to generate such signals. The 

multiplexer circuit in Figure 2.10(a) has a glitch at its output when A changes from 1 to 0 

while both B and C are 1. By adding a redundant gate (gray shaded gate) in Figure 

2.10(b), this hazard can be eliminated [18]. 

B
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A

stuck-at-0
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Figure 2.10 Using redundant implicant to eliminate hazards, (a) a multiplexer with 
hazards, and (b) a redundant implementation of multiplier free from certain hazards. 

 
 

Besides the area and power overhead, an additional disadvantage of this method is 

that it introduces redundant stuck-at faults, such as the one shown in Figure 2.10(b). This 
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fault cannot be tested. On the other hand, if this fault is present then the circuit loses the 

hazard-suppression capability. Another disadvantage is that such method cannot 

guarantee to eliminate all the hazards caused by multiple input-signal transitions. 

In [71], authors present a new method for two-level hazard-free logic minimization 

of  Boolean functions with multiple-input changes. Given an incompletely-specified 

Boolean function, this method produces a minimal sum-of-products implementation, 

which is hazard-free for a given set of multiple-input changes, if such a solution exists. 

Overhead due to hazard-elimination is shown to be negligible. 

2.4 Power Optimization with Process Variation 

2.4.1 Leakage Minimization with Process Variation 

Due to the exponential dependency of subthreshold leakage on some key process 

parameters, the increased presence of process parameter variations in modern designs has 

accentuated the need to consider the impact of statistical leakage current variations during 

the design process. Up to three times change in the amount of subthreshold leakage 

current is observed with ±10% variation in the effective channel lengths of  transistors 

[66, 79].  

Statistical analysis and estimation of leakage power considering process variation are 

presented in [21, 80, 81]. A lognormal distribution is used to approximate the leakage 

current of each gate and the total chip leakage is determined by summing up the 

lognormals [21].   

Variation of process parameters not only affects the leakage current but also changes 

the gate delay, degrading either one or both, power and timing yields of an optimized 
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design. To minimize the effect of process variation, some techniques [26, 61, 89] 

statistically optimize the leakage power and circuit performance by dual-Vth assignment. 

Leakage current and delay are treated as random variables. A dynamic programming 

approach for leakage optimization by dual-Vth assignment has been proposed [26], which 

uses two pruning criteria that stochastically identify pareto-optimal solutions and prune 

the sub-optimal ones. Another approach [61] solves the statistical leakage minimization 

problem using a theoretically rigorous formulation for dual-Vth assignment and gate 

sizing. Liu et al. [53] reduce leakage power by dual-Vth design in a probabilistic analysis 

method. They assume a lower Vth, predetermined by the timing requirements, and an 

optimal higher Vth is then selected in the presence of variability. The probabilistic model 

demonstrates that the true average leakage power is three times as large as that predicted 

by a non-probabilistic model. 

2.4.2 Glitch Power Optimization with Process Variation 

 The delay of the gate is modeled as a fixed value in the deterministic methods 

discussed in Section 2.3.2. In reality, however, process variations make the delays to be 

random variables, generally assumed to have Gaussian distributions. The glitch filtering 

condition of inequality (2.8) cannot be guaranteed to be satisfied under process variation. 

Especially in path balancing, the perfect satisfaction of inequality (2.8) could easily be 

corrupted by a small variance of inertial gate delay. Hence the technique of path delay 

balancing is not effective and glitches cannot be completely suppressed under process 

variation.   
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Statistical delay modeling is introduced in [39] for gate sizing by non-linear 

programming. Gate delay is treated as a random variable with normal distribution. Hu 

[34-36] proposes a statistical path balancing approach by linear programming. The results 

show that power variation due to process variation can be reduced. 

2.5 Summary 

This chapter has introduced the field of low power design. Various techniques to 

reduce power consumption at the gate level are described.  Dual-Vth assignment is a very 

efficient method to reduce the subthreshold leakage power. With process variation, 

subthreshold leakage increases exponentially, so a statistical approach is proposed to 

minimize the impact of process variation on leakage optimization. To reduce the 

unnecessary glitch power, hazard filtering and path balancing are used for glitch 

elimination. Although dynamic power is not sensitive to the process variation, the 

technique of path balancing becomes ineffective unless a statistical delay model is 

adopted to reflect the real conditions. 
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CHAPTER 3   DETERMINISTIC MILP FOR LEAKAGE AND GLITCH 

MINIMIZATION 

The power dissipation of a CMOS circuit comprises dynamic power, short circuit 

power and static power. Leakage power is becoming a dominant contributor to the total 

power consumption with the continuing technology scaling. In the dynamic power, 

glitches as unnecessary signal transitions consume extra power. Compared to the other 

two power components, short circuit power can be ignored. In this chapter, we propose a 

mixed integer linear programming (MILP) formulation to globally minimize leakage 

power by dual-threshold design and eliminate glitches by path balancing. 

3.1 Leakage and Delay 

 As discussed in Section 2.1.2, subthreshold leakage exponentially depends upon 

the threshold (Vth). Increasing Vth sharply reduces the subthreshold current, which is 

given by the following expression [42]: 
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Spice simulation results on the leakage current of a two-input NAND gate are given in 

Table 3.1 for 70nm BPTM CMOS technology [1] (Vdd = 1V, Low Vth = 0.20V, High Vth = 
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0.32V). The leakage current of a high Vth gate is only about 2% of that of a low Vth gate. If 

all gates in a CMOS circuit could be assigned the high threshold voltage, the total leakage 

power consumed in the active and standby modes can be reduced by up to 98%, which is 

a significant improvement. 

Table 3.1 Leakage currents for low and high Vth NAND gates. 

 

 
 
 

However, according to the following equation, the gate delay increases with the increase 

of Vth. 
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where α equals 1.3 for short channel devices [82]. Table 3.2 gives the delays of a NAND 

gate obtained from Spice simulation when the output fans out to varying numbers of 

inverters. We observe that by increasing Vth form 0.20V to 0.32V, the gate delay 

increases by 30%-40%. 

Table 3.2 Delays of low and high Vth NAND gates. 

Gate delay (ps) Number of 
fanouts Low Vth High Vth % increase 

    1 14.947 21.150 41.5 
2 22.111 30.214 36.6 
3 29.533 39.171 32.6 
4 37.073 48.649 31.2 
5 44.623 58.466 31.0 

 

Ileak (nA) Input 
vector Low Vth High Vth Reduction (%) 
    00 1.7360 0.0376 97.8 

01 10.323 0.2306 97.8 
10 15.111 0.3433 97.7 
11 17.648 0.3169 98.2 
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We can make tradeoffs between leakage power and performance, leading to a 

significant reduction in the leakage power while sacrificing only some (or none) of circuit 

performance. Such a tradeoff is made in mixed integer linear programming (MILP). 

Results in Section 6.1.1 show that the leakage power of all ISCAS85 benchmark circuits 

can be reduced by over 90% if the delay of the critical path is allowed to increase by 25%. 

3.2  A Deterministic MILP for Power Minimization 

We use an MILP model to determine the optimal assignment of Vth while 

maintaining any given performance requirement on the overall circuit delay. To minimize 

the total leakage, the MILP assigns high Vth to the largest possible number of gates while 

controlling the critical path delays. Unlike the heuristic algorithms [45, 72, 96-101], 

MILP gives us a globally optimal solution as discussed in Section 3.4. To eliminate the 

glitch power, additional MILP constraints determine the positions and values of the delay 

elements to be inserted to balance path delays within the inertial delay of the incident 

gates. We can easily make a tradeoff between power reduction and performance 

degradation by changing the constraint for the maximum path delay in the MILP model. 

3.2.1.1 Variables   

 Each gate is characterized by four variables: 

Xi:   assignment of low or high Vth to gate i is specified by an integer Xi which can only 

be 0 or 1. A value 1 means that gate i is assigned low Vth, and 0 means that gate i is 

assigned high Vth. Each gate has two possible values of delays, DLi and DHi, and two 



 32 

possible values of leakages, ILi and IHi, corresponding to low and high thresholds, 

respectively. 

Ti: longest time gate i can take to produce an event after the occurrence of an input 

event at primary inputs of the circuit. 

ti: earliest time at which the output of gate i can produce an event after the occurrence 

of an input event at primary inputs of the circuit. 

∆di,j: delay of a possible delay element that may be inserted at the input of gate i on the 

path from the output of gate j. 

Thus, an n-input gate is characterized by n+7 quantities, i.e., n input buffer delay 

variables, two inertial delay constants, two leakage current values, one (0,1) integer 

variable, and two output timing window variables. 

3.2.2 Objective Function 

The objective function for the MILP is to minimize the sum of all gate leakage 

currents I leaki and the sum of all inserted delays: 
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For a static CMOS circuit, the leakage power is 

∑=
i

leakiddleak IVP         (3.5) 

If we know the leakage currents of all gates, the leakage power can be easily obtained. 

Therefore, the first term in the objective functions of this MILP minimizes the sum of all 

gate leakage currents, i.e., 
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( )( )∑ ⋅−+⋅
i

HiiLii IXIXMin 1       (3.6) 

ILi and IHi are the leakage currents of gate i with low Vth and high Vth, respectively.  

Recognizing that the subthreshold current of a gate depends on its input state, we make a 

leakage current look-up table of ILi and IHi for all gates i using Spice simulation. These 

look-up tables are similar to Table 3.1 and are used for leakage power estimation. For the 

MILP, we need one set of ILi and IHi for each gate and the average values from the look-

up tables can be used.  

Besides the leakage power, we minimize the glitch power, simultaneously. We insert 

minimal delays to satisfy the glitch elimination conditions at all gates. This leads to the 

second term in the objective function: 

∑∑∆
i j

jidMin ,       (3.7) 

When implementing these delay elements, we use transmission gates with only the gate 

leakage (see Section 3.3).  

The two terms in the objective function, ΣI leaki and ΣΣ∆di,j, have different units and 

numerically ΣI leaki is 50 to 1000 times larger than ΣΣ∆di,j in our examples of benchmark 

circuits. Therefore, the objective function of Equation (3.4) puts greater emphasis on 

leakage power, assuming it to be the dominant contributor to the total power. 

Experimental results show that, when A is a very large positive constant and B equals to 1, 

the objective function Min (A·ΣI leaki+B·ΣΣ∆di,j) generates results numerically identical to 

those obtained by the objective function of Equation (3.4) in which the terms are left 
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unweighted. In general, suitable weight factors A and B can be used to make tradeoffs 

between leakage power reduction and glitch power elimination. 

3.2.3 Constraints 

Constraints are imposed on each gate i with respect to each of its fanin j, where j 

refers to the gate providing the fanin: 

[ ]HiiLiijiji DXDXdTT ⋅−+⋅+∆+≥ )1(,      (3.8) 

[ ]HiiLiijiji DXDXdtt ⋅−+⋅+∆+≤ )1(,       (3.9) 

  iiHiiLii tTDXDX −≥⋅−+⋅ )1(        (3.10) 

where DHi  and DLi  are the delays of gate i with high Vth and low Vth, respectively. With 

the increase in fanouts, the delay of the gate increases proportionately. Therefore, a look-

up table is constructed using Spice simulation and specifies the delays for all gate types 

with varying number of fanouts. DHi and DHi for gate i are obtained from the look-up 

table whose entries are indexed by the gate type and the number of fanouts. Constraints 

(3.8), (3.9) and (3.10) ensure that the inertial delay of gate i is always larger than the 

delay difference of its input paths. This would be done by inserting the minimal number 

of delay elements while maintaining the critical path delay constraints. 

 We explain constraints (3.8), (3.9) and (3.10) using the circuit shown in Figure 

3.1. Here the numbers on gates are gate numbers and not the delays. Bold lines show 

critical paths and two grey shaded triangles are delay elements possibly inserted on the 

input paths of gate 2. Similar delay elements are placed on all primary inputs and fanout 

branches throughout the circuit.  
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Figure 3.1 Circuit for explaining MILP constraints. 

 
 
 Let us assume that all primary input (PI) signals on the left arrive at the same time. 

For gate 2, one input is from gate 0 and the other input is directly from a PI. Its 

constraints corresponding to inequalities (3.8), (3.9) and (3.10) are:       

( )[ ]22220,202 1 HL DXDXdTT ⋅−+⋅+∆+≥       (3.11) 

( )[ ]2222,22 10 HLPI DXDXdT ⋅−+⋅+∆+≥       (3.12) 

( )[ ]22220,202 1 HL DXDXdtt ⋅−+⋅+∆+≤       (3.13) 

( )[ ]2222,22 10 HLPI DXDXdt ⋅−+⋅+∆+≤        (3.14) 

( )[ ] 222222 1 tTDXDX HL −≥⋅−+⋅        (3.15) 

The variable T2 that satisfies inequalities (3.11) and (3.12) is the latest time at which an 

event (signal change) could occur at the output of gate 2. The variable t2 is the earliest 

time at which an event could occur at the output of gate 2, and it satisfies both 

inequalities (3.13) and (3.14). Constraint (3.15) means that the difference of T2 and t2, 

which equals the delay difference between two input paths, is smaller than gate 2’s 

inertial delay, which may be either the low Vth gate delay, DL2, or the high Vth gate delay, 

DH2. 
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 The critical path delay Tmax is specified at primary output (PO) gates 1 and 3, as: 

   
maxTTi ≤  ,   i = 1, 3       (3.16) 

Tmax can be the maximum delay specified by the circuit designer. Alternatively, the delay 

of the critical path (Tc) can be obtained from a linear program (LP) by assigning all gates 

to low Vth, i.e., Xi = 1 for all i. The objective function of this LP minimizes the sum of Tk's 

where k refers to primary outputs. The critical path delay Tc is then the maximum of Tk's 

found by the LP. 

If Tmax equals to Tc, the actual objective function of the MILP model will be to 

minimize the total leakage current without affecting the circuit performance. By making 

Tmax larger than Tc, we can further reduce leakage power with some performance 

compromise, and thus make a tradeoff between leakage power consumption and 

performance. 

When we use this MILP model to simultaneously minimize leakage power with 

dual-Vth assignments and reduce dynamic power by balancing path delays with inserted 

delay elements, the optimized version for the circuit of Figure 3.2(a) is shown in Figure 

3.2(b). In these figures the labels in or near gates are inertial delays.  
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Figure 3.2 (a) An unoptimized circuit with high leakage and potential glitches, and (b) its 
corresponding optimized glitch-free circuit with low leakage. 

 

Three black shaded gates are assigned high Vth. They are not on critical paths (shown 

by bold lines) and their delay increases do not affect the critical path delay. Although 

delay elements were assumed to be present on all primary inputs and fanout branches, 

only two were assigned non-zero values. They are shown as grey triangles with delays of 

1.5 and 3.0 units, respectively. To minimize the additional leakage and dynamic power 

consumed by these delay elements, we implement them by CMOS transmission gates. In 

Section 3.3, we will show that an always-turned-on CMOS transmission gate can be used 

as a zero-subthreshold leakage and low-dynamic-power-consumption delay element  [75-

77]. 
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Figure 3.3 A full adder circuit with all gates assigned low Vth (Ileak = 161 nA). 

 
 

A 14-gate full adder is used as a further illustration. Figure 3.3 is the original circuit 

with all low Vth gates. Critical paths are shown in bold lines. Figure 3.4(a) shows an 

MILP solution. All gates on non-critical paths were assigned high Vth (black shaded) to 

minimize leakage power. At the same time, three delay elements (grey shaded) are 

inserted to balance path delay to eliminate glitches. When the critical path delay is 

increased by 25%, the MILP gives the solution of Figure 3.4(b). Greater leakage power 

saving is achieved since some gates on the critical path are also assigned high Vth. All 

three circuits were implemented in the 70nm BPTM CMOS technology [1] we mentioned 

in Section 3.1. The three delay elements use high-Vth devices and their design is described 

in the next section. The leakage currents for the circuits of Figures 3.3 (unoptimized), 

3.4(a) (optimized with no critical path delay increase) and 3.4(b) (optimized with 25% 

increase in critical path delay) were 161nA, 73nA and 16nA, respectively. 
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Figure 3.4 (a) Dual-Vth assignment and delay element insertion for Tmax = Tc. (Ileak = 73 
nA), and (b) Dual-Vth assignment and delay element insertion for Tmax = 1.25Tc. (Ileak = 
16 nA) 

 

3.3 Delay Element Implementation 

In our design, all delay elements are implemented by transmission gates, whose 

obvious advantage is that they consume very little dynamic power because they are not 

driven by any supply rails [60]. They also have lower area overhead and leakage power 

consumption compared with the more conventional two-cascaded-inverter buffer [75, 77, 

92, 93]. CMOS transmission gates are adopted in our design to avoid the voltage drop 

when signal passes through series transistors.  
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3.3.1 Delay Element Comparison 

The circuits in Figure 3.5, simulated for the subthreshold current by Spice, were used 

to compare the leakage power dissipation in the two delay elements. In Figure 3.5(a), 

there are only gate leakage paths and no subthreshold leakage since the two transistors 

are always turned on. In two cascaded inverters of Figure 3.5(b), besides gate leakage, 

subthreshold paths always exist. Hence, we can treat a transmission-gate delay element as 

a zero-subthreshold-leakage delay element. 

Delay Element

(a)

Vdd

GND

1 1 000

Vdd

GND

0 1 1 0

(b)

Gate LeakageSubthreshold

 

Figure 3.5 Delay elements: (a) CMOS transmission gate and (b) Cascaded inverters. 

 
 

The delay of a transmission gate is given by [60]: 

( ) Leqp CRt 2ln=        (3.17) 

Where Req is the equivalent resistance of the CMOS transmission gate, and CL is the load 

capacitance. By changing the widths and lengths of the transistors, we can change the 

delay of the transmission gate. We simulated the circuit of Figure 3.5(a) for nearly 80 

transmission gates with transistors whose dimensions were varied. By subtracting the 
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delay of the circuit in which the transmission gate was replaced by a short, we obtained 

the delay of the transmission gate. These data were arranged in a look-up table of delays 

versus transmission gate dimensions. For any required delay between two entries in the 

look-up table, the size of the transmission gate is determined by interpolation. 

The transmission gate delay elements avoid the comparatively larger capacitive 

dissipation and subthreshold leakage inherent in the alternative design of two inverter 

type of delay elements. However, the gate leakage of the transmission-gate delay element 

could become a concern, and will require further investigation. 

3.3.2 Capacitances of a Transmission-Gate Delay Element 

The purpose of path balancing by inserting delay elements is to eliminate glitches, so 

the capacitances contributed by transmission-gate delay elements should be considered 

carefully to calculate the extra dynamic switching power consumed by these delay 

elements. Figure 3.6 [73] shows the capacitances in a CMOS transistor, including 

diffusion capacitances, channel capacitances, and structure overlap capacitances. 
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Figure 3.6 Capacitances in a MOS transistor. 
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Diffusion Capacitances, CSB and CDB, are contributed by reversed-biased source-

bulk and drain-bulk PN junctions. Their values are determined by the following the 

equation [73]: 

)2( WLCWLCC sjswsjdiff ++=       (3.18)  

where Cj is the junction capacitance per unit area and Cjsw is the junction capacitance per 

unit perimeter. Ls is the length of the PN junction and it is usually two or three times the 

minimum channel length. W is the channel width.  

Channel Capacitances, Cgb, Cgs  and Cgd are capacitances between the gate and the 

bulk, the source, the drain regions. Although their values depend on the operation region 

of the transistor, we can use Equation (3.19) to estimate their total value [73]: 

effoxgdgsgbch WLCGCCC =++=       (3.19) 

where Cox is the oxide capacitance per unit area, and Leff is the effective channel length. 

Overlap Capacitances are caused by the lateral diffusion in which source and drain 

region extend somewhat below gate oxide with the length of Xd [73]. Equation (3.20) 

gives their expression. 

doxgdOgsO WXCCC ==         (3.20) 

In Figure 3.6, gbGB CC = , gsOgsGS CCC +=  and gdOgdGD CCC += . 

As a delay element used for path balancing, a NMOS transmission gate is always 

turned on, so CGB is zero. Since “G”, as shown in Figure 3.6, is virtually connected to the 

ground, during the transition of the input signal, the distributed and lumped RC models of 

a NMOS transmission gate can be as shown in Figure 3.7(a) and Figure 3.7(b), 

respectively. Our design uses the lumped RC model to estimate the largest possible 
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dynamic power overhead contributed by the transmission-gate delay elements. The 

capacitance of a CMOS transmission gate is exactly twice that of an NMOS transmission 

gate since NMOS and PMOS transistors usually have the same sizes in a CMOS 

transmission gate. 

DS

CGS+CSB CGD+CDB

Rch RDRS

 

(a) distributed RC model 

DS

Ctotal

Rtotal

Ctotal=CGS+CGD+CSB+CDBRtotal=Rch+RS+RD  

(b) lumped RC model 

Figure 3.7 (a) Distributed and (b) Lumped RC models of a NMOS transmission gate. 

 
 

From Equation (3.18), we see that diffusion capacitances depend upon the width W 

of the transmission gate, but not on the effective channel length Leff. To minimize 

diffusion capacitances, we implement all transmission-gate delay elements with the 

minimal width but longer channel transistors, which are in contrast to the cells in the 

standard cell library whose length is usually kept minimum to achieve the fastest speed.  
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In Equation (3.21), the loading capacitance (CL) of a transmission gate is comprised 

of two components, the total capacitance (Ctrans_total) of the transmission gate and the 

channel capacitance (Cload_chan) of the gate driven by this transmission gate. We re-

express Ctrans_total as a·LW+b·W+c according to Equations (3.18-3.20), where a, b and c 

are constants specified for the technology, and W and L are the width and length of the 

transmission gate, respectively. Equation (3.21) shows that to implement a certain delay, 

the smallest L is needed with minimum W. This surely reduces the channel capacitance of 

the transmission gate that is proportional to L·W. In other words, a minimal-width 

transmission gate can guarantee the minimum Ctotal and causes the smallest dynamic 

power overhead. 

3.4 MILP and Heuristic Algorithms 

In Section 2.2.1, we mentioned several heuristic algorithms [45, 72, 96-101] used for 

dual-Vth assignment. Heuristic algorithms normally aim at achieving a locally optimal 

solution. In an MILP, both the objective function and constraints are linear. The linear 

objective function is definitely convex. The feasible region is also convex since the linear 

constraints geometrically define a convex polyhedron. Therefore, according to Karush-

Kuhn-Tucker conditions [50], all locally optimal solutions are also globally optimal. 
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Thus, our MILP formulation always ensures a globally optimal solution. But the run time 

to solve a linear programming problem, especially an integer linear programming 

problem, can be a concern since in the worst case the run time exponentially depends on 

the number of constraints and variables. This will be discussed in Section 6.3. 

To illustrate the point, we examine the backtracking algorithm [98] as an example to 

show the advantage of the MILP. In Figure 3.8, the XOR gate (gate 1) close to the 

primary inputs has the largest leakage power reduction if assigned a high threshold. 

However, in Figure 3.8(a), the slacks for the non-critical paths are first consumed by 

gates 6, 3 and 4, which are closer to primary outputs. Hence, by the time the backtracking 

arrives at the XOR gate the slack has already been used up and it cannot be assigned 

high-Vth. In Figure 3.8(b), MILP considers leakage reduction and delay increase of each 

gate simultaneously, making sure that the best candidates (gates with the largest leakage 

reduction without violating the timing constrains) are selected. Due to the global 

optimization, the MILP achieves 26% greater leakage power saving compared to the 

heuristic backtracking algorithms. Other heuristic algorithms have similar problems, 

because the available slack for each gate must depend on the search direction or the 

selected cut [96] in the circuit graph. Thus, a global optimization cannot be guaranteed. 
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(a) Backtracking algorithm: optimized leakage current is 79.2nA. 
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(b) MILP: optimized leakage current is 58.1nA 

Figure 3.8 Comparison of MILP with heuristic backtracking algorithm. 

 

3.5 Summary 

In this chapter an MILP formulation to optimize the total power consumption by 

dual-Vth assignment and path balancing is proposed. It is a deterministic technique in 

which inertial delays of gates are assumed to have fixed values. However, variations of 

process parameters, especially in nanometer technologies, can change gate delays and 

affect the path delay balancing, causing incomplete suppression of glitches. Hu and 
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Agrawal [34, 37] propose a statistical analysis to treat the gate delays as random variables 

with normal distributions. The results show that the power distribution due to the process 

variation can be reduced. Our deterministic MILP models can also be extended as 

statistical MILP models to minimize the impact of the process variation on the leakage 

power optimization and glitch elimination. These will be discussed in Chapters 4 and 5, 

respectively. 
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CHAPTER 4   STATISTICAL MILP FOR LEAKAGE OPTIMIZATION UNDER 

PROCESS VARIATION 

The increased variation of process parameters of nanoscale devices not only results 

in a higher average (mean) leakage but also causes a larger spread (standard variation) of 

leakage power [88]. In [17], twenty times difference in leakage and thirty percent  

variation in performance are observed. Some low leakage chips with very slow speeds 

and some other faster but very leaky chips have to be discarded. Therefore, both power 

yield and timing yield are seriously affected by the process variation. In this chapter, we 

propose a statistical MILP formulation to optimize the leakage power considering process 

variation. Results show that both mean and standard deviation of the leakage power 

distribution are reduced by this statistical method, compared to the deterministic 

approach discussed in Chapter 3. 

4.1 Effects of Process Variation on Leakage Power 

Process variations are basically separated into inter-die and intra-die variations. 

Inter-die variation or global variation refers to variation from wafer to wafer, or die to die 

on a same wafer, while intra-die variation, or local variation, occurs across an individual 

die. That means that on the same chip, devices at different locations may have different 

process parameters. Since inter-die variation affects all the devices on a chip in the same 

way, it has a stronger effect on power and performance. 
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Channel length, doping concentration and oxide thickness are the most important 

variations in devices. Oxide thickness is well controlled and generally only its inter-die 

variation is considered. Its effect on performance and power are often lumped into the 

channel length variation. Channel length variations are caused by photolithography 

proximity effects and deviation in the optics. Threshold voltages vary due to different 

doping concentration and annealing effects, mobile charge in the gate oxide, and discrete 

dopant variations caused by the small number of dopant atoms in tiny transistors [102]. 

Table 4.1 Leakage power distribution of un-optimized C432 benchmark circuit under 
local effective gate length variation. 

Leff 
variation 

Nominal 
(µW) 

Mean  
(µW) 

S.D.  
(µW) 

S.D. / mean 
(mean-

nominal)/nominal 
10% 2.60E-06 2.75E-06 8.55E-08 3.10% 6.06% 
20% 2.60E-06 3.39E-06 2.97E-07 8.75% 30.71% 
30% 2.60E-06 5.53E-06 1.39E-06 25.17% 112.86% 
 

Due to the exponential relation of leakage current with process parameters, such as 

the effective gate length, oxide thickness and doping concentration, process variations 

can cause a significant increase in the leakage current. Gate leakage is most sensitive to 

the variation in oxide thickness (Tox), while the subthreshold current is extremely 

sensitive to the variation in effective gate length (Leff), oxide thickness (Tox) and doping 

concentration (Ndop). Twenty percent variations in effective channel length and oxide 

thickness can cause up to 13 and 15 times differences, respectively, in the amount of 

subthreshold leakage current. Gate leakage can have 8 times difference due to a 20% 

variation in oxide thickness. Compared with the gate leakage, the subthreshold leakage is 

more sensitive to parameter variations [66]. 
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Subthreshold leakage depends exponentially on several key process parameters, Vth, 

Leff and Tox.  The variation in these process parameters will surely cause both an increase 

of the average value and a large spread in the leakage power. Simulation results in Table 

4.1 show that there is a 112.9% of average power increase and a 25.2% standard 

deviation when 30% (3σ) of local Leff variation is applied to the un-optimized C432. From 

Figure 4.1, it is remarkable that process variation significantly affects the leakage power. 

With the increase of the process variation, the spread of the leakage power becomes 

wider and wider, and the average leakage also has a huge increase. 
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Figure 4.1 Leakage power distribution of un-optimized C432 under local effective gate 
length variation. 

 
 

In Chapter 3, leakage power of ISCAS’85 benchmark circuits is optimized by a 

deterministic MILP formulation that ignores the effect of process variations. Table 4.2 

compares the subthreshold leakage power distributions of the optimized dual-Vth C432 

under different process parameter variations.  
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Table 4.2 Comparison of leakage power in the deterministically optimized dual-Vth C432. 

 
 

Table 4.2, and Figures 4.2(a) and 4.2(b) show that among Tox, Leff and Vth, 

subthreshold leakage is most sensitive to the variation in Leff. The simulation results are 

consistent with those in [66, 87]. Table 4.2, Figure 4.2(c) and Figure 4.2(d) demonstrate 

that leakage has a stronger influence of global variation than that of local variation. The 

reason is obvious. In global variation, the leakage power of all the devices on the same 

chip either increases or decreases in the same way which causes a wider leakage spread 

and larger mean, while local variation affects the devices across the chip randomly, and 

hence leads to a narrower spread and smaller mean. But irrespective of the type of 

variation, the mean of the leakage power always increases due to the exponential relation 

of the subthreshold leakage to some key process parameters. 

 

 

process parameter 
(3σ=15%) 

nominal 
(nW) 

mean 
(nW) 

S.D. 
(nW) 

S.D. 
/ mean 

(mean-
nominal) 
/ nominal 

max dev. from 
nominal (nW) 

max dev 
/ 

nominal 
local 906.9 1059 103.6 9.8% 16.8% 611.6 67.4% 

Leff global 906.9 1089 599.1 55.0% 20.1% 4652.0 513.0% 
local 906.9 939.6 33.7 3.6% 3.6% 136.9 15.1% 

Tox global 906.9 938.6 199.9 21.3% 3.5% 795.8 87.7% 
local 906.9 956.7 36.4 3.8% 5.5% 171.0 18.9% Vth 
global 906.9 964.4 219.8 22.8% 6.3% 1028.0 113.4% 
local 906.9 1155 140.8 12.2% 27.4% 1044.0 115.1% Leff + Tox + 

Vth global 906.9 1164 719.4 61.8% 28.3% 5040.0 555.7% 
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Figure 4.2 Leakage power distributions of the deterministically optimized dual-Vth C432 
due to process parameter variations, (a) global variations, (b) local variations, (c) 
effective gate length variations, and (d) threshold voltage variations. 

 

4.2 Overview of Deterministic Dual-Vth Assignment by MILP  

In the deterministic approach proposed in Chapter 3, the delay and subthreshold 

current of every gate are assumed to be fixed and without any effect of the process 

parameter variation. Basically, such method can be divided into two groups: heuristic 

algorithms [45, 72, 96-101] and linear programming algorithms [31, 56, 58, 70]. Heuristic 

algorithms give a locally optimal solution while a linear programming formulation 

ensures a globally optimum solution.  

An MILP that optimizes the leakage power and assigns dual-Vth to gates in one step 

[56-58] has an advantage over an iterative procedure [70], which must assume power-

delay sensitivities to be constants in a small range. Figure 4.3 gives the basic idea of the 

MILP method [56, 58] that minimizes the total subthreshold leakage without 

compromising the circuit performance by dual-Vth assignment. 



 54 

 

 

 

Figure 4.3 Basic idea of using MILP to optimize leakage. 
 
 

A detailed version for the MILP formulation is presented in Figure 4.4. Xi is an 

integer that can only be either 0 or 1. A value 1 means that gate i is assigned low Vth, and 

0 means that gate i is assigned high Vth. Ti is the latest arrival time at the output of gate i. 

Each gate in the design library has low and high threshold versions, which are 

characterized, using Spice simulation, for their leakage in various input states and gate 

delays, which also depend on the number of fanouts.   

 

 

 

 

Figure 4.4 Detailed deterministic MILP formulation for leakage minimization. 

 

4.3 Statistical Dual-Vth Assignment 

Process variations include inter-die and intra-die variations, or global and local 

variations. For inter-die variations, because the inertial gate delay of every device on the 

same die changes with the same percentage, the solutions for the deterministic and 

statistical approaches are exactly the same. Since our objective is to have a statistical 

Minimize      ∑
i

isubnomI ,   ∀ i ∈ gate number 

Subject to      maxTTPOk ≤    ∀ k ∈ PO 

Minimize ( ){ }∑ ⋅−+⋅
i

iHsubnomiiLsubnomi IXIX ,,,, 1  ∀ i         (D-O) 

Subject to 
( ) iHnomiiLnomii DXDXD ,,,, 1 ⋅−+⋅=  ∀ i      (D-C1) 

iji DTT +≥      ∀ j∈ fanin of gate i    (D-C2) 
10 orX i =     ∀ i  (D-C3) 

maxTTPOk ≤         ∀ k∈PO  (D-C4) 
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MILP formulation that enhances the deterministic approach to leakage optimization 

under process variations, we ignore the inter-die variation. In the remainder of this 

chapter, process variation will only mean intra-die variation. 

Leakage current is composed of reverse biased PN junction leakage, gate leakage 

and subthreshold leakage.  In a sub-micron process, PN junction leakage is much smaller 

than the other two components. Gate leakage is most sensitive to the variation in Tox, and 

changes in the gate leakage due to other process parameter variations can be ignored [66]. 

Further, assuming Tox to be a well-controlled process parameter [79, 81, 102], we ignore 

the gate leakage variation in our design, focusing only on changes in the subthreshold 

leakage due to process variation. 

Subthreshold current depends exponentially on some key process parameters, such 

as, the effective gate length, oxide thickness and doping concentration. Process variation 

can severely affect both power and timing yields of a design optimized by a deterministic 

method. Because fixed subthreshold leakage and gate delay do not represent the real 

circuit condition, statistical modeling should be used. This is discussed next. 

4.3.1 Statistical Subthreshold Leakage Modeling 

Subthreshold current has an exponential relation with the threshold voltage, which in 

turn is a function of oxide thickness, effective channel length, doping concentration, etc.  

Tox is a fairly well-controlled process parameter and does not significantly influence 

subthreshold leakage variation [79, 81, 102]. Therefore, we only consider variations in 

Leff  and Ndop. 
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Figure 4.5 Monte Carlo Spice simulation for leakage distribution of a MUX cell in 
TSMC 90nm CMOS technology. 

 

The statistical subthreshold model can be written as [79]:  













 ∆+∆+∆
−⋅=

1

,3
2

2
, exp

c

VcLcL
II NdopthLeffeff

nomsubsub     (4.1)  

where, ∆Leff is the change in the effective channel length due to the process variation and 

∆Vth,Ndop is the change in the threshold voltage due to the random distribution of doping 

concentration, Ndop. Both are random variables with a normal (Gaussian) distribution, 

N(0,1). Fitting parameters c1, c2 and c3 are determined from the Spice simulation. From 

equation (4.1), it is obvious that Isub has a lognormal distribution. Figure 4.5 gives the 

leakage distribution of one multiplexer (MUX) cell in TSMC 90nm CMOS technology 
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obtained by Monte Carlo Spice simulation. The x-axes in the upper and lower figures 

have linear and logarithmic scales, respectively. It is clear from the bottom figure that 

subthreshold leakage current has a lognormal distribution. 

The total leakage current of a circuit, which is the sum of subthreshold currents of 

individual gates, has an approximately lognormal distribution. Rao et al. [79] use the 

central limit theorem to estimate this lognormal distribution by its mean value with the 

assumption that there is a large number of gates in the circuit, which is indeed the case 

for most present day chips. Hence, the total leakage can be expressed as:   

∑∑∑ ⋅⋅=
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SL and SV are scale factors introduced due to local variations in Leff  and Vth,Ndop. λ1, λ2  and 

λ3 are fitting parameters. For a given process, σ∆Leff and σ∆Vth,Ndop are predetermined. 

Therefore, in our statistical linear programming formulation, the objective function is a 

sum of all nominal (without the effect of process variation) subthreshold leakage 

currents, multiplied by scale factors, SL and SV. 
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4.3.2 Statistical Delay Modeling  

The deterministic gate delay D is given by [82]: 

( )α
thdd

dd

VV

CV
D

−
∝        (4.5) 

where α equals 1.3 for the short channel model. Similar to the subthreshold current model, 

the Vth deviation due to the process parameter variation is also a consideration in our 

statistical delay model. The change of Vth due to the variation of process parameters can 

be expressed as [26]: 

∑
−−=

i i

ii
Xthth X

XX
VV

i

0

0
0 β       (4.6) 

where Xi is a process parameter, Xi0 is the nominal value of  Xi, and βXi is a constant for 

the specific technology.  

To get an approximated linear relation between D and the variations of the process 

parameters, equation (4.5) is expanded as a Taylor series (4.7) and only the first order 

term is retained because higher orders terms being relatively small can be ignored.   

( ) ( )
0,2,1

|... 0,20,10... iX
i

iiXX dX

dD
XXXXDD ∑ −+=     (4.7) 

Let {X1, X2} = { Leff, Ndop}. Combining equations (4.6) and (4.7), we get: 
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where, ci1, ci2 are sensitivities of gate delay with respect to the variation of each process 

parameter and can be obtained from Spice simulation. Leff and Ndop are normal N(0,1) 

random variables. Therefore, in the statistical analysis, Di becomes a random variable, 

which also has a normal distribution. Let, 

0
2

0
1

dop

dop
i

eff

eff
ii N

N
c

L

L
cr

∆
+

∆
=         (4.9) 

Equation (4.8) becomes:  

               ( )iinomi rDD += 1,          (4.10) 

Since r i is a random variable with with Gaussian distribution, N(0, σr
2), µDi, the mean 

value of Di, is equivalent to Dnomi , the nominal delay of gate i.  The standard deviation of 

Di is the same as that of r i. 

4.3.3 MILP  for Statistical Dual-Vth Assignment  

In the statistical approach to minimize leakage power by dual-Vth assignment (Figure 

4.6 and Figure 4.7), the delay and subthreshold current are both random variables, and η 

is the expected timing yield. The power yield is not considered because in Section 6.2,  

we will find that the statistical approach can get about 30% additional leakage power 

reduction for most circuits compared to the deterministic approach.  

 
 

(4.11) 

(4.12) 

Figure 4.6 Basic MILP for statistical dual-Vth assignment. 

Minimize   totalsubI ,                           

Subject to  ( ) η≥≤ maxTTP POi             
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In Figure 4.6, TPOi is the path delay from primary input to the i th primary output and 

is assumed to have a normal (Gaussian) distribution N(µTPOi,σ2
TPOi). Inequality (4.12) 

allows leakage to be optimized with timing yield η and it can be expressed in a linear 

format by the percent point function Φ-1 [62]: 

( ) max
1 T

kPOkPO TT ≤Φ⋅+ − ησµ        (4.13) 

In statistical linear programming (Figure 4.7) all variables, except Xi, are random 

variables with normal distributions.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.7 Detailed formulation of statistical dual-Vth assignment MILP. 
 

 

Minimize 

      ( ){ }∑∑ ⋅−+⋅⋅⋅=⋅⋅
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iHsubnomiiLsubnomiVL
i

isubnomVL IXIXSSISS ,,,,, 1  

              ∀ i∈ gate number  (S-O) 

Subject to  

      ∀ i ∈ gate number 

( ) iHnomiiLnomiDi DXDX ,,,, 1 ⋅−+⋅=µ    (S-C1) 

DirDi µσσ ⋅=            (S-C2) 

DiTjTi µµµ +≥         ∀ j ∈ fanin of gate i    (S-C3) 

)(, DiTjDiTj k σσσ +=     (S-C4) 

DiTjDiTjTitemp ,3σµµ ++≥          (S-C5) 

3/)( TiTiTi temp µσ −=                 (S-C6) 

10 orX i =       (S-C7)   

      ∀ k ∈ PO 

( ) max
1 T

kPOkPO TT ≤Φ⋅+ − ησµ     (S-C8) 
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Comparing the deterministic MILP (Figure 4.4) with the statistical MILP (Figure 4.7), 

we observe the following differences: 

• The deterministic gate delay in (D-C1) is extended to (S-C1) and (S-C2) to get the 

mean and standard deviation of the statistical delay.  

• (D-C2) is extended to (S-C3) through (S-C6) to get the mean and standard 

deviation of the statistical arrival time Ti at the output of gate i. Section 4.4 

briefely explains the transfer from (D-C2) to (S-C3) through (S-C6). 

• (D-C4) is updated to (S-C8) to ensure specified timing yield under process 

variation. 

4.4 Linear Approximations 

In linear programming, all the expressions and constraints should be linear functions. 

However, in statistical analysis, some nonlinear operations are present. We, therefore, use 

the following linear approximations. 

• ADD, A = B + C 

If B and C are N(µ, σ2) random variables, then their sum A also has a normal 

distribution. ‘Add’ is a linear function, but in statistical analysis, to obtain the standard 

deviation σA, we must deal with σA
2=σB

2+σC
2, which is a nonlinear operation. 

Considering, 

222
2

)(
2

)(
CBCB

CB σσσσσσ +≤+≤+
     (4.14) 
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 One can find a linear approximation [34, 37]:  

)(22
CBCBA k σσσσσ +=+=   with ]1,

2
2

[∈k      (4.15) 

The optimal solution partially depends upon the value of k. If we let k be 1, then the 

standard deviation of a random variable obtained by Equation (4.15) is probably larger 

than its real value and hence the constraints in the statistical MILP formulation (Figure 

4.7) are too tight to get a feasible solution. On the contrary, the smallest k, ~0.707, is too 

optimistic for the real condition. Hence, we let k take a middle value 0.85. 

• MAX, A = MAX(B, C) 

If B and C are N(µ,σ2) random variables, A does not necessarily have a normal 

distribution [56, 58]. However, a normal linear approximation with following mean and 

standard deviation has been used [34, 37]: 

),max( CBA µµµ =          (4.16) 

{ } 3/)3,3max( ACCBBA µσµσµσ −++=     (4.17) 

The error in this approximation has been shown to be small [34, 37]. 

• MIN, A = MIN(B, C) 

Similarly, for function A = min(B,C), we use Equations (4.18) and (4.19) to estimate 

the mean and standard deviation of random variable A. 

),min( CBA µµµ =          (4.18) 

{ } 3/)3,3min( CCBBAA σµσµµσ −−−=     (4.19) 
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The above linear approximations are used in our statistical analysis to model the 

leakage optimization problem under process variation by a linear programming 

formulation proposed in this chapter and in Chapter 5.  

4.5 Summary 

The increased process parameter variations in nanoscale devices lead to a large 

spread of leakage power distribution and a higher average leakage. In this chapter, we 

propose an MILP formulation for leakage optimization by dual-Vth assignment in a 

statistical sense. Compared to the deterministic approach, which has to analyze the worst 

case to consider the process variation, statistical MILP formulation has a more flexible 

optimization space and can obtain an optimized dual-threshold circuit with less 

sensitivity to the process variation. 
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CHAPTER 5   TOTAL POWER MINIMIZATION WITH PROCESS VARIATION BY 

DUAL-THRESHOLD DESIGN, PATH BALANCING AND GATE SIZING 

Compared to subthreshold leakage, dynamic power is normally much less sensitive 

to the process variation due to its approximately linear relation to the process parameters. 

However, the deterministic technique discussed in Chapter 3, which uses path balancing 

to eliminate glitches, becomes somewhat ineffective under process variation because the 

perfect hazard filtering conditions can easily be corrupted with a very slight variation in 

some process parameters. The average dynamic power of a circuit optimized by the 

deterministic path balancing approach increases because the filtered glitches randomly 

start reappearing under the influence of process variation. Combining the approaches 

presented in Chapters 3 and 4, we propose a new statistical MILP formulation, which 

uses gate sizing, path balancing and dual-threshold techniques to statistically minimize 

the total power with process variation. 

A deterministic MILP using gate sizing, path balancing and dual-Vth assignment to 

reduce the total power consumption is first introduced as a prerequisite and for later 

modification to consider process variation. 
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5.1 Deterministic MILP for Total Power Optimization by Dual-Vth, Path 

Balancing and Gate Sizing 

In Section 2.3.2, we have discussed two ways of glitch elimination, path balancing 

and hazard filtering. Path balancing can ensure 100% glitch elimination at a cost of some 

area and power overhead introduced by the inserted delay elements. It is sensitive to the 

process variation which will be discussed in Section 5.2.1. Hazard filtering uses 

gate/transistor sizing to increase inertial delay for glitch filtering. Due to the limitation of 

the maximum and minimum cell delays that can be achieved in a specific technology or a 

standard cell library and the unchangeable gate delays on critical paths to meet the 

performance requirements, hazard filtering cannot guarantee 100% glitch elimination and 

becomes less efficient for the circuits with many critical paths. But, it has several 

advantages. Besides its low area and power overheads, this technique applied to ASIC 

designs is not so sensitive to the process variation, because the discrete gate delays in a 

standard cell library leave certain relaxed margin for glitch filtering under process 

variation (see Section 5.2.1). In this section, we combine path balancing and hazard 

filtering together to get 100% glitch elimination with least power and area overheads. 

5.1.1 Gate Sizing for Dynamic Power Reduction 

Dynamic power depends on both the circuit switching activity (number of logic 

transitions) and the power consumption of each logic transition determined mainly by the 

loading capacitances at gate outputs. Path balancing only eliminates glitches to reduce the 

number of logic transitions. Through gate sizing, we can further decrease the dynamic 

power of each transition by the reduction of loading capacitances.  
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In Chapter 6, to verify the power reduction approaches proposed in Chapters 3 and 4, 

we implement a simple standard cell library in BPTM 70nm [1] CMOS technology. Each 

of the 19 standard cells has just one size or driving strength to drive at most five fanouts 

each with 5fF loading capacitance. This type of cell library makes loading capacitance 

reduction impossible and allows only a limited optimization space for the dynamic power 

reduction. The additional power consumed by those inserted delay elements may 

counteract the eliminated glitch power (see results in Table 6.2). 

Vth

Low

High

Size
(Driving Strength)

2

135

6 4

4X2X1X  
Figure 5.1 Extended cell library with 6 corners for gate sizing. 

 
 
In a typical ASIC design, each cell in a standard cell library has several sizes to 

provide different driving strengths. We therefore expand our simple cell library according 

to Figure 5.1, in which each cell has six corners (1-6) based on its threshold voltage and 

size. The original library used in Chapters 3, 4 and 6 only has corners 3 (2X, low Vth) 

and 4 (2X, high Vth). Each cell i has one size (SX2[i]), two inertial delay constants (DX2L[i] 

and DX2H[i]) and two leakage current values (IX2L[i] and IX2H[i]) for a specified fanout. 

When expanding this 2-corner library, we let sizes of cell i with 1X and 4X sizes are 

exactly half and twice SX2[i]. Since according to Equation (2.2), subthreshold has an 

approximately linear relation to the cell width and all standard cells are assumed to have 
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the minimal lengths to provide the fastest speed, subthreshold leakage of a cell with 1X 

and 4X sizes are also scaled to half and twice the subthreshold leakage of the same cell 

with 2X size. Inertial gate delay does not linearly depend upon the gate size, so all inertial 

delays at six corners are simulated by Spice. After expansion, each cell i has three sizes, 

six inertial delay constants and six leakage current values as shown in Table 5.1. 

Table 5.1 Cell characterization in 6-corner cell library 

 
Corner 1 

(4X,LVth) 
Corner 2 

(4X,HVth) 
Corner 3 

(2X,LVth) 
Corner 4 

(2X,HVth) 
Corner 5 

(1X, LVth) 
Corner 6 

(1X,HVth) 
       Size  

( Size[i] ) 
2*SX2[i] 2*SX2[i] SX2[i] SX2[i] 0.5*SX2[i] 0.5*SX2[i] 

Delay  
( D[i] ) 

DX4L[i] DX4H[i] DX2L[i] DX2H[i] DX1L[i] DX1H[i] 

Subthreshold 
( I leak[i] ) 

2*IX2L[i] 2*IX2H[i] IX2L[i] IX2H[i] 0.5*IX2L[i] 0.5*IX2H[i] 

 

In this 6-corner cell library, cells at corner 1 are the fastest due to their low threshold 

and largest size devices, although they consume maximum leakage and dynamic power. 

Cells at corner 6 are most power efficient but have the slowest speed because of their 

high threshold and smallest size devices. When minimizing the total power consumption 

in a circuit and providing the highest performance, we use corner 1 as the starting 

reference case. The optimization of power consumption in circuits implemented by such 

6-corner cell library is flexible. To reduce the dynamic logic switching power, we may 

decrease cell sizes (gate sizing) thereby reducing the loading capacitances. To minimize 

the leakage, we can either assign high threshold voltages or decrease cell sizes. At the 

same time, glitches can be eliminated by path balancing and hazard filtering (gate sizing). 
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5.1.2 Deterministic MILP for Total Power Reduction 

This section presents a deterministic MILP formulation to reduce the total power 

consumption by dual-Vth assignment, path balancing and gate sizing. 

5.1.2.1 Variables 

• Integer [0,1] variables: 

In contrast to the MILP of Chapters 3 and 4, this MILP has 6 integer variables, since 

each device (functional cell) has 6 alternative choices.  

o X1L[i], X2L[i], X4L[i] - the low threshold version with 1X, 2X and 4X driving 

strengths respectively, for cell i. 

o X1H[i], X2H[i], X4H[i] - the high threshold version with 1X, 2X and 4X driving 

strengths respectively, for cell i. 

• Continuous Variables: 

o Size[i]  - size of cell i. 

o I leak[i]   - subthrehold leakage of cell i. 

o D[i]   - inertial gate delay of cell i. 

o ∆d[i,j]    - delay of a possible delay element that may be inserted at the input of cell 

i on the signal from cell j. 

o T[i]   - latest time at which the output of cell i can produce an event after 

the occurrence of an input event at primary inputs of the circuit. 

o t[i]  - earliest time at which the output of cell i can produce an event 

after the occurrence of an input event at primary inputs of the circuit. 
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5.1.2.2 Constants  

o W - weight factors used for tradeoff between leakage and dynamic power 

o Tmax - specified upper bound on critical path delay based on circuit 

performance requirement. 

o SX2[i] - gate size of cell i with  2X driving strength. (In our extended cell library, 

sizes of cell i with 1X and 4X driving strength are exactly half and twice SX2[i], 

respectively.) 

o IX2L[i], IX2H[i] - subthrehold leakage of cell i with 2X driving strength. (The 

subthreshold of a cell with 1X or 4X driving strengths is scaled to half or twice 

the subthreshold leakage of the same cell with 2X driving strength, respectively.) 

o DX1L[i], DX2L[i], DX4L[i], DX1H[i], DX2H[i], DX4H[i] - inertial gate delays of cell i at 

six corners.  

5.1.2.3 Objective function 

The objective function, minimizing the total power consumption, is given by 

equation (5.1). 

   Min {total power consumption} 

= Min {leakage power + dynamic power} 

= Min {leakage Power + 

        (logic switching power + dynamic power consumed by the delay elements) } 

= [ ] [ ] [ ]






















∆++⋅ ∑ ∑∑∑

i i ji
leak jidCisizeCiICWMin ,321     (5.1) 
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Where C1, C2 and C3 are fitting parameters to let three terms (C1ΣI leak[i], C2Σsize[i] 

and C3ΣΣ∆d[i,j]) have the same units (µW). To the objective function (3.4) of MILP in 

Section 3.2.2, we have added C2Σsize[i] to fully utilize the advantage of gate sizing for 

dynamic power reduction. In a glitch-free circuit optimized by path balancing, dynamic 

power is composed of two parts, logic switching power and additional dynamic power 

consumed by the inserted delay elements. Since logic switching power depends on the 

loading capacitances which are determined by the cell sizes, it can be represented by 

C2Σsize[i]. Extra dynamic power consumed by an inserted delay element also depends on 

the size of that delay element which is nonlinear related to its delay value. To simply the 

model, we describe the extra dynamic power introduced by delay elements as 

C3ΣΣ∆d[i,j]. Therefore, C2Σsize[i]+C3ΣΣ∆d[i,j] represents the total dynamic power 

consumption. 

To reduce subthreshold leakage (minimize C1ΣI leak[i]), we may change the low Vth 

device i to a high Vth device, which can approximately reduce 98% of the leakage in 

BPTM 70nm technology (Vdd = 1V, Low Vth = 0.20V, High Vth = 0.32V). Decreasing size 

is the other possible way, but with a relatively smaller leakage reduction (i.e., 25% or 

50%). Therefore, when minimizing the total subthreshold leakage, the LP solver first tries 

to do dual-Vth assignment, which probably causes the increase of some critical path 

delays. To remove such timing violations while keeping the total subthreshold as small as 

possible, some gate delays have to be decreased by gate sizing (enlarging sizes), which 

increases the dynamic power consumption. Therefore, minimizing C1ΣI leak[i] and 

minimizing C2Σsize[i]+C3ΣΣ∆d[i,j] are two conflicting requirements in the objective 
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function. By adjusting the weight factor W, minimal leakage, minimal dynamic power or 

minimal total power dissipation can be achieved for a specific application. 

5.1.2.4 Constraints 

• Basic constraints 

o let the LP solver choose one and only one optimal corner for each cell i: 

1][4][2][1][4][2][1 =+++++ iHXiHXiHXiLXiLXiLX  (5.2) 

o leakage of cell i: 

[ ] [ ]
[ ]iIiHXiHXiHX

iIiLXiLXiLXiI

HX

LXleak

2

2

])[42][2][15.0(

])[42][2][15.0(

⋅⋅++⋅
+⋅⋅++⋅=

   (5.3) 

o gate delay of cell i: 

[ ] [ ] [ ] [ ]
[ ] [ ] [ ] ][4][2][1

][4][2][1

422

421

iHXiDiHXiDiHXiD

iLXiDiLXiDiLXiDiD

LXLXLX

LXLXLX

⋅+⋅+⋅
+⋅+⋅+⋅=

  (5.4) 

o size of cell i: 

[ ] [ ]iS
iHXiLX

iHXiLXiHXiLX
iSize X 2])[4][4(2

])[2][2(])[1][1(5.0
⋅









+⋅
++++⋅

=   (5.5) 

• constraints for glitch elimination 

For cell i, if one of its input is fed by cell j’s output, constraint (5.6) makes sure that 

T[i] is the latest signal arrival time at the output of cell i, and constraint (5.7) ensures that 

t[i] is the earliest arrival time. 

[ ] ][],[][ iDjidjTiT +∆+≥        (5.6) 

[ ] ][],[][ iDjidjtit +∆+≤        (5.7) 
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Constraint (5.8) guarantees the output timing window, T[i] - t[i] , is always less than the 

inertial gate delay of cell i, hence glitches will not be generated at cell i’s output.  

[ ] ][][ itiTiD −≥         (5.8) 

• constraint for maximal performance 

To keep the maximal performance, at every primary output k, let, 

max][ TkT ≤ .        (5.9) 

5.1.3 Results  

We compare the dynamic power reduction of C432 (one ISCAS’85 benchmark 

circuit) implemented by either 2-corner or 6-corner cell library in Table 5.2.   

Case 1 (Row 2) - The simple cell library has two corners whose driving strength is 

2X. Since all cells implemented by this cell library have only one size, path balancing is 

the only way to eliminate glitches for dynamic power reduction. Data in column 5, row 2 

shows that if the extra dynamic power contributed by the inserted delay elements is 

ignored, 25.25% power saving can be achieved by path balancing, which means glitches 

in un-optimized C432 take up 25.3% of total dynamic power consumption. Considering 

the additional loading capacitances contributed by these inserted delay elements for path 

balancing, the net dynamic power reduction is only 8.6% (column 7, row 2). Such small 

dynamic power reduction is almost unacceptable since these inserted delay elements also 

bring some area overhead except for the dynamic power overhead. If we use gate sizing 

and path balancing simultaneously, more dynamic power consumption can be reduced. 

 



 73 

Table 5.2 Comparison of dynamic power optimization of C432 implemented by 2-corner 
and 6-corner cell library, respectively. 

Cell Lib 
Weight Factor 

W 
Unopt 
(µW) 

Opt  (µW) 
(w/o     

delay CL) 

Power 
Saving 

Opt  (µW) 
(w/       

delay CL) 

Power 
Saving 

Power of delay 
elements (µW) 

 2 
corners 

- 101 75.5 25.3% 92.3 8.6% 16.8 

To Min.  Leak. 101 58.5 42.1% 76.7 24.1% 18.2 6 
corners To Min.  Dyn. 101 41.5 58.9% 57.0 43.6% 15.5 

 
 

Case 2 (Row 3) - The extended cell library has 6 corners whose driving strength can 

be 1X, 2X or 4X. To make the comparison with case 1 reasonable, we let the 

unoptimized circuit in case 2 also be implemented by low Vth cells with 2X driving 

strength. When the weight factor (W) is large enough to let MILP’s objective function 

(5.1) emphasize minimizing total subthreshold leakage, 42.1% dynamic power can be 

reduced by path balancing and gate sizing, or by reducing the number of logic transitions 

and decreasing loading capacitances simultaneously. This dynamic power reduction 

decreases to 24.1% when the extra loading capacitances contributed by the inserted delay 

elements are considered.  

Case 3 (Row 4) – The only difference between case 2 and case 3 is the weight factor 

used in the MILP formulation. In case 3, the weight factor (W) is small enough to let the 

CPLEX LP solver [30] emphasize minimizing the total dynamic power, and up to 58.9% 

of the dynamic power can be saved without considering the additional power introduced 

by the delay elements. When the extra power contributed by the delay elements is 

considered, 43.6% of the dynamic power can be saved. 

The additional dynamic power contributed by the loading capacitances of the 

inserted delay elements is shown in column 8. In case 3, although delay elements 
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consume an additional 15.5µW dynamic power, we still can get more than 40% dynamic 

power reduction by using path balancing and gate sizing simultaneously, since not only 

all the glitches are eliminated but also the loading capacitances for some logic transitions 

are decreased. 
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(a) C432 
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(b)  C7552 

Figure 5.2 Comparison of dynamic power optimization of circuits implemented by 2-
corner and 6-corner cell library with different weight factors. 
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To make the comparison clearer, Figure 5.2 shows the dynamic power reduction in 3 

cases for both C432 and C7552. In Chapter 6, Table 6.2 shows that 40.2% of dynamic 

power in the unoptimized C7552 is consumed by glitches while C432 only has 27.4%, so 

in both case 2 (6 corners – min leak.) and case 3 (6 corners – min dyn.), C7552 can obtain 

more dynamic power reduction. 
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Figure 5.3 Optimization space comparison between leakage and dynamic power of C432 
@ 90ºC. 

 
 
Using the MILP formulation in Section 5.1.2 and carefully adjusting the weight 

factor W, we can get the minimal total power, minimal leakage or dynamic power. In 

Figure 5.3, when W ranges from 10-6, to 104, normalized leakage is accordingly 

minimized from its largest value 23.03 (10.36µW) to the minimum value 1 (0.45µW), 

while normalized dynamic power increases from its smallest value 1 (59.2µW) to the 

largest value 1.44 (85.2µW). It should be noted that the units for two vertical-axes are 

different, and the purpose is to show the leakage power has a much larger range of 

optimization space (23 times) than that of dynamic power (43.9%). This is because 
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leakage exponentially depends on some process parameters while dynamic power 

generally has an approximately linear relation to process parameters. 

Figure 5.4 shows that the total power consumption changes with the weight factor 

adjustment. When W equals to 10-2, C432 has the minimum 64.82µW total power 

consumption if optimized by dual-threshold assignment, path balancing and gate sizing 

simultaneously. In this case, W is 10-2, which means that the objective function in the 

MILP model emphasizes dynamic power reduction since, in the optimized C432, leakage 

is much less than the dynamic power. 
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Figure 5.4 Achieving the minimum total power by adjusting the weight factor (W). 

 
 

Based on this optimal point (0.02, 64.82µW) for the total power optimization 

without considering any process variation, the statistical MILP formulation can be further 

adopted to statistically optimize power consumption and consider process variation. 
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5.2 Statistical MILP for Total Power Optimization 

5.2.1 The Impact of Process Variation on Dynamic Power 

 
In Chapter 4, we propose a statistical MILP formulation to minimize the impact of 

process variation on the subthreshold leakage. Traditionally, due to the approximately 

linear relation between dynamic power and process parameters, dynamic power is much 

less sensitive to the process variation. Dynamic power comprises two parts, logic 

switching power and glitch power, which can be expressed by the following equation: 

FAVCP Ldyn ⋅⋅= 2

2
1

 =  Logic switching power + Glitch power  (5.10) 

where A is switching activity and F is the circuit operating frequency.  

Logic switching power is directly proportional to the loading capacitances, CL, 

which linearly depends upon gate sizes, W (gate width) and Leff (effective gate length). 

Local (intra-die) process variation causes gate sizes to vary randomly and hence does not 

affect logic switching power too much. Global (inter-die) process variation changes gate 

sizes in the same tendency and does vary the logic switching power. However, it does not 

affect the solution of the MILP formulation, since gate delays and gate sizes in the MILP 

constraints either increase or decrease with the same percentage when global process 

variation is considered, and Tmax is assumed to change accordingly.  

The impact of process variation on glitch power is different and more complicated. 

Glitches are generated if the constraint (5.11) is not satisfied for cell i. Since inertial gate 

delays D[i] vary with process variations, inequality (5.11) may change from being 

satisfied to being violated or vice versa.  
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[ ] ][][ itiTiD −≥        (5.11) 

We consider the impact of global process variation and local process variation on 

glitch power separately. 

• Impact of global process variation on glitches 

For every gate i, its timing window Ti - ti is actually determined by the two timing 

paths, the fastest path (FPath) and the slowest path (SPath) from primary inputs to gate i. 

Ti is the cumulative inertial gate delays along that slowest path, and ti is the cumulative 

inertial gate delays along that fastest path, which is shown in equation (5.12).  

∑∑
∈∈

−=−
FPathn

n
SPathm

mii ddtT       (5.12) 

Assuming there is r·100% (r: 0~1) of global variation applied to the circuit, glitch 

filtering conditions for gate i keep unchanged since both timing window and gate delay 

vary r·100%, which are expressed by equations (5.13) and (5.14).  

))(1())(1()1()1('' ii
FPathn

n
SPathm

m
FPathn

n
SPathm

mii tTrddrdrdrtT −+=−+=+−+=− ∑∑∑∑
∈∈∈∈

    (5.13) 

ii drd )1(' +=        (5.14) 

Therefore, the technique of glitch elimination by path balancing is resistant to the global 

process variation. 

• Impact of local process variation on glitches 

Now, let’s consider the impact of local process variation on glitch elimination by 

path balancing. When local variation is applied to a circuit, as shown in Equation (5.15), 
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Ti and ti are the sum of gate delays, which vary randomly, along the slowest and the 

fastest paths from primary inputs to cell i’s inputs, so, Ti - ti is not very sensitive to the 

process variations, while di does change with the process variation.  

∑∑
∈∈

+−+=−
FPathn

nn
SPathm

mmii drdrtT )1()1(''      (5.15) 

iii drd )1(' +=         (5.16) 

As shown in Figure 5.5, there are three possible glitch filtering conditions. Both 

Figures 5.5(b) and (c) are glitch free while Figure 5.5(a) has a glitch. In an unoptimized 

(with-glitch) circuit, Figures 5.5(a) or (b) is the much more common condition for one 

gate, although Figure 5.5(c) is still possible but with the least possibility. On the contrary, 

in a glitch-free optimized circuit, Figure 5.5(c) is applied to lots of gates because Figure 

5.5(a) is always forced to become Figure 5.5(c) by path balancing for glitch elimination. 

di

  Ti - ti

di

Ti-ti

di

Ti-ti

(a) Glitch Not Free (c) Glitch Free(b) Glitch Free
 

Figure 5.5 Three possible glitch filtering conditions.  

 
 

With local process variation, Figures 5.6(a) and (b) show that the original condition 

is not so easily corrupted if only the variation of the timing window or the gate delay falls 

into the shaded areas, while Figure 5.6(c) is extremely sensitive to the local process 
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variation, since a slight increase of the timing window or decrease of the gate delay can 

simply let an original glitch-free gate generate glitches at its output.  

di

  Ti - ti

di

Ti-ti

di

Ti-ti

(a) Glitch Not Free (c) Glitch Free(b) Glitch Free
 

Figure 5.6 Three possible glitch filtering conditions under process variation. 

 
 

This explains why the dynamic power of an unoptimized (with-glitch) circuit is 

much more resistant to local process variation than that of a glitch-free circuit optimized 

by path balancing. The glitch-free condition shown in Figure 5.6(c) cannot be really 

satisfied even with a quite small process variation. 

Table 5.3 Normalized dynamic power distribution of un-optimized (with-glitch) C432 
under local delay variation. 

delay variation nominal mean 3*S.D. / mean (mean-nominal)/nominal 
10% 1 0.9995 1.95% -0.05% 
20% 1 0.9987 3.36% -0.13% 
30% 1 0.9978 4.50% -0.22% 

 
 

Table 5.3 and Figure 5.7 demonstrate the resistance of unoptimized circuits to the 

local process variation. We apply 10%, 20% and 30% local delay variations, which are 

caused by the variation in gate-length-independent Vth, to the unoptimized (with-glitch) 

circuit C432. The largest percentage of the mean value deviated from the nominal value 

is 0.22% and the maximum spread (3*S.D./mean) is only 4.5%. 
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Figure 5.7 Dynamic power distribution of un-optimized (with-glitch) C432 under local 
delay variation. 

 
 

The sensitivity of glitch-free circuits optimized by path balancing to the local 

process variation is illustrated by Table 5.4 and Figure 5.8.  Data in Table 5.4 shows that 

both the mean value and standard deviation of dynamic power distribution increase 

significantly with the increase of the local process variation. When 30% local variation is 

applied to the optimized glitch-free C432, its average dynamic power increase 32% and 

almost equals to the normalized dynamic power (1.34) of unoptimized C432. In Figure 

5.8, some samples of optimized C432’s dynamic power are even larger than 1.34. It 

should be mentioned that every sample in Figure 5.8 is larger than the nominal value, 1, 

which is the expected minimum normalized dynamic power of optimized glitch-free 

C432 achieved by path balancing. Process variation causes some glitches to be generated 

in this glitch-free circuit and hence increases the dynamic power.  
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Table 5.4 Normalized dynamic power distribution of optimized (glitch-free) C432 under 
local delay variation. 

delay variation nominal mean 3*S.D. / mean (mean-nominal)/nominal 
10% 1 1.10 5.13% 9.8% 
15% 1 1.14 5.34% 13.5% 
20% 1 1.23 7.42% 23.2% 
30% 1 1.32 9.76% 31.6% 
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Figure 5.8 Dynamic power distribution of optimized (glitch-free) C432 under local delay 
variation. 

 
 

It is remarkable that the advantage of glitch elimination by path balancing is totally 

lost due to the local process variation. The deterministic approach introduced in Section 

5.1.2 is not effective for power optimization with process variation. In the following 

subsection, we combine the MILP formulation introduced in Chapter 4, and thus a new 

statistical MILP formulation is proposed to optimize power under process variation and 

to fully utilize the advantage of path balancing.  
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5.2.2 Statistical MILP for Power Optimization with Process Variation  

Like the statistical MILP formulation presented in Chapter 4, we treat all gate delays 

and timing window variables as random variables with normal distribution whose 

standard deviation is σr. 

5.2.2.1 Variables 

• Integer variables: 

Same as the MILP proposed in 5.1.2, this MILP has 6 integer variables since each 

device has six alternative choices.  

o X1L[i], X2L[i], X4L[i], X1H[i], X2H[i], X4H[i]  

• Continuous Variables: 

o δ[i]  - relaxed variable for the glitch filtering constraint of cell i. It will 

be discussed in Section 5.2.2.3. 

o Size[i]  - size of cell i.       

o I leak[i]   - nominal value of subthrehold leakage of cell i.  

o u_D[i]  - mean of inertial gate delay of cell i. 

o s_D[i]  - standard deviation of inertial gate delay of cell i. 

o u_∆d[i,j ] - mean of ∆d[i,j ]. 

o s_∆d[i,j]    - standard deviation of ∆d[i,j]. 

o u_T[i]     - mean of T[i].    

o s_T[i]     - standard deviation of T[i].  

o u_t[i]  - mean of t[i].  

o s_t[i]  - standard deviation of t[i]. 
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5.2.2.2 Constants  

o Tmax   - the maximum expected circuit performance. 

o σr  - standard deviation of the process parameter variations. 

o SX2[i]  - gate size of cell i with  2X driving strength.  

o W1, W2 ,W3 - weight factors. 

o IX2L[i], IX2H[i]  - nominal values of the subthrehold leakage of cell i with 2X 

driving strength.  

o DX1L[i], DX2L[i], DX4L[i], DX1H[i], DX2H[i], DX4H[i] - nominal values of the inertial 

gate delay of cell i at all six corners.  

5.2.2.3 Constraints 

• Basic constraints 

o Let LP solver choose one and only one optimal corner model for cell i. 

1][4][2][1][4][2][1 =+++++ iHXiHXiHXiLXiLXiLX  

o Nominal value of the subthreshold leakage of cell i: 

[ ] [ ]
[ ]iIiHXiHXiHX

iIiLXiLXiLXiIu

HX

LXleak

2

2

])[42][2][15.0(

])[42][2][15.0(_

⋅⋅++⋅
+⋅⋅++⋅=

   (5.17) 

o Mean and standard deviation of the gate delay of cell i: 

[ ] [ ] [ ] [ ]
[ ] [ ] [ ] ][4][2][1

][4][2][1_

422

421

iHXiDiHXiDiHXiD

iLXiDiLXiDiLXiDiDu

LXLXLX

LXLXLX

⋅+⋅+⋅
+⋅+⋅+⋅=

  (5.18) 

[ ] [ ]iDuiDs r __ ⋅= σ          (5.19) 
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o The size of cell i: 

[ ] [ ]iS
iHXiLX

iHXiLXiHXiLX
iSize X 2])[4][4(2

])[2][2(])[1][1(5.0
⋅









+⋅
++++⋅

=  (5.20) 

• For glitch elimination 

o standard deviation of ∆d[i,j ]: 

]),[_],[_ jidujids r ∆⋅=∆ σ        (5.21) 

o auxiliary variables and constraints for calculating the mean and standard deviation 

of (output) timing window variables.  

In the deterministic method, we can use Equations (5.d1-5.d4) to get the 

output timing window variables, T[i] and t[i], for cell i. Tin[i] and tin[i] are the 

variables for the input timing window. 

[ ] ],[][ jidjTiTin ∆+≥        (5.d1) 

[ ] ],[][ jidjtit ni ∆+≤        (5.d2) 

[ ] ][][ iDiTiT in +=        (5.d2) 

[ ] ][][ iDitit in +=        (5.d4) 

In statistical approach, Equations (5.d1-5.d4) are expanded as (5.22-5.33). 

Prefixes u_ and s_ represent the mean value and the standard deviation of the 

corresponding variable, and both temp_Tin[i] and temp_tin[i] are intermediate 

variables. 

[ ] ],[_][__ jidujTuiTu in ∆+≥      (5.22) 

[ ] ]),[_][_(_ jidsjTskiTs in ∆+⋅=      (5.23) 

[ ] ][_3],[_][__ iTsjidujTuiTtemp inin ⋅+∆+≥    (5.24) 
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[ ] ],[_][__ jidujtuitu ni ∆+≤       (5.25) 

[ ] ]),[_][_(_ jidsjtskits in ∆+⋅=       (5.26) 

[ ] ][_3],[_][__ itsjidujtuittemp inin ⋅−∆+≤     (5.27) 

[ ] 3/])[_][_(_ iTuiTtempiTs ininin −=      (5.28) 

[ ] 3/])[_][_(_ ittempituits ininin −=       (5.29) 

o mean and standard deviation of timing window variables: 

[ ] ][_][__ iDuiTuiTu in +=        (5.30) 

[ ] ])[_][_(_ iDsiTskiTs in +⋅=       (5.31) 

[ ] ][_][__ iDuituitu in +=        (5.32) 

[ ] ])[_][_(_ iDsitskits in +⋅=        (5.33) 

o Glitch filtering constraint in the statistical method: 

[ ] ])[_3][_(])[_3][_(][_3_ itsituiTsiTuiDsiDu ×−−×+≥×−     (5.34) 

This constraint can leave certain margin for process variation in advance as shown in 

Figure 5.6(b) instead of Figure 5.6(c). However, the above worst case constraint is 

usually too tight to make CPLEX LP [30] solver find a feasible solution. So, we add a 

relaxed variable δ[i] to each glitch filtering constraint (5.34).  

[ ] ])[_3][_(])[_3][_(])[_3_(][ itsituiTsiTuiDsiDui ×−−×+≥×−+δ  (5.35) 

In the objective function, by minimizing Σδ[i], CPLEX LP solver will try to find one 

optimal solution to make as large number of constraints (5.35) satisfied as possible with a 
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zero δ[i], which means the glitches of corresponding cells can be truly eliminated even in 

the worst case condition of process variation. Those constraints only being satisfied with 

the help of a positive δ[i] quite likely fail to filter glitches.  

• For maximal performance 

To keep the maximal performance, at every primary output k, let, 

max][_3][_ TkTskTu ≤×+ . 

5.2.2.4 Objective function 

The objective function minimizes the impact of process variation on the total power 

consumption. 

   Min {the impact of process variation on the total optimal power consumption} 

= Min {mean and standard deviation of leakage power + 

 mean and standard deviation of dynamic power} 

= [ ] [ ] [ ]












⋅+








∆+⋅+⋅ ∑ ∑∑∑∑

i ii ji
leak iWjidCisizeCWiICWMin ][, 332211 δ  (5.36) 

C1, C2 and C3 are fitting parameters to let three terms (C1ΣI leak[i], C2Σsize[i] and 

C3ΣΣ∆d[i,j]) have the same units (µW). When we talk about process variation, its impact 

on the mean value and standard deviation of the power consumption should both be 

considered. For leakage, a smaller mean value automatically means a narrower spread of 

leakage power distribution since more gates are assigned high Vth. Min(C1ΣI leak[i]) should 

be enough to minimize the impact of process variation on the total subthreshold leakage. 

For the dynamic power, standard deviation of the dynamic power distribution is 
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determined by Σδ[i] and (C2Σsize[i]+C3ΣΣ∆d[i,j]) affects the average dynamic power. 

Therefore we should minimize (C2Σsize[i]+C3ΣΣ∆d[i,j]) and Σδ[i], simultaneously.  

The objective function (5.36) is composed of three parts (three single objectives), 

including, to minimize average leakage power, to minimize average dynamic power and 

to minimize the standard deviation of the dynamic power. It is actually a multi-objective 

function and each single objective conflicts with others, for instance, to minimize Σδ[i] 

causes the increase of ΣΣ∆d[i,j], and to optimize ΣI leak[i] leads to a larger Σsize[i], etc. It 

is not easy to get one optimum value for every single objective. What we can do 

instinctively is to carefully select weight factors, W1, W2 and W3 to make a tradeoff 

among these three objectives.  

It should be noticed that the solution provided by the deterministic MILP in Section 

5.1.2 gives us not only a rough image of which one is the dominant power component 

between leakage and dynamic power but also their exact optimal values (power 

consumption) in the optimized circuit. Based on that information, we can choose weight 

factors and add some constraints of the largest allowable minimal leakage or dynamic 

power in the statistical MILP formulation empirically. 

5.2.3 Minimizing Impact of Process Variation on Leakage or Glitch Power 

The choice of minimizing the impact of process variation on the leakage or reducing 

the effect of process variation on the dynamic power is determined by which one is the 

dominant one between the leakage and the dynamic power, and the circuit applications as 

well. In a circuit optimized by the deterministic MILP proposed in Section 5.1.2,  
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•  Case 1 - if the optimal leakage is much less than the optimal dynamic power and its 

large spread due to process variation (for example, 5X difference under 30% global 

process variation according to Table 4.2) still can be ignored, we need to put much 

more emphasis on dynamic power resistance to process variation; 

•  Case 2 - if the optimal leakage is comparable to the optimal dynamic power, and 

most of the time the circuit in the standby mode, for example, circuits of cell phones, 

the impact of process variation on the optimal leakage should be minimized with 

priority definitely since leakage is much more sensitive to the process variation; 

•  Case 3 - if the optimal leakage is comparable to the optimal dynamic power, and 

most of the time the circuit is in the active mode, for example, circuits of portable 

GPS or portable game machines, etc., both the mean and standard deviation of the 

dynamic power distribution should be optimized in the first place.  

5.2.3.1 Minimizing the impact of process variation on glitch power 

In case 1 and case 3, dynamic power is the dominant component of the total power 

consumption. Its standard deviation is determined by the number of glitch filtering 

constraints (5.35) whose δ[i] are positive values. So, in the MILP objective function 

(5.37), we first let W3 be infinitely large to put the highest priority on minimizing Σδ[i].  

[ ] [ ] [ ]
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δ   (5.37) 

Although MILP tries to minimize Σδ[i]. δ[i] for some gate may still be positive since 

the constraint (5.34) is too tight to be satisfied without the help of a positive δ[i]. Every 
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positive δ[i] possibly causes the glitch generation at gate i’s output. From Table 5.4, we 

can also see that the average dynamic power linearly increase with the process variation 

approximately. This increase is contributed by the glitch power which generates under 

process variation condition. To counteract the increase in the average dynamic power due 

to those glitches, or to let the really average dynamic power in process variation 

condition still be close to that one achieved by the deterministic MILP formulation, we 

have to sacrifice some leakage power to get a smaller logic switching power in advance. 

This can be achieved by letting W1 and W2 both equal to 1 in the MILP objective 

function (5.38) and adding a new constraint (5.39) to the statistical MILP formation. 
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[ ] [ ]∑∑∑ ∆+
i ji

jidCisizeC ,32  <  ( Pdyn_opt / ρ)  ( ρ>1)   (5.39) 

Pdyn_opt is the optimal dynamic power obtained by the deterministic MILP in Section 5.1.2 

and ρ is a constant determined by the process variation. By letting ρ larger than 1, the 

statistical MILP formulation can give an optimal circuit which has less dynamic power.  
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Figure 5.9 Comparison of the impacts of 15% local process variation on the dynamic 
power in C432 which is optimized by the statistical MILP with the emphasis on the 
resistance of dynamic power to process variation in Section 5.2.3.1, or by the 
deterministic MILP in Section 5.1.2. (N=1, is the expected normalized minimum 
dynamic power in the optimized glitch-free C432). 

 
 

In C432 optimized by the deterministic MILP formulation in Section 5.1.2, the 

optimized total power comprises 59.3µW dynamic power and 5.5µW leakage power as 

shown in Figure 5.4. The data in Table 5.4 shows that with 15% local process variation, 

its average dynamic power increase 13.53% and with 5.34% standard deviation. To 

reduce the impact of process variation on its dynamic power, the objective function (5.38) 

and constraint (5.39) (let Pdyn_opt=59.3µW and ρ=1.10) are adopted in the statistical MILP 

formulation. The two curves in Figure 5.9 show that the average dynamic power only 

increases 3.63% instead of 13.53%, and standard deviation is also reduced to 2.82% from 

5.13% when 15% local process variation is applied to the optimized glitch-free C432, 

although at a cost of 94% average leakage power increase (from 1.0 to 1.94) and a little 

bit wider spread of leakage power distribution, which is shown in Figure 5.10. 
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Figure 5.10 Comparison of the impacts of 15% local Leff process variation on the leakage 
power in C432 which are optimized by the statistical MILP with the emphasis on the 
resistance of dynamic power to process variation in Section 5.2.3.1, or by the 
deterministic MILP in Section 5.1.2. (N1 and N2 are the normalized nominal leakage 
power in the optimized glitch-free C432). 

 

5.2.3.2 Minimizing the impact of process variation on leakage  

In case 2, leakage almost equals to or is even larger than the dynamic power. Since 

leakage is so sensitive to the process variation that we cannot minimize the effect of 

process variation on the dynamic power by sacrificing leakage any more. The technique 

of using path balancing to eliminate glitches has to be discarded since the increase in the 

average dynamic power under process variation may be close to or even larger than the 

glitch power eliminated by path balancing. To let the leakage of optimized circuits 

resistant to the process variation, we can still use the MILP proposed in Chapter 4 except 

every gate has six possible choices instead of just two choices. 
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5.3 Summary  

This chapter first introduces the technique of using gate sizing to reduce dynamic 

power. Then a deterministic MILP formulation is proposed to optimize the total power 

consumption by dual-Vth assignment, path balancing and gate sizing without considering 

any process variation. The impact of process variation on dynamic power is analyzed and 

a statistical MILP formulation is presented to minimize the impact of process variation on 

the dynamic power by giving up some leakage power if the dynamic power is still the 

dominant one under process variation. Figure 5.11 gives the flowchart of how to make a 

decision as to which one, leakage or dynamic power, should be optimized considering 

process variation. 
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Figure 5.11 Flowchart of making a decision as to which one, leakage or dynamic power, 
should be optimized with process variation. 
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CHAPTER 6   RESULTS 

To study the increasingly dominant effect of leakage power, we use the BPTM 70nm 

CMOS technology [1]. Low Vth for NMOS and PMOS devices are 0.20V and – 0.22V, 

respectively. High Vth for NMOS and PMOS are 0.32V and – 0.34V, respectively. We 

regenerated the netlists of ISCAS’85 benchmark circuits using a 2-corner cell library in 

which the maximum gate fanin is 5. Two look-up tables for gate delays and leakage 

currents, respectively, of each type of cell were constructed using Spice simulation. A C 

program parses the netlist and generates the constraint set for the CPLEX LP solver in the 

AMPL software package [30]. CPLEX then gives the optimal Vth assignment as well as 

the value and position of every delay element. The dynamic power is estimated by an 

event driven logic simulator that incorporates an inertial delay glitch filtering analysis. 

6.1 Results of Deterministic MILP (Chapter 3) for Total Power Optimization 

6.1.1 Leakage Power Reduction 

 The results of leakage power reduction for ISCAS’85 benchmark circuits are 

shown in Table 6.1. Here the objective of the MILP in Section 3.2 was set to minimize 

the leakage alone. All ∆di,j variables were forced to be 0 and constraints (3.9) and (3.10) 
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were suppressed. The numbers of gates in column 2 are for our gate library and differ 

from those in the original benchmark netlists. Tc in column 3 is the minimum delay of the 

critical path when all gates have low Vth. This was determined by the LP discussed in 

Section 3.2 in the paragraph following Equation (3.16). Column 4 shows the total leakage 

current with all gates assigned low Vth. Column 5 shows the optimized circuit leakage 

current with gate Vth reassigned according to the MILP optimization. Column 6 shows the 

leakage reduction (%) for optimization without sacrificing any performance. Column 9 

shows the leakage reduction with 25% performance sacrifice.  

Table 6.1 Leakage reduction alone due to dual-Vth assignment (27°C ). 

Optimized (Tmax= Tc) Optimized (Tmax= 1.25Tc) 
Circuit 
name 

# 
gates 

Tc 
(ns) 

Unopt   
I leak  
(µA)  

I leak   
(µA)  

Leakage 
reduction 

Sun 
OS 5.7 
CPU s 

I leak    
(µA) 

Leakage 
reduction 

Sun 
OS5 .7 
CPU s 

          
C432 160 0.751 2.620 1.022 61.0% 0.42 0.132 95.0% 0.3 

C499 182 0.391 4.293 3.464 19.3% 0.08 0.225 94.8% 1.8 

C880 328 0.672 4.406 0.524 88.1% 0.24 0.153 96.5% 0.3 

C1355 214 0.403 4.388 3.290 25.0% 0.1 0.294 93.3% 2.1 

C1908 319 0.573 6.023 2.023 66.4% 59 0.204 96.6% 1.3 

C2670 362 1.263 5.925 0.659 90.4% 0.38 0.125 97.9% 0.16 

C3540 1097 1.748 15.622 0.972 93.8% 3.9 0.319 98.0% 0.74 

C5315 1165 1.589 19.332 2.505 87.1% 140 0.395 98.0% 0.71 

C6288 1177 2.177 23.142 6.075 73.8% 277 0.678 97.1% 7.48 

C7552 1046 1.915 22.043 0.872 96.0% 1.1 0.445 98.0% 0.58 
 

From Table 6.1, we see that by Vth reassignment, the leakage current of most 

benchmark circuits is reduced by more than 60% without any performance sacrifice 

(column 6).  For several large benchmarks leakage is reduced by 90% due to a smaller 

percentage of gates being on critical paths. However, for some highly symmetrical 
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circuits, which have many critical paths, such as C499 and C1355, the leakage reduction 

is less. Column 9 shows that the leakage reduction reaches the highest level, around 98%, 

with some performance sacrifice. 

The curves in Figure 6.1 show the relation between normalized leakage power and 

normalized critical path delay in a dual-Vth process. Unoptimized circuits with all low Vth 

gates are at point (1, 1) and have the largest leakage power and smallest delay. With 

optimal Vth assignment, leakage power can be reduced sharply by 61% (from point (1, 1) 

to point (1, 0.4)) for C432 or 88% (from point (1, 1) to point (1, 0.1)) for C880, 

depending on the circuit, without sacrificing any performance. When normalized Tmax 

becomes greater than 1, i.e., we sacrifice some performance, leakage power further 

decreases with a slower decreasing trend. When the delay increase is more than 30%, the 

leakage reduction saturates at about 98%. Thus, Figure 6.1 provides a guide for making 

tradeoffs between leakage power and performance. 
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Figure 6.1 Tradeoffs between leakage power and performance. 
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6.1.2 Leakage, Dynamic Glitch and Total Power Reduction 

The leakage current increases with temperature because VT (thermal voltage, kT/q) 

and Vth both depend on the temperature. Our Spice simulation shows that for a 2-input 

NAND gate with low Vth, when temperature increases from 27°C to 90°C, the leakage 

current increases by a factor of 10. For a 2-input NAND gate with high Vth, this factor is 

20.   

The leakage in our look-up table is from simulation for 27°C operation. To manifest 

the dominant effect of the leakage power, we estimate the leakage currents at 90°C by 

multiplying the total leakage current obtained from CPLEX LP solver [30] by a factor 

between 10 and 20 as determined by the proportion of low to high threshold transistors.  

The dynamic power is estimated by a glitch filtering event driven simulator, and is 

given by 

( )c

i
i

iddinv
dyn

dyn T

FOTVC

T

E
P

⋅

⋅⋅⋅
==

∑
2.11000

5.0 2

      (6.1) 

where Cinv is the gate capacitance of an inverter, Ti is the number of transitions at the 

output of gate i when 1,000 random vectors are applied at PIs, and FOi  is the number of 

fanouts for gate i. The vector period is assumed to be 20% greater than the critical path 

delay, Tc. By simulating each gate’s number of transitions, we can estimate the glitch 

power reduction.  

When path balancing is used to eliminate glitches, the additional loading 

capacitances contributed by the inserted delay elements consume extra dynamic power. 

Whether the technique of path balancing is effective depends on the ratio of this dynamic 
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power overhead to the eliminated glitch power. Data in column 3 of Table 6.2 show that 

less than 10% dynamic power reduction can be achieved for some circuits, for instance, 

C432, C1908 and C2670, when the loading capacitances of the delay elements are 

considered. This is mainly because we use a 2-corner cell library which has a limited 

optimization space. As we discussed and illustrated in Section 5.1, using a 6-corner cell 

library, normally we can achieve more dynamic power reduction since this type of cell 

library makes it possible to eliminate glitches by path balancing and to reduce loading 

capacitances for each logic transition by gate sizing simultaneously. 

Table 6.2 Comparison of the percentage of glitches in unoptimized circuits with the real 
percentage of dynamic power reduction achieved by path balancing considering the 
additional loading capacitances contributed by the delay elements. 

Cirt. Name 
Glitch % in  

Un-opt Circuits 
Dynamic Power reduction 
W/ CL of delay elements 

   
C432 27.4 % 8.63 % 

C499 29.0 % 18.13% 

C880 27.8 %  16.23% 

C1355 43.5 % 35.79% 

C1908 22.4 % 8.39% 

C2670 21.6 % 7.42% 

C3540 31.5 % 14.04% 

C5315 34.6 % 12.08% 

C6288 76.0 % 68.73% 

C7552 40.2 %  27.74% 
 
 
To demonstrate the projected dominant effect of leakage power in a sub-micron 

CMOS technology, we compare the leakage power and dynamic power at 90°C in Table 

6.3.  “All low Vth” means the unoptimized circuit that has all low threshold gates, and 

“Dual Vth” means the optimized circuit whose Vth has been optimally assigned for 
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minimum leakage. Column 6 gives the dynamic power of the optimized design, which is 

further reduced as shown in column 7 when glitches are eliminated by path balancing and 

the power overhead contributed by the delay elements is considered. We observe that for 

70nm BPTM CMOS technology at 90°C, unoptimized leakage power (column 3) of some 

large ISCAS'85 benchmark circuits can account for about one half or more of the total 

power consumption (column 9). With Vth reassignment, the optimized leakage power of 

most benchmark circuits is reduced to around 10%. With further glitch (dynamic) power 

reduction, the average total power reduction for ISCAS'85 benchmark is 40%. Some have 

a total reduction of up to 70%. 

Table 6.3 Leakage, glitch and total power reduction for ISCAS’85 benchmark circuits 
(90°C ). 

Leakage Power (µW) Dynamic Power (µW) 
Total  Power      

(leakage+dynamic) (µW) 
Cirt. 

Name 
# 

gates All 
low 
Vth 

Dual 
Vth 

Reduc. 
% 

Dual 
Vth 

Delay 
Opt. 

Reduc. 
% 

All low 
Vth 

Dual Vth    

+  Del 
Opt. 

Reduc 
% 

           
C432 160 35.77 11.87 66.8% 101.0 73.3 8.63 % 136.8 104.15  23.86% 

C499 182 50.36 39.94 20.7% 225.7 160.3 18.13% 276.1 224.72  18.61% 

C880 328 85.21 11.05 87.0% 177.3 128.0 16.23% 262.5 159.57  39.21% 

C1355 214 54.12 39.96 26.3% 293.3 165.7 35.79% 347.4 228.29  34.29% 

C1908 319 92.17 29.69 67.8% 254.9 197.7 8.39% 347.1 263.20  24.17% 

C2670 362 115.4 11.32 90.2% 128.6 100.8 7.42% 244.0 130.38  46.57% 

C3540 1097 302.8 17.98 94.1% 333.2 228.1 14.04% 636.0 304.40  52.14% 

C5315 1165 421.1 49.79 88.2% 465.5 304.3 12.08% 886.6 459.06  48.22% 

C6288 1177 388.5 97.17 75.0% 1691 405.6 68.73% 2079.7 625.95  69.90% 

C7552 1046 444.4 18.75 95.8% 380.9 227.8 27.74% 825.3 293.99  64.38% 
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6.1.3 Tradeoff Between Glitch Power Reduction and Area/Power Overhead 

Contributed by the Delay Elements 

The area overhead due to the inserted delay elements is somewhat large. From Table 

6.4, we observe that the number of delay elements (∆di #) is almost equal to the number 

of gates (Gates #), except for C1355. If we assume that the average number of transistors 

in a gate is 4 (e.g., consider a 2-input NAND gate), and each delay element implemented 

by a CMOS transmission gate has 2 transistors, the rough area overhead will be around 

50% due to delay element insertion. The main reason is that our cell library has some 

complex gates, for example, AOI (AND-OR-INVERT) gates whose fanin number may 

be as large as 5.  Some NAND or NOR gates can also have as large as 4 inputs. As a 

result, it is very possible that more than one delay buffer is inserted for a gate. The 

solution is to use a simpler and smaller cell library which will be used in our following 

research.  

Table 6.4 Number of delay elements for optimization. 

Circuit Gates # ∆di # 

C432 160 160 

C499 182 128 

C880 328 303 

C1355 214 112 

C1908 319 313 

C2670 362 330 

C3540 1097 1258 

C5315 1165 1198 

C6288 1177 1307 

C7552 1046 845 
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Considering the usually large routing area in an ASIC chip, and the fact that a large 

percentage of delay elements have quite small delays (see the following discussion in this 

section) and hence small sizes, the actual area overhead should be much less than 50%. 

We also applied the path balancing technique to an ADI (Analog Devices Inc.)  

RFID chip which is implemented in TSMC 0.35um CMOS technology and has 46,000 

placeable cells (39,000 combinational cells and 7,000 sequential cells). The power 

simulation results by PrimePower [5] show that 11.8% of the logic transitions are glitches 

which consume 8% of the dynamic power. Here the internal logic switchings inside of a 

standard cell are not considered. Although this RFID chip does not consume too much 

glitch power, the analysis of the values and number of the delay elements is still 

instructive. 

 
Figure 6.2 (a) dynamic power reduction by delay elements with a certain delay D, and (b) 
cumulative dynamic power reduction by delay elements with delay 0~D. 

 
 
 

(b) 

(a) 
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Figure 6.3 The relation between the number of inserted delay elements (sorted by their 
contribution to the dynamic power reduction) and the corresponding percentage of glitch 
power reduction 

 

Figure 6.2(a) gives the PDF (probability distribution function) of the delay elements, 

or dynamic power reduction by delay elements with a certain delay D. It shows that most 

of the delay elements inserted for glitch elimination have small delays. This coincides 

with the nature of the circuit structure in a high speed ASIC design. The logic depth of 

any combinational logic between two flip-flops cannot be very large in a high speed 

ASIC chip and hence the timing window determining the value of a delay element is not 

wide. Figure 6.2(b) gives the CDF (cumulative distribution function) of the delay 

elements, or the cumulative dynamic power reduction by delay elements with delay 0~D. 

It is found that delay elements whose delays are larger than 5ns or 10ns for the best case 

or worst case, respectively, contribute very little to the dynamic power reduction. 
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Therefore, Figure 6.2 gives us guidance for the selection of the delay elements when a 

standard cell library of delay elements is constructed. 

The relation between the number of inserted delay elements and the corresponding 

percentage of glitch power reduction is shown in Figure 6.3. Delay elements are assorted 

by their contribution to the dynamic power reduction. The fist 10,000 delay elements play 

a much more important role in glitch elimination, while the remaining 4,000 cells’ 

contribution is very small. Figure 6.3 actually provides circuit designers a clue of how to 

make a tradeoff between glitch reduction and power/area overhead introduced by those 

delay elements. It should be noted that the glitches propagated at the outputs of buffers 

and inverters disappear automatically when all the paths are balanced. In this RFID chip, 

this type of glitches consumes 25% and 39% of the total glitch power for the worst case 

and best case respectively. Therefore, the maximum glitch power contributed by all the 

remaining glitches is 75% and 61% of the total glitch power for the worst case and best 

case respectively. 

6.2 Results of Statistical MILP (Chapter 4) for Leakage Optimization 

To compare the power optimization results of the statistical MILP with those from 

the deterministic approach, we assume that all the gates have the same ci1 and ci2 

(sensitivities of gate delay to the variation of different process parameters) in equation 

(4.9). Therefore, each gate has the same r i and we assume 3σ/µ of r i is 15%. This 

assumption is only for the simplicity and does not change the efficacy of the statistical 

approach.  
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In the deterministic method, the worst case is applied, which means all gate delays 

increase 15% and hence Tmax increases 15% accordingly. To make the comparison 

between the statistical method and the deterministic approach reasonable, Tmax in the 

statistical approach is also 115% of the original value. 

Table 6.5 Comparison of leakage power saving due to statistical modeling with two 
different timing yields (η). 

 Circuit 
Deterministic 
Optimization 
(η = 100%) 

Statistical Optimization 
(η = 99%) 

Statistical Optimization 
(η = 95%) 

Name # gate 

Unopt. 
Leak. 
Power 
(µW) 

Opt. 
Leak. 
Power 
(µW) 

Run 
Time  
(s) 

Opt. 
Leak. 
Power 
(µW) 

Extra 
Power 
Saving 

Run 
Time 
(s) 

Opt. 
Leak. 
Power 
(µW) 

Extra 
Power 
Saving 

Run 
Time 
(s) 

 C432 160 2.620 1.003 0.00 0.662 33.9% 0.44 0.589 41.3% 0.32 

C499 182 4.293 3.396 0.02 3.396 0.0% 0.22 2.323 31.6% 1.47 

C880 328 4.406 0.526 0.02 0.367 30.2% 0.18 0.340 35.4% 0.18 

C1355 214 4.388 3.153 0.00 3.044 3.5% 0.17 2.158 31.6% 0.48 

C1908 319 6.023 1.179 0.03 1.392 21.7% 11.21 1.169 34.3% 17.5 

C2670 362 5.925 0.565 0.03 0.298 47.2% 0.35 0.283 49.8% 0.43 

C3540 1097 15.622 0.957 0.13 0.475 50.4% 0.24 0.435 54.5% 1.17 

C5315 1165 19.332 2.716 1.88 1.194 56.0% 67.63 0.956 64.8% 19.7 

C7552 1046 22.043 0.938 0.44 0.751 20.0% 0.88 0.677 27.9% 0.58 

Average of ISCAS’85 benchmarks 0.24  29.2% 9.04  41.3% 4.64 

 ARM7 15.5k 686.56 495.12 15.69 425.44 14.07% 36.79 425.44 14.07% 36.4 

 

 In Table 6.5, columns 4, 6 and 9 give the optimized leakage power by 

deterministic MILP, by statistical MILP with 99% timing yield and by statistical MILP 

with 95% timing yield. From Table 6.5, we see that compared to the deterministic 

method, which uses the fixed values, when we use statistical models for gate delay and 

subthreshold leakage current, ISCAS85 benchmarks can achieve on average 29% greater 

leakage power saving with 99% timing yield and 41% greater power saving with 95% 

timing yield. The reason is that statistical model has a more flexible optimization space, 
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while the deterministic approach assumes the worst case. For C499 and C1355, which 

have many critical paths due to their extremely symmetrical circuit structures, the 

optimization space is limited and therefore the additional power saving contributed by 

optimization is much smaller, especially with the higher timing yield (99%). It is also 

obvious that with a decreased timing yield, higher power saving can be achieved due to 

the relaxed timing constraints, resulting in a larger optimization space. 
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Figure 6.4 Power-delay curves of deterministic and statistical approaches for C432. 

 
 

Figure 6.4 shows the power-delay curves for C432’s leakage optimization by 

deterministic and statistical approaches. The starting points of the three curves, (1,1), 

(1,0.66) and (1,0.59), indicate that if we can reduce the leakage power to 1 unit by 

deterministic approach, 0.65 unit and 0.59 unit leakage power can be achieved by using 

statistical approach with 99% and 95% timing yields, respectively. The lower the timing 

yield, the higher the power saving. With a further relaxed Tmax, all three curves will give 

more reduction in leakage power because more gates will be assigned high Vth.  
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Figure 6.5 Leakage power distribution of dual-Vth C7552 optimized by deterministic 
method, statistical methods with 99% and 95% timing yields, respectively. 

 
 

Figure 6.5 shows a clear comparison of the leakage power distributions of dual-Vth 

C7552 optimized by the deterministic method, and the statistical methods with 99% and 

95% timing yield, respectively. We can see that both mean and standard deviation of 

C7552’s leakage distribution are reduced by statistical approaches as compared to the 

deterministic method. Although not very obvious, leakage optimization with 95% timing 

yield indeed has a smaller spread than that with 99% timing yield.  

The reason for the narrower leakage distribution and lower average leakage lies in 

the fact that more high threshold gates can be assigned by the statistical method 

compared to the deterministic method. Because, when optimizing the leakage and 

considering process variation by the deterministic approach, we have to analyze the worst 

case which is too pessimistic. The leakage in high Vth gates is less sensitive to the process 

variation, because although high Vth gates may have the same percentage of leakage 

variation as low Vth gates, the absolute variation in high Vth gates is certainly much 
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smaller. Therefore, a higher percentage of high Vth gates in a dual-Vth circuit ensures a 

narrower spread and a lower mean of leakage power. 

Table 6.6 Monte Carlo Spice simulation results for the mean and the standard deviation 
of the leakage distributions of ISCAS’85 circuits optimized by deterministic method, 
statistical methods with 99% and 95% timing yields, respectively. 

 

In global process variation, all the gate delays have the same percentage of variation, 

and hence no effect on the timing window constraints in the statistical MILP, which 

means the assignment of the dual threshold voltages is kept unchanged. On the other 

hand, subthreshold current is most sensitive to the Leff variation. Therefore, in Table 6.6, 

we simulate the leakage distributions of all the deterministically and statistically 

optimized ISCAS’85 benchmark circuits with local Leff variation (3σ/µ=15%) by Spice. 

Just as expected, almost all of the mean and standard deviations of the leakage 

distributions are decreased by statistically approaches. Narrower spread and lower mean 

Circuit 
Deterministic Optimization     

 (η = 100%) 
Statistical Optimization                 

(η = 99%) 
Statistical Optimization                 

(η = 95%)  

Name 
# 

gates 

Nom. 
Leak. 
(nW) 

Mean 
Leak. 
(nW) 

S.D. 
(nW) 

Nom. 
Leak. 
(nW) 

Mean 
Leak. 
(nW) 

S.D. 
(nW) 

Nom. 
Leak. 
(nW) 

Mean 
Leak. 
(nW) 

S.D. 
(nW) 

C432 160 0.907 1.059 0.104 0.603 0.709 0.074 0.522 0.614 0.069 

C499 182 3.592 4.283 0.255 3.592 4.283 0.255 2.464 2.905 0.197 

C880 328 0.551 0.645 0.086 0.430 0.509 0.080 0.415 0.491 0.079 

C1355 214 3.198 3.744 0.200 3.090 3.606 0.202 2.199 2.610 0.175 

C1908 319 1.803 2.123 0.170 1.356 1.601 0.116 1.140 1.341 0.127 

C2670 362 0.635 0.750 0.078 0.405 0.473 0.046 0.395 0.461 0.043 

C3540 1097 1.055 1.243 0.119 0.527 0.611 0.032 0.493 0.575 0.031 

C5315 1165 2.688 3.128 0.165 1.229 1.420 0.088 1.034 1.188 0.067 

C7552 1045 0.924 1.073 0.069 0.774 0.903 0.049 0.701 0.823 0.045 

Average of ISCAS’85 benchmarks 0.138   0.105   0.093 
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can be achieved by the statistical method with 95% timing yield compared to that with 

99% timing yield. 

6.3 Run Time of MILP Algorithms 

 The run time of MILP is always a big concern since its complexity is exponential 

in the number of variables and constraints of the problem in the worst case. However, our 

experimental results show that the real computing time may depend on the circuit 

structure, logic depth, etc., and may not be exponential. 

 The CPU times shown in columns 7 and 10 of Table 6.1 are for the deterministic 

MILP in Chapter 3. From the data in Table 6.1, it is hard to express any relation between 

the CPU time and the problem size, such as the number of gates in the circuit. For 

example, MILP solution time for the 1046-gate C7552 is only 1.1 CPU seconds, which is 

much less than 140 CPU seconds used for the 1165-gate C5315. Even for the same size 

problems, different constraints require varying solution times. Consider the 1177-gate 

C6288 circuit as an example. When the timing constraints for primary outputs (POs) are 

relaxed by 25%, CPU time decreases from 277 CPU seconds to 7.48 CPU seconds. As a 

result, MILP formulation may still solve some very large size circuits and provide a 

possibly better solution to dual-Vth assignment problem through global optimization.  

 Running on a 2.4GHz AMD Opteron 150 processor with 3GB memory, many 

CPU run times for solving the statistical MILP problem (Chapter 4) were less than one 

second (columns 5, 8 and 11 in Table 6.5). This is an advantage over other techniques [61] 

because we achieve 30% more leakage reduction with 99% timing yield but in much less 

CPU time.  
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 Besides ISCAS’85 benchmark circuits, we also optimized the leakage for an 

ARM7 IP core, which has 15,500 combinational cells and 2,400 sequential cells 

implemented in TSMC 90nm CMOS process. The experimental results in the last row of 

Table 6.5 show that 14% more leakage reduction is achieved with 37 seconds run time 

and partly demonstrate the feasibility of applying our MILP approach to real circuits.  

Although today's SOC may have over one million gates, it always has a hierarchical 

structure. MILP constraints can be generated for submodules at a lower level and the run 

times will be determined by the number of gates in the individual submodules. Such a 

technique may not guarantee a global optimization, but still would get a reasonable result 

within acceptable run time. 

6.4 Summary 

Experimental results are presented and discussed in this chapter. The results show 

that the deterministic MILP formulation proposed in Chapter 3 for total power reduction 

by path balancing and dual-Vth assignment can achieve on average 40% total power 

reduction. If combining with the gate sizing technique discussed in Chapter 5, more 

power reduction can be obtained. The statistical MILP proposed in Chapter 4, for 

minimizing the impact of process variation on leakage power, can achieve 30% more 

leakage power reduction compared to the deterministic MILP formulation. Whether is it 

necessary to minimize the impact of process variation on dynamic power depends upon 

the circuit applications and which one is the dominant power component in the optimized 

circuit, so we only propose the corresponding statistical MILP formulation in Chapter 5 

and do not give more detailed results in this chapter. 



 111 

CHAPTER 7   CONCLUSION AND FUTURE WORK 

In this chapter, we summarize the entire work of this dissertation and provide some 

suggestions for future research. 

7.1 Conclusion 

With the continuing trend of technology scaling, leakage power has become a main 

contributor to power consumption. Dual-Vth assignment has emerged as an efficient 

technique for decreasing leakage power. In Chapter 3, a mixed integer linear 

programming (MILP) technique simultaneously minimizes the leakage and glitch power 

consumption of a static CMOS circuit for any specified input to output critical path delay. 

Using dual-threshold devices, the number of high-threshold devices is maximized and a 

minimum number of delay elements are inserted to reduce the differential path delays 

below the inertial delays of the incident gates. The key features of the method are that the 

constraint set size for the MILP model is linear in the circuit size and a power-

performance tradeoff is allowed. Experimental results show 96%, 28% and 64% 

reductions of leakage power, dynamic power and total power, respectively, for the 

benchmark circuit C7552 implemented in 70nm BPTM CMOS technology. 

Due to the exponential relation between subthreshold current and process parameters, 

such as the effective gate length, oxide thickness and doping concentration, process 
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variations can severely affect both power and timing yields of the designs obtained by the 

MILP formulation. In Chapter 4, we propose a statistical mixed integer linear 

programming method for dual-Vth design that minimizes the leakage power and circuit 

delay in a statistical sense such that the impact of process variation on the respective 

yields is minimized. Experimental results show that 30% more leakage power reduction 

can be achieved by using the statistical approach when compared with the deterministic 

approach that has to consider the worst case in the presence of process variations.  

Compared to subthreshold leakage, dynamic power is less sensitive to the process 

variation due to its linear dependency on the process parameters. However, the 

deterministic technique discussed in Chapter 3, which uses path balancing to eliminate 

glitches, becomes ineffective when process variation is considered. This is because the 

perfect hazard filtering conditions can easily be destroyed even by a small variation in 

some process parameters. We present a statistical MILP formulation to achieve a process-

variation-resistant glitch-free circuit in Chapter 5. Experimental results on an example 

circuit prove the effectiveness of this method. 

7.2 Future Work 

Some ideas and suggestions for future work are given in this section. 

7.2.1 Gate Leakage 

In this work, the contribution of the gate-tunneling effect to the total leakage is not 

considered. Neglecting such effect can result in an underestimation of the total leakage. 

Our examples use BPTM 70nm technology, which is characterized by BSIM 3.5.2 and 

may not correctly model gate leakage. However, with appropriate design, the gate 
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leakage of transmission–gate delay elements can be kept small. For example, it is 

possible to use high-threshold transistors in the delay elements because these transistors 

are always on and the switching speed is not important. These transistors have a thicker 

gate oxide layer and hence have a lower gate leakage than low-threshold transistors. 

Otherwise, in general, the problem of gate leakage will have to be answered by future 

research.  

7.2.2 Techniques for Glitch Elimination with Process Variation 

Although leakage has become a dominant contributor to the total power 

consumption with the continued technology scaling, its contribution drops much lower 

than the dynamic power after the circuit is optimized by efficient techniques, such as 

dual-Vth assignment and adaptive body bias [11, 13, 28, 54, 63, 90]. Elimination of 

glitches in a high activity circuit is still imperative. Path balancing is not preferred due to 

its sensitivity to the process variation. Hazard filtering (gate sizing) is sort of resistant to 

the process variation but has its own limitation in that a 100% glitch reduction is not 

guaranteed because of the impossibility of increasing any gate delays on critical paths [8]. 

Besides, there exists an upper bound on the achievable gate delay in any specific 

technology. Combining the two methods together to achieve both a complete glitch 

reduction and a process-variation-resistant circuit should be a challenging topic. In 

Chapter 5, we propose such a combined technique but at a cost of leakage increase. More 

efficient algorithms should be developed. 
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7.2.3 Improvement of the MILP formulation  

We have applied our MILP formulation of dual-Vth assignment to some industry 

circuits. (This work was done in the CAD group, Analog Devices Inc., during the 

summer of 2006).  

The basic steps were as follows. 

1. Assign all cells in the circuit with low Vth. Then the LVT (low Vth) delay and 

leakage for each cell is extracted by PrimeTime [4] from this LVT design.  

2. Similarly, acquire the HVT (high Vth) delay and leakage for each cell from a 

HVT design. 

3. Extract timing (slack, specified clock period, input-delay, output-delay), 

primary inputs and primary outputs for each timing group by PrimeTime [4].  

4. Construct an MILP model based on the above information. 

5. Solve this MILP problem and give the optimal dual-Vth solution. 

6. Update the circuit from the original LVT design to the dual-Vth design according 

to the CPLEX solution. 

7. Check timing and power of the new dual-Vth design by PrimeTime [4] and 

PrimePower [5] respectively. 

 
Experimental results show that twice the leakage power reduction can be achieved 

by our dual-Vth assignment MILP model as compared to a design by commercial tools, 

Physical Compiler [3] and Astro [2]. About 42% of 15,500 combinational cells were 

assigned high Vth. The runtime for solving this MILP was only several minutes since in 

such an ASIC design, only small combinational logic clouds (sub-circuits) are inserted 
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between registers, primary inputs and registers, and registers and primary outputs. Thus, 

the runtime of an MILP actually depends on the circuit structure of the most complicated 

or deepest combinational cloud, instead of on the total number of the cells in the circuit.    
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Figure 7.1 An example circuit used for illustrating the timing violation. 
 
 

However, there are some timing violations (the actual path delay is larger than the 

timing specification) in the dual-Vth design optimized by our MILP formulation. A 

possible reason is that the delays of LVT cells extracted in step 1 are not accurate. We 

use the example circuit in Figure 7.1 to briefly explain the cause of a timing violation. In 

LVT design, the path delay is 7ns (2+2+3) which is less than the specified clock period of 

8ns. CPLEX finds that to reduce leakage, gate 2 can be assigned high Vth without a 

timing violation since gate 2’s HVT delay is 3ns and hence the new path delay should be 

8ns (2+3+3). However, we found that in the dual-Vth design, the LVT delay of gate 3 

actually changes to 3.2ns due to the increase in its input transition time, as a result of the 

increase in gate 2’s output transition time. Therefore, the real path delay is 8.2ns 

(2+3+3.2) which is beyond the specified clock period 8ns. The cause of this phenomenon 
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is the interdependency of delays of gates, which was neglected for simplicity in our 

MILP formulation.  

An iterative method shown in Figure 7.2 may be adopted to get the accurate delays 

and hence avoid the timing violation problem. If any timing violation is found, the new 

delays for all LVT cells are extracted from the current dual-Vth design and the MILP 

formulation is updated correspondingly. A different optimal solution is then given by the 

CPLEX solver with fewer timing violations. We continue iterations until all timing 

violations are eliminated.  

7.2.4 Complexity of the MILP formulation 

As discussed in Section 6.3, for a several-million-gate SOC, MILP constraints can 

be generated for its submodules at a lower level and the run times will be determined by 

the number of gates in the individual submodules. Such a technique may not guarantee a 

global optimization, but still would obtain a reasonable result within acceptable run time. 

To further reduce runtime of an MILP or ILP formulation, we may also adopt a 

relaxed LP that uses the LP solution as the starting point and round off the variables such 

that they satisfy the (M)ILP. Kompella et al. in [48, 49] use branch-and-bound methods 

to do exhaustive search in the integer space. Although given enough computing time, 

those methods can find an optimal solution, feasible non-optimal solutions with 

acceptable run time can be achieved. In [41], the authors propose a new recursive 

rounding approach which can produce solutions that are close to optimal and, most 

importantly, the complexity of the new approach is polynomial. 
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Figure 7.2 Flowchart of an iterative power optimization procedure.
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