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Abstract 
 

 
The deployment of renewable energy generation is increasing at the distribution level in 

power systems. The concept of microgrids reduces the complex control burden from the system 

operator and lowers electricity prices. As the number of nested microgrids grows in the distribution 

system, there is a paradigm transition from static to dynamic microgrids. This research introduced 

reliable planning for the operation of dynamic microgrids in the planning stages to provide 

solutions in case of a real contingency, to provide solutions in case of real contingencies. The 

research begins with the partitioning of distribution networks in the planning stage based on 

different objective functions. Several constraints must be maintained during the partitioning 

process. This research proposes three modified algorithms to address different problems. The 

effectiveness of these algorithms was verified through the IEEE 33 Radial Bus System in PSCAD 

and the IEEE 39-Bus system in PSLF. 

The worst case in a distribution system is the sudden trip of one or more generators. Load 

shedding is equivalent to increasing power generation in steps. With the objective of reducing 

interruption costs, a greedy-based sorting algorithm was proposed to minimize outage costs. The 

algorithm was implemented in Python and tested on the IEEE 39-Bus system. In addition to 

addressing economic issues on the demand side, economic considerations were also considered on 

the generation side. During the planning stage of reliable operation, the objective was to minimize 

the fuel cost of various generators while maintaining power balance. Particle swarm optimization 

was utilized to generate the best results, and the algorithm was implemented in Python. The test 

results from a three-generator and thirteen-generator systems were compared with those published 

in technical papers.  
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1. Microgrid  

1.1 Microgrid  

Due to the technical advances and declining cost of renewable energy generation (REG), 

deployment of renewable energy generation (REG) is increasing at the distribution level of power 

systems. REG is not dispatchable and is generally decentralized. In that way, the distribution 

network is experiencing a transition from a centralized control scheme to a decentralized control 

scheme. On the one hand, bringing the REG into the distribution network can secure the power 

supply of critical loads when there is a fault upstream. Hence, the reliability of the distribution 

network was increased. It can also ease the emission of greenhouse gas because of the 

environmentally friendly nature of REG. On the other hand, bringing the REG into the distribution 

network may decrease the inertia of the system since most REGs are inverter-based resources and 

have small system inertia [1, 2] compared to traditional synchronous generators. The low inertia 

will mainly cause a rapid rate of change of frequency (RoCoF). Large RoCoF over a certain range 

will sometimes lead to instability of synchronous generators’ synchronization, grid-following 

failures of inverted-based generation, and deficient responses of under-frequency load shedding 

(UFLS). Frequency control problems and declined resilience to frequency disturbances are 

sometimes caused by low inertia in the system. Hence, there is a need to maintain system inertia 

within a certain range even the penetration level of the system continues increasing.  

Distributed energy resources (DER) are defined as sources or groups of sources that are not 

directly connected to the bulk power system [3]; they include both generators and energy storage 

technologies capable of exporting power. To integrate distributed generation (DG) into the 

distribution system, power electronic inverters are the most suitable interfaces to connect both 

parts. The typical DGs in this industry are traditional power generation synchronous generators 
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(e.g., diesel genset, microturbine) and renewable energy generation (e.g., wind turbine generator, 

fuel cell, and photovoltaic).  Distributed energy resource (DER) covers both the DG and also the 

energy storage (e.g., battery, flywheel, supercapacitor). Most of the REGs and energy storage have 

a power electronics converter at interface with the grid. These types of devices are also known as 

Inverter Based Resources (IBRs). The IBR can be operated in a grid-following mode (GFL) where 

the real and reactive power can be controlled independently [4-6] and Grid Forming (GFM) mode 

to provide grid-synchronized to control voltage and system frequency in an islanded microgrid 

(MG). Normally, the IBR operating in GFM mode are REG operating with energy storage systems 

or Energy Storage (i.e., Battery Energy Storage System - BESS). The IBR operating in GFL mode 

synchronized to the grid frequency of the distribution system. REGs can be operated under two 

modes; the first one is the maximum power point tracking mode (MPPT) to maximize the power 

output from DG [7, 8], and the second mode is the curtailed mode to support the frequency 

regulation from the system operator.   

As the penetration level of the DERs into the distribution system continues increasing, there 

is an urgent need to generate a new concept to manage various DGs. A microgrid (MG) is defined 

as a group of interconnected loads and distributed energy resources with clearly defined electrical 

boundaries that function as a single controllable entity with respect to the grid and can connect and 

disconnect from the grid to enable it to operate in both grid-connected mode and islanded mode. 

Usually, the microgrid is connected to the main distribution grid through the Point of Common 

Coupling (PCC). MGs could be classified as AC MG, DC MG, and hybrid MG. The AC MG has 

drawn a lot of attention from both the industry and university scholars because of its practicality 

in existing AC power systems. A general structure of AC MG is illustrated in Figure 1-1. 
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Figure 1-1: Structure of AC microgrid. 

 

In Figure 1-1, the main grid was represented by a system impedance and a voltage source. The 

AC-DC inverter was utilized to connect REGs to the microgrid, and a circuit breaker is used to 

connect the microgrid to the main grid. When a microgrid is disconnected from the primary grid 

because of a contingency in the upstream network, the microgrid will form an islanded system. 

Compared to traditional power systems, microgrids are able to operate under both islanded mode 

and grid-connected mode [9-12]. In Figure 1-1, the MG's islanded operation can be achieved by 

opening the circuit breaker. The MG would disconnect itself from the main grid and operate as a 

small sub-system to avoid disturbance from the main grid. Meanwhile, the islanded MG should 

maintain power balance within the small system. 

MGs should achieve smooth (seamless) transition from islanded mode to grid-connected 

mode or vice versa. Since most microgrid is often equipped with energy storage systems, the 

excess power generation in the microgrid could charge these energy storage systems or can be 

exported to the main grid. Based on the fact that MGs are usually lack of inertia, islanded MGs are 

more vulnerable to the system frequency fluctuations, which could be caused by the variability of 

renewable generation and load consumption. While traditional synchronous generators are often 

assumed to be supplied with sufficient fuel. That is the reason why energy storage systems are 

becoming an important component in MG operation.  
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Traditionally, the Supervisory Control and Data Acquisition (SCADA) will handle 

communication between different components in power system [13, 14]. The whole system is a 

centralized structure with a microgrid control center to give all operation commands. However, 

the control strategy within MGs is more distributed and more flexible.  It could change from 

centralized control strategy with MG centralized controller (MMC) distributed control strategy 

that only needs sparse communication links. Furthermore, timely and reliable communication are 

more crucial for MG operation considering the small inertia in the system. 

The concept of dynamic microgrid reduces REG’s effect on a whole power system, lowering 

the electricity price. Because the investment in most renewable generation doesn’t contain fuel 

cost such as PV and wind power plant, while almost all traditional synchronous generators are 

energized by fossil fuel. Because of all these advantages brought by MGs, more and more 

researchers are focused on this area and they are trying to achieve reliable and optimal operation 

of the MGs. 

 

1.2 Static Microgrid VS Dynamic Microgrid 

 

Traditionally, MGs are regarded as a single group of DGs and loads that connect together and 

form a small sub-system with clearly defined electric boundaries and fixed PCC. When there are 

multiple MGs in the system, they are generally treated as independent structure that could not 

connect to each other directly except they are embedded in the system through utility companies. 

Since the number of DGs are increasing at a very high rate, more and more MGs are integrated 

into the system. With intelligent inverters, fast communication and advanced hardware, a new 

control strategy that connects the MGs was developed.  
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The concept of Nested MG [15, 16] or Interconnected MG was developed to link multiple 

MGs. Compared to traditional MGs that operate individually and only interact with the system via 

single PCC. Nested MG may have many PCC. A general structure of nested MG developed by 

Department of Energy (DOE) is displayed in Figure 1-2.  

R

Electrical 
boundary Closed SSW Load R Renewable

R

R

R

Single customer MG 

R

R

Mutiple customer MG 

 

Figure 1-2: Structure of nested MG. 

 

The cooperation between each nested MG is enabled in both islanded mode and grid-

connected mode. It can provide the utility companies with the most efficient generation method. 

The generation mix of interconnected MGs could improve the system’s economic performance 

and operational benefits. The reliability, resilience and robustness of traditional customers and MG 

customers will all be improved because of the advanced control strategy [17, 18]. System 
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reliability could be improved through power exchange between MG with deficit generation and 

MG with surplus power generation. And there are mainly two challenges that need to be addressed. 

The first one is that the complexity of controlling and coordination between various MGs 

significantly increases as the number of MGs increases. Old time-consuming control strategy 

needs to be replaced with more efficient control strategy. The second one derives from managing 

multiple PCC. It will bring more challenges to the planning and operation of system protection. 

Meanwhile, interaction between nested MGs requires careful planning to coordinate the control 

efforts.  

Previously, all these nested MGs or interconnected MGs are all static MGs since their 

electrical boundaries are fixed during the planning stage. Distribution system operators used to 

form static microgrids (MGs) with static electrical boundaries. Because of the high penetration 

level of REG at the distribution level, simply forming static MGs cannot guarantee the supply-

demand power balance in small sub-systems, especially when no power is transferred from the 

main grid (under islanding operation). Under this circumstance, the concept of dynamic MG was 

brought to the industry using smart switches [19-21]. A dynamic MG is defined as “a MG with 

flexible boundaries that can expand or shrink to keep the balance between generation and load at 

all times.” The boundaries of these dynamic MGs could be substation breakers and smart switches. 

The structure of static MG is fixed during the operation, while the topological structure of dynamic 

MG could be frequently varied as per request from system operator. For instance, the structure 

change of dynamic MG could be caused by integration of another renewable generation or 

restoration of an islanded system during a natural disaster.  

The general differences between static MG and dynamic MG are represented in Figure 1-3.  
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Figure 1-3: Difference between static MG and dynamic MG. 

 

As displayed in Figure 1-3(a), the connection between two MGs is achieved through static 

PCC and initially static breaker at PCC is open. On the right side of Fig 1.3(a), the two MGs are 

connected since the static breaker at PCC is closed. A typical structure of dynamic MG is displayed 

in Fig 1.3(b), where DM in this Figure means dynamic MG and CB means circuit breaker. The 

topological change between left side and right side of Fig 1.3(b) is achieved through the closing 

and opening operations of the smart switches. And their connection points would also change. On 

the left side of Fig 1.3(b), the system is divided into the left side and the right side. On the right 

side of Fig 1.3(b), it was divided into upper part and lower part. Such transitions would bring 

multiple benefits to distribution system.  
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For example, suppose there is a fault upstream and the system is under islanded operation. 

Grid forming IBR (e.g., BESS) could be used to provide voltage at nominal frequency and form 

multiple MGs with other grid following DGs and loads. In this sense, multiple dynamic MGs could 

provide power supply to critical loads in the system. And they can also change their electrical 

boundaries [22, 23] to maintain as much load as possible. Another example is that suppose some 

MGs in the system has a lack of power generation while their adjacent MGs have enough reserve. 

A possible solution to balance reserve between different MGs is the topological transition of 

dynamic MGs in the system. 

The optimal way to manage the distribution-level network with a high-level penetration of 

renewable energy is to separate the distribution system into small sub-systems. With dynamic MG 

schemes, the islanded distribution system can maintain a power balance in a real-time fashion with 

a low computational burden. Thus, the complexity of controlling and managing both grid-

connected and islanded modes significantly decreases. Furthermore, the energy storage systems 

should be considered to compensate for the shortage brought by wind and solar when partitioning 

MGs because of their intermittent intermittency nature of the REG [24, 25].  

 

1.3 Research Topic 

 

Since there are mainly two operation modes of dynamic MGs, it is reasonable to separate the 

research topic into two scenarios. The difference between these two scenarios is the grid-connected 

mode MG can exchange power with the main grid considering the intermittency nature of 

renewable energy. Thus, different constraints and objective functions should be considered for 

these two scenarios. 
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With a grid-connected mode MG, the power balance is not the main objective since we can 

get enough power from the main grid. But if we require self-adequacy of each MG, we can still 

put power balance for each MG as a constraint. The more important aspect is that suppose there is 

a contingency in the upper stream, and we need to disconnect the whole system from the main 

grid, a smooth transition from a centralized (grid-connect MG) power system to a decentralized 

(islanded MG) system with several sub-systems is of great importance. Since a smooth transition 

would minimize the consequence brought by disconnection from and reconnection to the main 

grid. 

 The main objective of islanded mode is to enhance MGs' response to unexpected disturbances 

on the grid and secure supply to critical loads. The priority of islanded mode is to secure as much 

critical load as possible. After that, we will consider providing power supply to non-critical loads. 

In order to maintain the power balance under islanded mode, sometimes, load shedding is 

inevitable if there is a shortage of power supply. After the load shedding process, it is crucial to 

maintain power balance within each sub-system through topological change of dynamic MGs, 

which corresponds to the nature of dynamic MGs. 

 

1.4 Organization of the Dissertation 

 

In the next three chapters, it will mainly discuss three separation methods that targeted at three 

objective functions under grid-connected mode. Chapter 3 will first address the load shedding 

problems. In the meanwhile, the objective function is to minimize the interruption cost. Chapter 4 

will extend the concept to economic load dispatch. Chapter 5 discusses the conclusions of this 

work and ideas for future work. 
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2. Separation Methods Under Grid-Connected Mode 

 
When the distribution network is connected to the grid, there is enough power reserve 

available from the grid. Because we designed the generator to have plenty of headroom in the 

planning stage. Many researchers in this area are trying to find the optimal partitioning method for 

intelligent distribution networks [26-33], and plenty of objective functions have been put forward 

within the last decade. The most renowned objective functions in this field include minimizing 

power exchange and reducing power loss on distribution lines. 

In section 2.1, we will explore the significant requirement for a smooth transition from a 

centralized system to a decentralized system: the minimization of power exchange. In section 2.2, 

we will further expand the utilization of the algorithm introduced in section 2.1. Moving on to 

section 2.3, we will enhance a traditional algorithm to reduce power losses when implementing 

separation method of dynamic microgrids. 

 

2.1 Minimization of Power Exchange 

 

When the system is running with sufficient reserve, the disturbance from renewable energy 

could be mitigated through large synchronous generators. However, in some cases, it may be better 

for the microgrid to operate independently. For example, if there is a persistent disturbance in the 

main grid, separating the microgrid is a better option for the reliability of each system. Similarly, 

any disturbance within the microgrid may interact with the primary grid (or another microgrid) 

and separating the microgrid may solve the issue. In order to prepare for the separation of MGs, 

we need to guarantee a smooth transition in advance. 
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In this research, we consider the minimization of sum of power exchange as the prerequisite 

for a smooth transition because it is reasonable to disconnect the lines with less power flow. Hence, 

we can get a smooth transition from a centralized distribution network to a decentralized intelligent 

distribution network. 

  

2.1.1 Modified K-way Partitioning 

Derived from graph theory, the k-way partitioning [34-36] was introduced to minimize the 

sum of edge weights that connect different partitions. If we select absolute value of active power 

flow as the edge weights, we can ensure that the sum of power exchange between different 

partitions is minimized. Since our primary concern is the minimization of power exchange, we do 

not need to consider the direction of the power flow. Using the absolute value of active power flow 

as edge weight would save us a lot of effort. Since the k-way partitioning is derived from graph 

theory, the first thing we need to do is to project the distribution network to a graph. 
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Figure 2-1: Projection from distribution network to graph. 
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Figure 2-1 illustrates the projection from the distribution network into a weighted graph. As 

the weight on each edge does not have a direction, it can also be treated as an undirected graph. If 

we take a closer look at the distribution network, we may find that the distribution network is 

similar to a weighted graph. We can treat each bus in the distribution network as a node in a graph. 

And each distribution line is an edge in a graph. As for the weight for each edge, we can choose 

different physical values according to our research topics, such as active power flow and resistance. 

Now we have the essential elements for a weighted graph; all we have to do is to apply the modified 

k-way partitioning to tackle our problem. 

In order to implement the k-way partitioning algorithm, the first thing we need to do is define 

the value of k. The value k in k-way partitioning means the number of partitions we want to design. 

There are mainly two constraints considered in this research when defining value of k. 

 𝑁𝑁𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚 ≤ min (𝑁𝑁𝑆𝑆𝑆𝑆 , 𝑁𝑁𝐺𝐺
2

 ) (1) 

where Np,max is the maximum number of partitions, NSG is the number of synchronous generators 

(SGs) in the system, and NG is the number of generators. The first term means that the least SG in 

one partition is equal to one based on the assumption that only SG can provide voltage at a nominal 

frequency. The second term mainly consider the reliability issue. 

In order to get a better understanding of weighted graph, there are three matrices we need to 

introduce first. Degree matrix, adjacency matrix and Laplacian matrix. Suppose a graph is given 

by G=(V,E), where V represents n vertices, and E represents all edges. The edge weight aij is 

assigned for connected vertices i and j, Suppose the edge weight in Figure 2-1 is equal to 1 and 

degree for each vertex in graph is calculated: 

 𝑑𝑑(𝑖𝑖) = ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑗𝑗  (2) 
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where j represents all vertices that connect to i and aij is the edge weight on the connection line. 

Based on this equation, we could get the degree for each vertex in weighted graph. The degree 

matrix is a diagonal matrix with its diagonal elements equal to the degree for each vertex. The 

calculated degree matrix is displayed in Table 2-I.  

Table 2-I: Degree Matrix 

Vertex 1 2 3 4 5 6 7 19 20 21 22 
1 2 0 0 0 0 0 0 0 0 0 0 
2 0 2 0 0 0 0 0 0 0 0 0 
3 0 0 2 0 0 0 0 0 0 0 0 
4 0 0 0 2 0 0 0 0 0 0 0 
5 0 0 0 0 2 0 0 0 0 0 0 
6 0 0 0 0 0 2 0 0 0 0 0 
7 0 0 0 0 0 0 1 0 0 0 0 
19 0 0 0 0 0 0 0 2 0 0 0 
20 0 0 0 0 0 0 0 0 2 0 0 
21 0 0 0 0 0 0 0 0 0 2 0 
22 0 0 0 0 0 0 0 0 0 0 1 

 

The adjacency matrix is a matrix that reveals the connection relations between different 

vertices. The element aij in adjacency matrix means there is a line connect vertex i and vertex j and 

aij is the edge weight. The adjacency matrix is also a symmetric matrix, since the edge weight is 

same whether we measured from vertex i or measured from vertex j. The adjacency matrix 

calculated for Figure 2-1 is: 

Table 2-II: Adjacency Matrix 

Vertex 1 2 3 4 5 6 7 19 20 21 22 
1 0 1 0 0 0 0 0 1 0 0 0 
2 1 0 1 0 0 0 0 0 0 0 0 
3 0 1 0 1 0 0 0 0 0 0 0 
4 0 0 1 0 1 0 0 0 0 0 0 
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5 0 0 0 1 0 1 0 0 0 0 0 
6 0 0 0 0 1 0 1 0 0 0 0 
7 0 0 0 0 0 1 0 0 0 0 0 
19 1 0 0 0 0 0 0 0 1 0 0 
20 0 0 0 0 0 0 0 1 0 1 0 
21 0 0 0 0 0 0 0 0 1 0 1 
22 0 0 0 0 0 0 0 0 0 1 0 

 

After we calculate degree matrix and adjacency matrix, next matrix we need to calculate is 

Laplacian matrix, which is calculated by:  

                                                                         𝐿𝐿 = 𝐷𝐷 − 𝐴𝐴                                                              

(3) 

There are several features of the Laplacian matrix we can use to verify if the result is correct: 

1) Since all edge weights are the absolute value of active power flow, L can only have real 

eigenvalues. 

2) L is positive semidefinite. 

3) The smallest eigenvalue is λ1=0, and the elements in the corresponding eigenvector are all 

identical. 

If we select absolute value of active power flow as edge weights, the process to calculate 

degree matrix, adjacency matrix and Laplacian matrix stays the same. The only difference is that 

originally in the previous example, we assumed edge weight is equal to 1. Now we have the 

essential elements for a weighted graph, the detailed process for k-way partitioning is displayed in 

Figure 2-2.  
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Figure 2-2: Detailed process of modified k-way partitioning. 

 

The initial step of k-way partitioning is to find k smallest eigenvalue and eigenvector pairs in 

Laplacian Matrix. Let [λ1, λ2, λ3, …, λk] represent k smallest eigenvalues, their corresponding 

eigenvectors are believed to provide an embedding from our weighted graph’s vertices to a k-

dimensional subspace. The corresponding eigenvectors [x1, x2, x3, …, xk] that form ratioed 

assignment matrix X is: 

                                    𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, … , 𝑥𝑥𝑘𝑘] = �

𝑥𝑥11 𝑥𝑥12 ⋯ 𝑥𝑥1𝑘𝑘
𝑥𝑥21 𝑥𝑥22 … 𝑥𝑥2𝑘𝑘
⋮ ⋮ ⋱ ⋮
𝑥𝑥𝑛𝑛1 𝑥𝑥𝑛𝑛2 ⋯ 𝑥𝑥𝑛𝑛𝑛𝑛

�                                (4) 
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where X is ratioed assignment matrix, Matrix X is an N×K matrix with n rows and k columns. Each 

row in X represents a vertex in our weighted graph. Only in this way can we map a weighted graph 

to a k-dimensional subspace. 

1

2

3

4

5

6

7

19

20

21

22

Node in graph

Node 1

Node 2

 

Figure 2-3: Mapping of node 1 and node 2 in a weighted graph to a 3-dimensional subspace. 

 

Figure 2-3 gives the example of mapping 2 vertices (node 1 and node 2) in the graph to a 3-

dimensional subspace. In the k-way partitioning algorithm, the value of 'k' also defines the number 

of dimensions we are mapping. The next step is to calculate matrix N. 

                                                            𝑁𝑁𝑖𝑖𝑖𝑖 = 1

�∑ 𝑥𝑥𝑖𝑖ℎ
2𝑘𝑘

ℎ=1

                                                             (5) 

Apparently, matrix N is a diagonal matrix built from X. Its diagonal elements are reciprocal 

of the norm of each row in X. Now we can build the original partition matrix P. 

                                                             𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑁𝑁𝑁𝑁𝑋𝑋𝑇𝑇𝑁𝑁                                                           (6) 

where pij in the original partition matrix represents the cosine of the angle between two row-

vectors: rowi and rowj in X. It can reflect how close these two row-vectors are in the k-dimensional 

subspace. Since these row vectors represent two vertices in a weighted graph through the mapping 
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process, the element pij also represents a measure of distance between vertex i and j in a weighted 

graph. Thus, this partition matrix measures how close the vertices in the weighted graph are to 

each other. 

The benefit of choosing k-way partitioning algorithm for dynamic MG is that if we select 

active power flow as edge weights, the resulting separation obtained can guarantee that the sum of 

edge weights connecting different partitions is the minimum due to the inherent nature of k-way 

partitioning. The second advantage is that we can achieve dynamic separation of the system, 

corresponding to dynamic MG's nature. Since the data we need is power flow and power flow is 

constantly changing in the system. 

The elements in the original partition matrix represent the cosine of the angle between two row-

vectors in ratioed assignment matrix X, it can be either positive or negative, while the measure of 

distance between vertices can only be positive. It may also cause another problem that the sum of 

two distances between two pairs of vertices might be smaller than either of these two distances. In 

this sense, we improved the algorithm by calculating the inverse of the cosine of all elements in 

the original partition matrix: 

                                                                         𝑃𝑃 = 𝑐𝑐𝑐𝑐𝑐𝑐−1(𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜)                                                    (7) 

In this way, the sum of the distance between two vertices will only become larger and it 

corresponds to our common sense. The last step is to select k vertices as the seeds of k partitions. 

We can start by choosing the node that has the shortest electrical distance to the main grid. Let the 

seed vector S store the selected k seeds. 

                                                                𝑆𝑆 = [𝑆𝑆1, 𝑆𝑆2, 𝑆𝑆3, … , 𝑆𝑆𝑘𝑘]                                                     (8) 

After we select the first seed, the next seed can be selected based on the modified partition 

matrix. The next vertex selected should follow the principle: 
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                                                      arg
𝑣𝑣

 max(min{𝑝𝑝𝑣𝑣𝑣𝑣})   𝑣𝑣 ∈ [1,𝑛𝑛] , i ∈ S                                      (9) 

where v represents each vertex in the weighted graph except the vertices already stored in seed 

vector S, i represents each vertex in seed vector S, and pvi is the element in the modified partition 

matrix. In this way, we can guarantee that the newly selected seed is as far as possible from the 

previously stored seeds. After we find k seeds in the weighted graph, we also need to assign the 

rest vertices to their corresponding seeds based on: 

                                                        arg
𝑖𝑖

 min{𝑝𝑝𝑣𝑣𝑣𝑣}    𝑣𝑣 ∈ [1,𝑛𝑛] , i ∈ S                                           (10) 

where v represents each vertex in the weighted graph, i represents each vertex in seed vector S, 

and pvi is the element in the modified partition matrix. We are trying to assign the vertex to its 

nearest seed. After we assign vertices to their corresponding seeds, we successfully separate the 

distribution network into k partitions. 

 

2.1.2 Merge Algorithm 

 
There are still some issues with the k-way partitioning algorithm. The first significant issue is 

that it doesn't consider bus categories. The power system categorizes buses as load buses and 

generation buses. The traditional k-way partitioning may cluster several generation buses in one 

partition and lead to adjacent partitions' lack of generation. The reason is that the k-way portioning 

algorithm only seeks to minimize the sum of connection lines’ edge weights; it will not consider 

the physical meaning of vertices. 

The first issue causes the second issue. Since the adjacent partitions don't have generation, 

they cannot satisfy the self-adequacy requirement. It cannot guarantee that the power balance is 

satisfied within each partition. The proposed solution is to merge the partition that doesn't have a 
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sufficient generation with adjacent partitions that have enough reserve [37, 38]. Since the k-way 

partitioning algorithm minimizes the sum of power exchange between partitions in the first place, 

such a merge operation would still ensure the newly generated separation method can maintain 

this advantage. 

The key idea of the merge algorithm is to merge adjacent partitions so that the combined 

partition can satisfy our constraints. In this research, there are mainly three constraints considered. 

Power balance constraint is our priority. To provide a reliable power supply to customers, we need 

to guarantee that the power balance is satisfied within each partition. 

                                                            ∑ 𝐺𝐺 ≥ 𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝                                                      (11) 

where G is the sum of power generation within each partition, and D is the power demands within 

each partition. The second constraint is that each partition should have at least one grid-forming 

resource. Since we assume a grid-forming (GFM) generator is the only resource that can provide 

voltage at nominal frequency. The third constraint is the power generation limit for all generators. 

There are various merging approaches, but finding the optimal one necessitates using a search 

algorithm. There are many search algorithms in artificial intelligence. The most straightforward 

one is brute-force search. It enumerates all possible states regarding a given problem and chooses 

one with the highest score function. The score function is defined according to the requirements 

of the system operator. In this research, we will introduce the Breadth First Search (BFS). On the 

contrary to the brute-force search that enumerates all possible states regarding a given problem, 

BFS [39-43] solves the problem iteratively and as a result, each time, it only needs less search 

space than brute-force search does. 

The first step of BFS is to perform k-way partitioning algorithm. Then, we generate a tree 

structure based on BFS. Each node in the tree represents a separation method of the distribution 
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network. The root node in the tree structure is the original separation method obtained from the k-

way partitioning algorithm. If each partition can guarantee active power balance and has at least 

one GFG, then the initial state (root node) is stored in a goal state set. Considering whether a newly 

generated state (node) is stored in the goal state set, these three constraints will be considered 

standard. However, the situation where the initial state (root node) can satisfy those constraints is 

relatively rare in the existing distribution system. Hence, the possible solution is to merge the 

imbalanced partitions with adjacent balanced ones. Suppose there are Np,max partitions in the initial 

state (root node), the theoretical maximum number of child nodes of the initial state is 𝐶𝐶𝑁𝑁𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚
2  

considering combination. However, some child nodes would never be generated because there is 

no direct connection between those two partitions. There are 𝑁𝑁𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚 partitions in depth 0, whereas 

the nodes in depth Np,max-2 will only have two partitions. As depth increases by 1, the number of 

partitions will decrease by 1 because of the merge operation. 

The next step is to iteratively merge adjacent partitions to generate a new node in the tree 

structure. If the new state (node) can satisfy all three constraints, it is stored in the goal state set. 

The termination condition is that all nodes in this depth have only two partitions. In the next depth, 

there will be only one partition, and that is the distribution network itself. 

The final step is to find the optimal solution from the goal state set. The extreme condition is 

that none of the nodes we have explored can satisfy these three constraints, and the goal state set 

is empty.  Then, load shedding should be considered. Figure 2-4 illustrates the process of the merge 

algorithm. 
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Figure 2-4: Process of merge operation. 

When the algorithm terminates, if the goal state set has plenty of separation methods, the score 

function needs to be considered to determine which is the optimal one. Score function can be 

defined according to the objective function required by system operators. In this research, the score 

function is considered as the sum of the weighted reserve margin [44, 45].  

                                                      𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = ∑ 𝑊𝑊𝑖𝑖𝑖𝑖 ∙ 𝑅𝑅𝑅𝑅𝑖𝑖                                                      (12) 

where Score is the score calculated for the current separation method, Wi is the weight for each 

partition, and RMi is the reserve margin for the corresponding partition. The sum of Wi is equal to 

one. The difference between generation and demand can be calculated by the reserve margin 

divided by the generation capacity. We can get a value for each state in our goal state set through 
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this calculation process, and we pick one with the highest score. The weight for each partition is 

defined based on the weighted load. 

                                                                      𝑊𝑊𝑖𝑖 =
∑𝐿𝐿𝐿𝐿𝑗𝑗∙𝐿𝐿𝑗𝑗
∑ ∑𝐿𝐿𝐿𝐿𝑗𝑗∙𝐿𝐿𝑗𝑗𝑖𝑖

                                                       (13) 

where Wi is the weight for ith partition, LPj is load importance, and Lj is load. The numerator 

represents the sum of the weighted load in the corresponding partition, and the denominator 

represents the sum of the weighted load in the whole system. In this research, we classify the 

system's load into three levels:  

• The first level is the most critical load 

• The second level is the crucial load, and  

• The third level is the average (curtailable) load.  

The load is still classified into different layers within each level according to frequency 

sensitivity coefficients. The loads with a larger frequency dependency will absorb more active 

power. It will need more reserve. If the system has enough reserve, it is reasonable to provide a 

higher weight to this load. The detailed classification approach is shown in Table I. 

Table 2-III: Frequency Sensitivity Coefficients 

Level Layer 1 Layer 2 Layer 3 … Layer M 
1 P1,1 P1,2 P1,3 … P1,m 

2 P2,1 P2,2 P2,3 … P2,m 

3 P3,1 P3,2 P3,3 … P3,m 
 

2.1.3 Simulation With Radial Network 

To verify the performance of the modified k-way partitioning algorithm, a case study is 

simulated in a modified IEEE 33-bus radial distribution system shown in Figure 2-5. Three 

scenarios were considered in this case study. The first one is that the system has enough reserve 
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margin. The second one is that the system can barely keep the supply demand balance. The last 

one is that generation is less than demand because of loss of generation in the system. 

 

Figure 2-5: IEEE 33-bus radial distribution system. 

 

Five diesel generators are connected to buses 6, 15, 20, 24, and 31, and four renewable 

resources are connected to buses 9, 16, 25, and 32. The capacities of the five diesel generators are 

identical to 1 MW. Since we require self-adequacy for each partition after the separation method, 

we can assume that the system is disconnected from the main grid and operating in the islanded 

mode.  
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Table 2-IV: Generation Capacity and Output for IEEE 33-Bus System 

Bus Generation type Output [MW] Capacity [MW] 

6 Diesel 0.638 1.00 

9 DG 0.200 0.20 

15 Diesel 0.623 1.00 

16 DG 0.150 0.15 

20 Diesel 0.645 1.00 

24 Diesel 0.642 1.00 

25 DG 0.100 0.10 

31 Diesel 0.634 1.00 

32 DG 0.100 0.10 
 

To separate the system into multiple dynamic Microgrids, we must determine the number of 

k if we implement a k-way partitioning algorithm. In this paper, we considered five partitions as 

the maximum because there are five synchronous generators in this system with the assumption 

that renewable resources are all grid-following resources. 

Scenario 1 

This scenario refers to a situation where the system has a sufficient reserve margin. It means 

that the sum of generation capacity is larger than the sum of loads in the IEEE-33 distribution 

system. In this scenario, it is probable that the original separation method generated from k-way 

partitioning algorithm can be put into the goal state set. 

The first step of the proposed algorithm is to perform power flow calculations. After we obtain 

power flow data, the next step is to run the k-way partitioning algorithm. The result for the k-way 

partitioning algorithm is shown in Table 2-V. 
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Table 2-V: Result for K-way Partitioning 

Partition Nodes Supply/kW Demand/kW Number of SG 

P1 2 3 19 20 21 22 23 24 25 2100 1480 2 

P2 4 5 6 7 26 27 28 1000 620 1 

P3 8 9 10 11 12 13 14 15 1200 665 1 

P4 29 30 31 32 33 1100 740 1 

P5 16 17 18 150 210 0 
 

The P1, P2, P3, P4, and P5 seeds are nodes 2, 28, 15, 32, and 18, respectively. All partitions 

have enough reserve margin except for partition 5, and there is no synchronous generation in 

partition 5 because there are two synchronous generators in partition 1. The reason is that the k-

way partitioning algorithm cannot differentiate between the generator and load buses, as we 

mentioned before. Hence, we must implement a merge algorithm to provide voltage at nominal 

frequency for partition 5. Since the only partition connecting to partition 5 is partition 3, depth 1 

will merge these two. The merge operation in depth 1 is displayed in Figure 2-6. 

P3

P2

G=2100   L=1480P1

P4

P5

G=1000   L=620

G=1100   L=740

G=150   L=210

G=1200   
L=665 P3+P5

P2

G=2100   L=1480P1

P4

G=1000   L=620

G=1100   
L=740

G=1350   
L=875

Merge

 

Figure 2-6: Merge operation in depth 1. 

The G in this figure means total generation capacity within current partition and L means sun 

of load in the current partition. After we merge partition 3 with partition 5, the combined partition 

can guarantee that it has a synchronous generator and that the power balance is satisfied. In this 
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sense, the current separation method is stored in goal state set. In depth 1, there will be only one 

separation method generated through the merge operation of partition 3 and partition 5. We can 

still generate numerous separation methods in depth 2 based on the merge operation. We still 

perform the merge operation because we want to generate as many as separation methods. In this 

sense, we can select the optimal separation method based on the score function. 

At depth 2, there are three possible merge operations, it means that there will be three child 

nodes generated from separation method in depth 1, which is the parent node. The first merge 

operation is to merge partition 1 and partition 2. 

P3+P5

P2

P1

P4

G=1000   L=620

G=1100   
L=740

G=1350   
L=875

P3+P5

P1+P2

P4

G=3100   L=2100

G=1100   
L=740

G=1350   
L=875

G=2100   L=1480

Merge

 

Figure 2-7: Merge partition 1 and partition 2. 

 

As we can see, the new generated separation method from merge operation between partition 

1 and partition 2 can guarantee that each partition has a synchronous generator and that the power 

balance is satisfied. Hence, this separation method will be stored in the goal state set. The second 

merge operation would be partition 2 and partition 4, which is the second child node generated 

from the parent node. 
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Figure 2-8: Merge partition 2 and partition 4. 

 

Similarly, the newly generated separation method can also guarantee that there is a 

synchronous generator in each partition and within each partition, power balance is satisfied. 

Hence, this separation method will be stored in the goal state set. The last possible merge operation 

is to merge partition 2 and partitions 3 & 5. This merge operation will generate the third child node 

from the parent node. 

P3+P5

P2

P1

P4
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Figure 2-9: Merge partition 2 and partition 3 & 5. 

 

We can still find out that the newly generated separation method can maintain the constraints. 

As a result, this third child node will be stored in the goal state set. We may find out that if the 

parent node can satisfy the constraints, all generated child nodes can satisfy the constraints, and 

they will all be put in the goal state set. In summary, there will be three nodes in-depth 2. 



 39 

P1, P2, P3+P5, P4

P1+P2, P3+P5, P4 P1,P2+P3+P5,P4 P1,P2+P4,P3+P5

Depth 1

Depth 2  

Figure 2-10: Three child nodes in depth 2. 

 

Since there are three nodes in depth 2, there will be more child nodes generated by these three 

separation methods. We will start with the first node in depth 2. 

P3+P5

P1+P2

P4

P1+P2+
P3+P5 P4

P3+P5 P1+P2
+P4

 

Figure 2-11: Child nodes generated from first node in depth 2. 

 

There are two possible merge operation that could be implemented for the first node in depth 

2. Hence, this node will generate two child nodes and they all can satisfy the two constraints. These 

two child nodes will be stored in goal state set. Now we will perform merge operation on the 

second node in depth 2. 
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Figure 2-12: Child nodes generated from second node in depth 2. 

 

Similarly, there will be 2 child nodes generated from the second node in depth 2 and they can 

all satisfy the two constraints. Another thing needs to be mentioned is that the left child node in 

Figure 2-12 is and the left child node in Figure 2-11 is the same. Since we cannot create duplicate 

nodes in the goal state set, we will only store the right child node in Figure 2-12 to the goal state 

set. Now we need to perform merge operation to the third node in depth 2. 

P3+P5

P1

P2+P4

P2+P3+
P4+P5 P1 P3+P5 P1+P2+
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Figure 2-13: Child nodes generated from third node in depth 2. 
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We can find out that the left child node in Figure 2-13 and right child node in Figure 2-12 is 

the same. In this sense, we cannot store this node into the goal state set. The only node that can be 

stored in goal state set is the right child node. Now all three depths are all created and is displayed 

[46]. 

P1, P2, P3+P5, P4

P1+P2, P3+P5, P4 P1,P2+P3+P5,P4 P1,P2+P4,P3+P5

P1+P2+P3+P5,P4 P1+P2+P4, P3+P5 P1+P2+P3+P5,P4 P1, P2+P3+P4+P5

Depth 1

Depth 2

Depth 3  

Figure 2-14: Tree structure generated for scenario 1. 

 

Since the first node in this tree structure can satisfy our constraints, all nodes in this tree 

structure will be stored in goal state set. In this sense, we need to use the score function to select 

the optimal one as our separation strategy. Score function in this research is defined as the sum of 

the weighted reserve margin. We have to determine load importance among various loads. The 

load importance in partition one is shown in Table IV. 

Table 2-VI: Load Importance in Partition One 

Bus Load Level Kpf Load Importance 
2 100 3 0.56 1.68 
3 90 3 0.42 1.26 
19 90 9 0.59 5.31 
20 90 3 0.72 2.16 
21 90 6 0.63 3.78 
22 90 3 0.54 1.62 
23 90 3 0.85 2.55 
24 420 6 0.53 3.18 
25 420 3 0.75 2.25 
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Kpf is the frequency sensitivity coefficient for the corresponding load. In the level column, 

Level=9 at bus 19 represents critical load, Level=6 represents crucial load and Level=3 represents 

average (curtailable) load. The load importance is calculated by multiplying level factor and 

frequency sensitivity coefficient. The final step is to calculate the weighted reserve margin for the 

separation methods in our goal state set. The result is shown in Table V.  

Table 2-VII: Score for Separation Methods 

Separation Method Score 

P1, P2, P3+P5, P4 485.1045 

P1+P2, P3+P5, P4 727.0511 

P1, P2+P3+P5, P4 652.9245 

P1, P2+P4, P3+P5 634.3060 

P1+P2+P3+P5, P4 1213.0690 

P1+P2+P4, P3+P5 1153.3270 

P1, P2+P3+P4+P5 997.7814 
 

This table shows that the best score comes from the separation method that merges partitions 

1, 2, 3, and 5 to form a big microgrid. So, we chose this separation method as our separation 

strategy at scenario 1. 

Scenario 2 

In this scenario, the supply can barely meet the demand. There is not much reserve margin in 

the system. Hence, the main goal of the separation of the network is to keep the supply demand 

balance. The capacity for renewable generation stays the same, but the capacities for SGs will be 

changed to their output powers in the first scenario. Since it's not practical to form a stable 

simulation result when generation is equal to load in PSCAD, we use the power flow data from 
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the first scenario. Same as the first scenario. The first step is to implement the k-way partitioning 

method and the corresponding result is shown in Table VI. 

Table 2-VIII: Supply and Demand in Scenario 2 

Partition Nodes Capacity/kW Demand/kW Number of SG 
P1 2 3 19 20 21 22 23 24 25 1387 1480 2 
P2 4 5 6 7 26 27 28 638 620 1 
P3 8 9 10 11 12 13 14 15 826 665 1 
P4 29 30 31 32 33 734 740 1 
P5 16 17 18 150 210 0 

 

From this table, we can find that several partitions cannot satisfy the power balance. Besides, 

there is no SG in partition 5. The initial step to form a tree structure is still to merge partition 3 and 

partition 5.  
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Figure 2-15: Merge of partition 3 and partition 5 in scenario 2. 

 

After the first merge operation, we can find the only partition that cannot satisfy the supply 

and demand balance is partition 1. Since there is only one partition that connects to partition 1 and 

has enough reserve, the merge operation at depth 2 will merge partition 1 and partition 2. 
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Figure 2-16: Depth 2 at scenario 2. 

 

Even we merge partition 1 and partition 2, it still cannot satisfy power balance.  Hence, we 

still have to implement merge operation. There are only two merge operations that could be 

implemented at depth 3. In this sense, the tree structure for the merge operation that generated at 

scenario 2 is: 

P1, P2, P3+P5, P4

P1+P2, P3+P5, P4

P1+P2+P3+P5,P4 P1+P2+P4, P3+P5

Depth 1

Depth 2

Depth 3  

Figure 2-17: Tree structure in scenario 2. 

 

Since the only separation method that can guarantee power balance in this tree structure is the 

first node at depth three, we will select this separation method as our separation strategy at scenario 

2. 

Scenario 3 

It is expected that the test system will face a sudden trip of SGs. In this scenario, the most 

important requirement from a system operator is to secure the power supply for critical loads. We 

suppose there is a sudden trip of generators at bus 20 and bus 31. To maintain power balance within 



 45 

the system, load shedding is inevitable. The detailed load shedding process will be illustrated in 

chapter 3. After we implement the load shedding strategy, we can still apply the modified k-way 

partitioning algorithm and merge operation to provide separation methods to system operators. 

 

2.1.4 Simulation with Mesh Network 

 
Most papers published in this area only focused on radial distribution network because of its 

simplicity when dealing with case studies. For example, suppose we need to separate a radial 

network into k partitions, and we want to minimize the sum of power exchange. The easiest way 

is to choose k-1 edges with the smallest active power flow as our connecting edges based on the 

nature of the radial network. Contrary to the radial network, simply choosing k-1 edges sometimes 

cannot separate the mesh network into k partitions. Simply choosing edges with the smallest power 

flow sometimes cannot separate the system into k partitions. In this sense, k-way partitioning 

would solve the separation problem when considering minimizing power exchange. This research 

will employ the IEEE-39 bus system, to validate the effectiveness of modified k-way partitioning.  

Assume generators placed on bus 30 are replaced with renewable generation. And assume the 

power output of the renewable generation is the same as that of the synchronous generator 

originally put on bus 30 during the given research period. In this research, we assume that each 

line has a smart switch, and the system operator can control each switch's status.  

The initial step of the proposed approach is to perform a power flow analysis and get the active 

power flow from PSLF. After that, we need to build an adjacency matrix, degree matrix and 

Laplacian matrix. Since there are nine synchronous generators in the system and there are ten 

generators together in the system, the biggest number of k is equal to five. In this research, we 

choose k equal to four. 
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Figure 2-18: IEEE 39-Bus system. 

 

Through the calculation of k smallest eigenvalue and eigenvector pairs of Laplacian matrix, 

we can map the weighted graph to a k-dimensional subspace. Then we have to calculate the 

modified partition matrix and try to find seeds for each partition. The result of seeds and their 

corresponding vertices is display in Table 2. 
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Table 2-IX: Results for IEEE 39-Bus System 

Seed Partition 
1 1, 2, 3, 25, 26, 27, 28, 29, 30, 37, 38, 39 
12 12 
32 4, 5, 6, 7, 8, 9, 10, 11, 13, 14, 31, 32 
36 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 33, 34, 35, 36 

 

As we can see, the second partition only has one bus in the partition. The reason behind this 

is that k-way partitioning only seeks to minimize the sum of edge weights, it cannot guarantee that 

each partition will contain similar amounts of vertices. But if we take a closer look at this 

separation method, we can find that bus 12 is surrounded by third partition. It is natural to merge 

the second partition and third partition.  
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Figure 2-19: Separation method for IEEE 39-Bus system. 
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The newly generated separation method is displayed in this figure. Since we have minimized 

the sum of edge weights (active power flow) in the first place, the merge operation will keep sum 

of edge weights minimized. The newly generated three partitions can also satisfy the constraint 

that there should be at least one grid-forming generator in each partition. The three partitions can 

also satisfy the power balance. 

The whole process of modified k-way partitioning starts from the load flow analysis until the 

separation of the system was integrated using Python in PSLF. In that way, every time there is a 

sudden change in the system, we need to quickly respond to that change and generate a new 

separation method. All we have to do is to click the run button and generate the separation method 

we need. Now, we have to verify that the sum of power exchange is minimized. The first seven 

smallest absolute value of active power flow in the IEEE 39-Bus system is displayed. 

Table 2-X: Smallest Absolute Value of Active Power Flow 

Connecting Edge From Bus To Bus Absolute Value of Power Flow/MW 
1 17 27 11.5 
2 9 39 12.1 
3 14 15 30.4 
4 3 18 34.1 
5 16 24 42.7 
6 22 23 42.7 
7 3 4 75.2 

 

Based on our modified k-way partitioning algorithm, the selected edges for the three partitions 

are the first, second, third, fourth, and last row in table. We probably won't separate the system 

into three partitions if we select the fifth and sixth row instead of the last row in table. The 
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algorithm did not choose the fifth and sixth rows because of the compromise between minimization 

of the sum of connecting edges' weights and successful separation of the mesh network.  

Now, we can implement steady-state analysis in PSLF. In the initial version of PSLF, we had 

to create the single-line diagram, manually disconnect the connection lines, and run the power flow 

analysis to check for bus voltage violations or line limit violations. With the newer version of 

PSLF, we could just change the code to disconnect those lines and select a slack bus in each a 

partition. 

 

Figure 2-20: Disconnect the line between bus 9 and 39 in PSLF. 

To conduct a steady-state analysis in PSLF, it is necessary to choose a slack bus after 

disconnecting those lines and separating the system into three partitions. In the original IEEE 33-

Bus system, bus 31 was designated as the slack bus. Therefore, we can continue to use bus 31 as 

the slack bus for its respective partition. For the other two partitions, we randomly selected two 

additional slack buses: bus 30 and bus 36.  

 

Figure 2-21: Selection of slack bus in PSLF. 
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Since the original input for modified k-way partitioning is active power flow, and in reality, 

power flow is constantly changing, we can implement the algorithm in a real-time fashion. The 

assumption under this operation is that SSWs in each distribution line and system operator can 

control each line's status according to the new separation method. We assumed that we update the 

dynamic MG structure in a real-time fashion at a similar frequency with which grid condition is 

changed, which corresponds to the nature of the dynamic microgrid. 

 

2.2 K means Clustering for Separation 

 

In the preceding section, we discovered that the modified k-way partitioning defines the 

measure of distance between buses through the projection from weighted graph to k-dimensional 

subspace, which is represented by the values in the modified partition matrix. Regarding the 

separation phase, in addition to identifying seeds for each partition and assigning buses to their 

respective seeds, an alternative method exists to accomplish this separation. 

Because the modified k-way partitioning algorithm does not distinguish between generation and 

load buses and cannot ensure supply-demand balance within some partitions, we must seek an 

alternative algorithm to differentiate between generator and load buses while maintaining power 

balance within each partition. To meet this criterion, the K-means clustering algorithm was 

employed [47-49].  

The advantage brought by K-means clustering algorithm is that it can update clusters and 

centroids according to user-defined distance. The distance between nodes in the distribution 

network can reflect the requirements of the system operator. In this research, the distance between 

buses has already been calculated through the calculation of modified partition matrix. 
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2.2.1 K Means Clustering 

 
Traditionally, K-means clustering algorithm was utilized to divide a set of two-dimensional 

data points. It uses Euclidean distance to decide which two points has shorter distance: 

                                𝐷𝐷𝐸𝐸𝐸𝐸((𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2)) = �(𝑥𝑥1 − 𝑥𝑥2)2 + (𝑦𝑦1 − 𝑦𝑦2)2                         (14) 

where (x1, y1) and (x2, y2) are two data points in two-dimensional space. The value of k means the 

number of clusters. The algorithm will first randomly select k points as initial centers and use 

Euclidean distance to group the rest of the points into different clusters. And then the algorithm 

will calculate the mean of the x coordinate and y coordinate of each cluster as the new center for 

the next iteration. The termination policy for the iteration process can be classified into two 

categories. The first one is that the distortion or cost function finds the minimum. The second one 

is that the difference between two iterations is small enough. Under two-dimensional scenario, the 

distortion function can be defined as: 

                                                        𝐷𝐷 = ∑ ∑ 𝐷𝐷𝐸𝐸𝐸𝐸(𝑥𝑥𝑖𝑖, 𝑐𝑐𝑗𝑗)𝑥𝑥𝑖𝑖∈𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐                                            (15) 

where xi is data point in current cluster C, and cj is the center for the current cluster. The distortion 

function can indicate the effect of the current clustering approach; smaller D will reflect more 

compact clustering results.  

Suppose there are six random points in the 2-D frame and their coordinates are: 1-[1, 2], 

2-[1.5, 1.8], 3-[5, 8], 4-[8, 8], 5-[1, 0.6], 6-[9,11]. 
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Figure 2-22: Six points in 2-dimensional space. 

 

If we choose the initial centroids as [1, 0.6] and [9, 11], it becomes evident that these six 

points should be divided into two clusters. The first cluster comprises points 1, 2, and 5, while the 

second cluster consists of points 3, 4, and 6. The distortion calculated using this separation method 

is 10.86227766.  

Now we need to find the centroids for the next iteration. Since the first cluster contains 

points 1, 2, and 5, the new centroid for this cluster is [1+1.5+1
3

, 2+1.8+0.6
3

]. 

We can apply the same process to the second cluster to find its new centroid. After that, 

we must recalculate the distortion based on the newly generated centroids. The results of the five 

iterations of K-means clustering on these six points are listed below. 
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Table 2-XI: Five Iterations for Six Points 

Iteration Centroid 1 Centroid 2 Distortion 
1 1, 0.6 9, 11 10.8623 
2 1.167, 1.467 7.333, 9.0 8.256 
3 1.167, 1.467 7.333, 9.0 8.256 
4 1.167, 1.467 7.333, 9.0 8.256 
5 1.167, 1.467 7.333, 9.0 8.256 

 

The algorithm quickly converges at the third iteration, corresponding to the fast 

convergence nature of K-means clustering. Another reason is that the six points can be clearly 

divided into two clusters. 

 

2.2.2 Modification 

 
In the previous discussion, traditional K-means clustering updated centroids based on the 

calculation of the mean of coordinates in each dimension. However, in a distribution network, even 

if we can map the distribution network to a weighted graph and then project the weighted graph to 

a k-dimensional subspace, we never assign coordinates to the buses in the distribution network. 

Instead, we only calculate the distances between different buses through the projection to a k-

dimensional subspace stored in a modified partition matrix. Therefore, we need to find a new 

method for updating the centroids. 

                                     arg
𝑖𝑖

 𝑚𝑚𝑚𝑚𝑚𝑚∑ 𝑃𝑃𝑖𝑖𝑖𝑖    𝑖𝑖 ∈ [1, 𝑛𝑛]   𝑗𝑗 ∈ [1,𝑚𝑚]𝑚𝑚
𝑗𝑗=1                                      (16) 

where i represents each bus in the distribution network, n is the number of buses in distribution 

system, j represents each bus in current cluster, m is number of buses in current cluster and Pij is 

the distance in modified partition matrix. The updating strategy will find a node in the distribution 

network that has the minimum sum of distances with all nodes in the current cluster. In this sense, 
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it can guarantee that through each iteration, the algorithm will reduce the distortion function, which 

can be expressed by: 

                                                             𝐷𝐷 = ∑ (∑ 𝑃𝑃𝑐𝑐𝑐𝑐𝑚𝑚
𝑗𝑗=1 )𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶                                                   (17) 

where c is the centroid in each cluster, j is a single bus in the current cluster, and Pcj is the value 

in modified partition matrix. The distortion function is the sum of the distances between each 

centroid and all nodes in their respective clusters. It is evident that we want to minimize the 

distortion function in each iteration. The definition of the distortion function is inspired by k-way 

partitioning. In k-way partitioning, finding seeds and their corresponding partitions follows the 

logic of minimizing the sum of distances between seeds and nodes within partitions. Suppose the 

k seeds stored in the seed vector is 𝑆𝑆 = [𝑆𝑆1,𝑆𝑆2, 𝑆𝑆3, … , 𝑆𝑆𝑘𝑘]. When separating the system, we are 

trying to assign the node to its nearest seed. In this way, we can minimize the sum of distances 

(value in modified partition matrix) between seeds and nodes in their respective partitions. Based 

on this logic used in k-way partitioning, we can ensure that through the proposed distortion 

function in K-means clustering, the minimization of power exchange is achieved. 

We assume the synchronous generators are the only source that can provide a voltage at 

grid frequency based on the assumption that DGs in the distribution network are all grid-following 

sources. The buses connected to synchronous generators are selected as initial centroids. In this 

way, it can guarantee that at least there is one SG in one cluster. 

The detailed procedure of the proposed K-means clustering algorithm will be illustrated as 

the flowchart [50]. 
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Figure 2-23: Process of K-means clustering. 

2.2.3 Simulation 

 
The test system will still use IEEE 33-bus distribution system. It is assumed the system is 

isolated from the main gird. The distribution system includes five diesel generators and four 

renewable resources assigned to different buses. The output and capacity of the generation sources 

are displayed. 

Table 2-XII: Generation Output and Capacity 

Bus Generation Type Output [MW] Capacity [MW] 
6 Diesel 0.638 1.00 
9 DG 0.200 0.20 
15 Diesel 0.623 1.00 
16 DG 0.150 0.15 
20 Diesel 0.645 1.00 
24 Diesel 0.642 1.00 
25 DG 0.100 0.10 
31 Diesel 0.634 1.00 
32 DG 0.100 0.10 
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With the data given in the distribution system, the load flow is performed using PSCAD. The 

absolute value of active power flow is selected as edge weights. The detailed steps to calculate the 

modified partition matrix is illustrated in 2.1.1. Even it’s an IEEE 33-bus system, the system's 

adjacency matrix and degree matrix are all 32×32 square matrix; because Bus 1 is assigned as the 

point of interconnection with the main system and there is no load connected when the 33-bus 

system is disconnected from the main grid. As a result, the Laplacian matrix is also a 32×32 

symmetric matrix. After calculating the modified partition matrix, we determine the number of 

partitions. The system includes only five synchronous generators and the DGs are assumed as grid-

following resources in this research. Thus, the maximum number of partitions is five for the test 

system. 

Now we utilize the K-means clustering algorithm to deal with the separation part for the 

distribution system. At the same time, we used the values in modified partition matrix as the 

measure of distance between buses. Since there are five synchronous generators in the test system, 

we select the buses that connect to these generators as initial centroids. The following procedure is 

to assign rest buses to these centroids and then update centroids. The principle behind this process 

is to assign buses to generators with the least distance (values in modified partition matrix). When 

finding new centroids for the next iteration, we can compute the distortion function. 

 

Figure 2-24: Distortion for eight iterations. 
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The algorithm was implemented with Python and the iteration process can be terminated after 

eight iterations. This is consistent with the quick convergence nature of K-means clustering 

algorithm. The separation result after iteration is displayed in the table. 

 

Table 2-XIII: Separation Result for K-means Clustering 

Cluster Centroid Nodes Supply 
[kW] 

Demand 
[kW] Number of SG 

1 20 1 2 19 20 21 22 1000 460 1 

2 24 3 23 24 25 1100 1020 1 

3 6 4 5 6 7 26 27 28 1000 620 1 

4 15 8 9 10 11 12 13 14 15 16 17 18 1350 875 1 

5 31 29 30 31 32 33 1100 740 1 

 

There are two features of the K means clustering. Based on the selection of centroid, the 

proposed algorithm can guarantee that at least there is one synchronous generator in each cluster 

when the algorithm terminates. The second one is that the sum of the distance from each node to 

the corresponding centroids is minimized, which means that the weighted sum of edges that connect 

different clusters is still small. This feature derives from the inherent nature of the proposed 

distortion function. 

 

2.3 Economic Separation Method 

 
This section will primarily focus on discussing the separation method with the objective of 

minimizing power loss on distribution lines. Line loss [51-53] on distribution lines is primarily 

determined by resistance and current. Since we cannot change the resistance on distribution lines, 



 58 

the main focus in this research to minimize power loss is reducing the electrical distance between 

each load and its corresponding generator. In the meanwhile, we also want to add power balance 

to the objective function. 

Suppose there are m generators and n load in the system. Let Capi be the generator capacity 

at generator i, Li be the sum of load that assigned to generator i. Assume load bus j is assigned to 

generator i and the electrical distance is EDij. The electrical distance is defined as the sum of 

resistance on the shortest path from load bus to its corresponding generator. The problem can be 

formulated as: 

                                                       𝑚𝑚𝑚𝑚𝑚𝑚∑ ∑ 𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑛𝑛
𝑗𝑗=1

𝑚𝑚
𝑖𝑖=1                                                         (18) 

                                                   𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 = ∑ 𝑅𝑅𝑟𝑟    𝑟𝑟 ∈ {𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖}                                                    (19) 

Subject to: 

                                                       ∑ 𝐿𝐿𝑖𝑖 < 𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝑚𝑚
𝑖𝑖=1                                                                (20) 

where rsij represents all possible paths from generator i to load bus j, R is resistance on the selected 

path. In this research, the supply-demand balance within each partition is considered when 

assigning buses to their corresponding generators. 

Based on the theory from computer science, separating the network into several partitions 

while satisfying power balance within each partition is a non-deterministic polynomial-time (NP-

hard) problem. During the planning stage of dynamic microgrid partitioning, the objective is to 

identify the optimal locations to install smart switches. Suppose the number of lines in the system 

is Nl. It is possible to use one line for separation, or alternatively, two lines could be utilized. 

Moreover, as many as Nl-1 lines can be used for separating the system. The total number of 

separation methods is: 

                                  𝑁𝑁𝑆𝑆 = 𝐶𝐶𝑁𝑁𝑙𝑙
1 + 𝐶𝐶𝑁𝑁𝑙𝑙

2 + 𝐶𝐶𝑁𝑁𝑙𝑙
3 + ⋯+ 𝐶𝐶𝑁𝑁𝑙𝑙

𝑁𝑁𝑙𝑙−1                                                   (21) 
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where NS is the number of separation methods in the system and C represents combination. Since 

solving NP-hard problem would consume large amount of computing power for a larger system 

with numerous nodes and edges. Hence this section will not separate the system based on the 

selection of connection lines. Instead, the system will be separated by assigning each bus to its 

corresponding generator, based on two objective functions: minimizing electrical distance and 

maintaining power balance within each partition. 

 

2.3.1 Original Dijkstra's Algorithm 

 
Dijkstra's algorithm [54-56] was introduced to find the shortest path between a source node to 

all other nodes in a graph. This technique is derived from graph theory. There are also several 

algorithms to find the shortest path, such as the Bellman-Ford algorithm and Depth-First Search. 

The reason why this research chose Dijkstra's algorithm is that it can be applied to an undirected 

graph, whereas the Bellman-Ford algorithm only works for a directed graph. As this research aims 

to minimize the electrical distance, which is an undirected value, Dijkstra's algorithm is the perfect 

fit for this purpose. 

The next thing we need to address is to select proper physical values as edge weights. In 

Dijkstra's algorithm, the definition of the shortest path is determined by the weight assigned to 

each edge. Since we aim to minimize the electrical distance, it is natural to use line resistance as 

the edge weight. In this sense, Dijkstra’s algorithm would use the edge weight to find the path that 

minimizes the total electrical distance. The definition of the weight on each edge can be easily 

extended to other physical values based on different research purposes and that is the beauty of 

Dijkstra's algorithm. The pseudo code of modified Dijkstra's algorithm for calculating electrical 

distance on the shortest path is displayed in Fig. 2. 
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Figure 2-25: Pseudo code for modified Dijkstra’s algorithm. 

 

We will use a small weighted graph to illustrate the detailed process of the original Dijkstra's 

Algorithm.  

0

1

2

3

5

4

4

8

11

7

1

6

2

8

 

Figure 2-26: Weighted graph for Dijkstra’s algorithm. 
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The number on each line represents the edge weight, which will be changed to resistance in 

subsequent research. Suppose we want to determine the shortest distance from node 0 to every 

node in this graph. This problem is similar to finding the shortest electrical distance from the 

generator to all the load buses in the system, assuming that node 0 is the generator and all other 

nodes serve as load buses. Suppose all nodes in the system haven’t been explored, and we start 

with node 0. The initial distance from all nodes to node 0 is set to be infinity. 

Node 0 has two neighbors: node 1 and node 2. Since the distance between node 0 and itself is 

naturally 0, the distance between node 1 and node 0 is 4 + 0 = 4, and the distance between node 0 

and node 2 is 8 + 0 = 8. We can update the distance array. 
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Figure 2-27: Exploration of node 0. 

 

The distance array is sorted by the node order, starting with node 0 and ending with node 5. 

The dashed line surrounded by node 0 indicates that node 0 has already been analyzed. Our task 

is to determine the next node that needs to be analyzed. Looking at the distance table, we can see 

that node 1 has the shortest distance from node 0. Consequently, we will choose node 1 as the next 

node to analyze. Node 1 has two neighbors (node 0 has already been analyzed), node 3 and node 

2. The distance between node 1 to node 0 is equal to 4 according to the distance table in Figure 2-
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27. The distance between node 3 and node 0 is equal to 4(0-1) + 8(1-3) = 12. The distance between 

node 2 and node 0 is equal to 4(0-1) + 11(1-2) = 15. Since we have a distance between node 2 and 

node 0 in Figure 2-27 and it is 8, which is smaller than 15, we will not update the distance between 

node 2 and node 0. The updated distance is displayed. 
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Figure 2-28: Exploration of node 1. 

We have already discovered nodes 0 and 1, and the next node to be explored is node 2 because 

the distance between node 2 and node 0 is the shortest among the nodes that have not yet been 

explored. The distance between node 2 and node 0 is 8 based on the distance table in Figure 2-28. 

Node 2 has two neighbors: node 4 and node 5. The distance between node 4 and node 0 is 7(4-2) 

+ 8(2-0) = 15, and the distance between node 5 and node 0 is 1(5-2) + 8(2-0) = 9. Since these 

distances are all smaller than infinity, we can update the distance table. 
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Figure 2-29: Exploration of node 2. 

 

Even though we have substituted infinity with actual values in the distance table, three nodes 

remain undiscovered. Since 5 has the shortest distance to node 0 among the undiscovered nodes, 

it will be chosen as the next node for analysis. The distance from node 5 to node 0 is equal to 9, 

according to the distance table in Figure 2-29. Node 5 has only one neighbor that hasn't been 

explored, which is node 4. We can compute the distance between node 4 and node 0, which is 9(0-

5) + 6(5-4) = 15. This distance matches the value in the distance table shown in this figure, so there 

is no need to update the distance table.  
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Figure 2-30: Exploration of node 5. 
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Referring to the distance table, we can determine that the next node requiring analysis is node 

3. The distance between node 3 and node 0 is 12 based on the distance table in Figure 2-30. Node 

3 has just one neighbor that hasn't been analyzed, which is node 4. Consequently, the distance 

between node 4 and node 0 is calculated as 12(0-3) + 2(3-4) = 14. This value is less than the 

corresponding distance of 15 in the distance table shown in Figure 2-30, so we update the distance 

table.  
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Figure 2-31: Exploration of node 3. 

 

Now all nodes except node 4 have been explored and there is no need to analyze node 4. The 

shortest distance between each node to node 0 is displayed in the distance table. 

 

2.3.2 Modification 

 
Another objective we need to consider when separating the system is the power balance within 

each partition. Because Dijkstra’s algorithm can only minimize the electrical distance. The 

proposed modification to Dijkstra's algorithm is displayed. 
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Figure 2-32: Detailed process of modified Dijkstra’s algorithm. 

 

Suppose bus j is assigned to generator i according to Dijkstra’s algorithm. However, before 

implementing the partitioning process, we first need to calculate the sum of the load that has 

already been assigned to generator i. If generator i still has enough reserve to supply bus j, we will 

assign bus j to generator i. If generator i lacks reserve, bus j will be clustered to the next available 

generator that has sufficient reserve and is with shortest distance to bus j. Basically, we want to 

minimize losses on distribution lines while maintaining power balance in each partition. 
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2.3.3 Simulation 

 
The test system used in this simulation is the IEEE 39-Bus system.   
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Figure 2-33: IEEE 39-Bus system. 

 

Most researchers in this area focus only on radial distribution networks due to their simplicity 

when dealing with partitioning of distribution network. Imagine a situation where we have to 

partition a radial network into k partitions, while minimizing the electrical distance. The easiest 

way to achieve this is by choosing k-1 lines with the largest resistance as connecting edges, based 

on the nature of the radial network. However, unlike radial networks, simply selecting k-1 edges 
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sometimes fails to separate mesh networks into k partitions. This simulation uses a mesh network 

to perform case studies that thoroughly demonstrate the effectiveness of the proposed algorithm. 

In this case, assume generators placed on bus 30 are replaced with renewable generation. And 

assume the power output of the renewable generation is the same as that of the synchronous 

generator originally put on bus 30 during the given research period. Originally, the generator 

capacity was set to a much higher value than the generator output. However, in this simulation, we 

will consider a worse scenario by adjusting the generator capacity to be 1.5 times that of the 

generator output. The generator power output and its corresponding capacity is displayed. 

Table 2-XIV: Generator Output and Capacity for IEEE 39-Bus System 

Generator Output (MW) Capacity (MW) 
30 250 375 
31 571.3 856.95 
32 650 975 
33 632 948 
34 508 762 
35 650 975 
36 560 840 
37 540 810 
38 830 1245 
39 1000 1500 

 

The proposed approach begins by retrieving all the necessary information from the IEEE 39-Bus 

system using PSLF in Python. The maximum number of partitions that can be generated is equal 

to the number of generators in the system. In this research, we assume that each generator in the 

system can supply voltage at nominal frequency. Since there are ten generators in the system, the 

maximum number of partitions that can be created is also ten. However, the generator connected 

to bus 33 and generator connected to bus 34 were combined to provide power supply to the system 

through bus 19. In this sense, they were treated as one source when partitioning the system. 
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Another thing needs to be mentioned is that in the system, some lines are actually transformers 

[57, 58]. 

 

Figure 2-34: Lines and transformers in IEEE 39-Bus system. 

 

Given that we are only considering system separation through the disconnection of lines, it is 

logical to group buses that have transformers and buses with generators together in the first step. 

For instance, it makes sense to put bus 2 and bus 30 together, and it is reasonable to group bus 31 

with bus 6.  

Table 2-XV: Group Generator Bus and Transformer Bus 

Partition Center Buses within Partition 

1 30 2, 30 
2 31 6, 31 
3 32 10, 32 
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4 33/34 20, 34, 19, 33 
5 35 22, 35 
6 36 23, 36 
7 37 25, 37 
8 38 29, 38 
9 39 1, 39 

 

Although there are 39 buses in the system, some of them don't have any loads. We will list the 

buses that have loads in the system. 

Table 2-XVI: Loads in IEEE 39-Bus System 

Bus load (MW) Bus load (MW) 

3 322 23 247.5 
4 500 24 308.6 
7 233.8 25 224 
8 522 26 139 
12 7.5 27 281 
15 320 28 206 
16 329.4 29 283.5 
18 158 31 9.2 
20 680 39 1104 
21 274   

 

Now the next step is to find the shortest distance from the rest buses to the nine centers through 

the implementation of Dijkstra’s algorithm in Python. 

 

Table 2-XVII(a): Distance from Buses to Centers 

Center 1 2 3 4 5 6 7 8 9 10 
30 0.0035 0 0.0013 0.0026 0.0034 0.0036 0.0042 0.0042 0.0055 0.0047 
31 0.0053 0.0036 0.0023 0.001 0.0002 0 0.0006 0.001 0.0033 0.0011 
32 0.0064 0.0047 0.0034 0.0021 0.0013 0.0011 0.0017 0.0021 0.0044 0 

33/34 0.0089 0.0054 0.0041 0.0051 0.0059 0.0061 0.0067 0.0067 0.009 0.0056 
35 0.0089 0.0054 0.0041 0.0051 0.0059 0.0061 0.0067 0.0067 0.009 0.0056 
36 0.0095 0.006 0.0047 0.0057 0.0065 0.0067 0.0073 0.0073 0.0096 0.0062 
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37 0.0105 0.007 0.0077 0.009 0.0098 0.01 0.0106 0.0106 0.0125 0.0106 
38 0.015 0.0115 0.0102 0.0115 0.0123 0.0125 0.0131 0.0131 0.0154 0.0131 
39 0.001 0.0045 0.0058 0.0049 0.0041 0.0043 0.0037 0.0033 0.001 0.0054 

 

From this table, we can see that the distance between bus 2 and bus 30 is 0, and the distance 

between bus 6 and bus 31 is also 0. This is because there is a transformer between bus 2 and bus 

30, and we grouped them together in the first place. The smallest values from the buses in the 

system to the generators are marked in bold in the table. 

 

Table 2-XVII (b): Distance from Buses to Centers 

Center 11 12 13 14 15 16 17 18 19 20 
30 0.0043 2.1E+09 0.0043 0.0034 0.0047 0.0038 0.0031 0.0024 0.0054 2.1E+09 
31 0.0007 2.1E+09 0.0015 0.0018 0.0036 0.0045 0.0041 0.0034 0.0061 2.1E+09 
32 0.0004 2.1E+09 0.0004 0.0013 0.0031 0.004 0.0047 0.0045 0.0056 2.1E+09 

33/34 0.006 2.1E+09 0.0052 0.0043 0.0025 0.0016 0.0023 0.003 0 2.1E+09 
35 0.006 2.1E+09 0.0052 0.0043 0.0025 0.0016 0.0023 0.003 0.0032 2.1E+09 
36 0.0066 2.1E+09 0.0058 0.0049 0.0031 0.0022 0.0029 0.0036 0.0038 2.1E+09 
37 0.0107 2.1E+09 0.0102 0.0093 0.0075 0.0066 0.0059 0.0066 0.0082 2.1E+09 
38 0.0132 2.1E+09 0.0127 0.0118 0.01 0.0091 0.0084 0.0091 0.0107 2.1E+09 
39 0.005 2.1E+09 0.0058 0.0057 0.0075 0.0083 0.0076 0.0069 0.0099 2.1E+09 

 

An interesting observation in this table is that the distance from bus 12 to all generators is infinite, 

and the same applies to bus 20. The reason is that all lines connected to bus 12 and bus 20 are 

transformers, and since we are only separating the system by disconnecting lines, we do not 

consider the resistance of transformers. Another thing that needs to be mentioned is that the 

distance from buses 11-20 to generators 33/34 and 35 is the same, except for bus 19. This is 

because buses wanting to reach generator 33/34 must go through line 16-19, and buses going to 

generator 35 must use lines 16-21 and 21-22. Since the distance between 16-19 is equal to the sum 
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of the distances between 16-21 and 21-22, the distances from buses in the system to generators 

33/34 and 35 will often have the same values. 

 

Table 2-XVII (c): Distance from Buses to Centers 

Center 21 22 23 24 25 26 27 28 29 
30 0.0046 0.0054 0.006 0.0041 0.007 0.0058 0.0044 0.0101 0.0115 
31 0.0053 0.0061 0.0067 0.0048 0.01 0.0068 0.0054 0.0111 0.0125 
32 0.0048 0.0056 0.0062 0.0043 0.0106 0.0074 0.006 0.0117 0.0131 

33/34 0.0024 0.0032 0.0038 0.0019 0.0082 0.005 0.0036 0.0093 0.0107 
35 0.0008 0 0.0006 0.0019 0.0082 0.005 0.0036 0.0093 0.0107 
36 0.0014 0.0006 0 0.0022 0.0088 0.0056 0.0042 0.0099 0.0113 
37 0.0074 0.0082 0.0088 0.0069 0 0.0032 0.0046 0.0075 0.0089 
38 0.0099 0.0107 0.0113 0.0094 0.0089 0.0057 0.0071 0.0014 0 
39 0.0091 0.0099 0.0105 0.0086 0.0115 0.0103 0.0089 0.0146 0.016 

 

Now that we have the shortest distances from all buses to generators, all we have to do is assign 

each bus to the generator with the least electrical distance. Meanwhile, we still need to check if 

the corresponding generator has enough reserve. The initial result from modified Dijkstra’s 

algorithm is displayed. 

Table 2-XVIII: Initial Separation Method for Modified Dijkstra’s Algorithm 

Center Buses Capacity Demand 
30 2, 3 375 322 
31 4, 5, 6, 7 856.95 743 
32 8, 10, 11, 12, 13, 14 975 529.5 
33/34 15, 16, 17, 18, 19, 20 1710 1487.4 
35 21, 22, 24, 27 975 863.6 
36 23 840 247.5 
37 25, 26 810 363 
38 28, 29 1245 489.5 
39 1, 9 1500 1104 
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From this table, we can see that the supply-demand balance is maintained within each partition. 

Additionally, based on the nature of Dijkstra's algorithm, the sum of electrical distance is 

minimized. Therefore, power loss minimization is achieved.  

However, we can identify some issues when we examine the IEEE 39 Bus system using the 

separation method. For instance, generator 31 is connected to four buses: bus 4, bus 5, bus 6, and 

bus 7. If we attempt to connect bus 4 and bus 5 to generator 31, it will go through bus 8, which is 

assigned to generator 32. In fact, there is a long path from bus 8 to generator 32, involving many 

buses. The cause of this problem lies in our approach to assigning buses to generators, which 

primarily considers minimizing electrical distance and ensuring power balance. We have not taken 

into account whether all buses on the path with the least electrical distance to the generator have 

already been assigned to the same generator. In order to solve that problem, we need to find another 

solution.  

Previously, we found that bus 15, 16, 17, 24, and 27 have the same shortest electrical distance to 

generator 33/34 and generator 35. We can begin by allocating the remaining buses and then deal 

with them later. Let's assign buses to the generators that have the shortest electrical distance to 

them and can ensure that the shortest path stays within the partition.  

Table 2-XIX: Initial Separation Method 

Center Buses Demand (MW) Capacity (MW) 
30 2, 3, 18 480 375 
31 4, 5, 6, 7, 8 1255.8 856.95 
32 10, 11, 12, 13, 14 7.5 975 
33/34 19, 20 680 1710 
35 21, 22 274 975 
36 23 247.5 840 
37 25, 26 363 810 
38 28, 29 489.5 1245 
39 1, 9 1104 1500 
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This table shows that all partitions can maintain power balance except for generator 30 and 

generator 31. However, if we take a closer look for the buses assigned to generator 30, we can see 

that there is a transformer between generator 30 and bus 2, and there is a connection line between 

bus 2 and bus 3. To supply bus 18 with power from generator 30, bus 18 needs to connect to bus 

3 first. In this sense, it is reasonable to remove bus 18 from generator 30. Similarly, we can remove 

bus 4 from generator 31. Now all partitions can satisfy power balance. We will assign bus 4, 18, 

15, 16, 17, 24 and 27 in the next step. First, we list the distance from these buses to generators in 

the system. 

Table 2-XX: Distance from Buses to Centers 

Centers 4 15 16 17 18 24 27 
30 0.0026 0.0047 0.0038 0.0031 0.0024 0.0041 0.0044 
31 0.001 0.0036 0.0045 0.0041 0.0034 0.0048 0.0054 
32 0.0021 0.0031 0.004 0.0047 0.0045 0.0043 0.006 
33/34 0.0051 0.0025 0.0016 0.0023 0.003 0.0019 0.0036 
35 0.0051 0.0025 0.0016 0.0023 0.003 0.0019 0.0036 
36 0.0057 0.0031 0.0022 0.0029 0.0036 0.0022 0.0042 
37 0.009 0.0075 0.0066 0.0059 0.0066 0.0069 0.0046 
38 0.0115 0.01 0.0091 0.0084 0.0091 0.0094 0.0071 
39 0.0049 0.0075 0.0083 0.0076 0.0069 0.0086 0.0089 

 

Let's analyze bus 4 first. Since bus 4 cannot be assigned to generator 31, the second shortest 

distance from bus 4 to these generators is to generator 32. As generator 32 has enough reserve 

capacity to supply the load at bus 4, and all the nodes on the shortest path from bus 4 to generator 

32 have already been assigned to generator 32, bus 4 can be allocated to generator 32. The next 

bus needs to be analyzed is bus 18. The second shortest distance from bus 18 to these generators 

is to generator 33/34 or 35. 
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Figure 2-35: Buses have the same shortest distance to generator 33/34 and 35. 

 

This figure groups all buses that have the same shortest electrical distance to generator 33/34 and 

generator 35. We initiate the allocation process between these buses and generator 33/34 and 

generator 35. If we assign bus 16 to generator 35, buses 24 and 15 will also be assigned to generator 

35 since they are all directly connected to bus 16. The total load on buses 16, 15, and 24 amounts 

to 958 MW, which exceeds the remaining capacity of generator 35. Therefore, it is reasonable to 

assign all three of these buses to generator 33/34. 

Since bus 15, 16 and 24 are assigned to generator 33/34. Bus 17, 18 and 27 cannot be assigned 

to generator 33/34 or generator 35, since bus 16 has been assigned to generator 33/34. Since bus 

18 can not be assigned to generator 30 because of power balance issue, bus 17, bus 18 and bus 27 
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needs to be combined together to consider. The sum of load is equal to 439 MW. These three loads 

could be allocated to generator 37 or generator 38 through bus 26. All these three buses have a less 

electrical distance to generator 37 and generator 37 has enough reserve to supply loads on these 

three buses. Hence it is reasonable to assign 17, 18 and 27 to generator 37.  
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Figure 2-36: Final separation result. 
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Table 2-XXI: Final Separation Result 

Partition Generator Buses Demand (MW) Capacity (MW) 
1 30 2, 3 322 375 
2 31 5, 6, 7, 8 765 856.95 
3 32 4, 10, 11, 12, 13, 14 507.5 975 
4 33/34 15, 16, 19, 20, 24 1638 1710 
5 35 21, 22 274 975 
6 36 23 247.5 840 
7 37 17,18, 25, 26, 27 802 810 
8 38 28, 29 489.5 1245 
9 39 1, 9 1104 1500 

 

As we can see, all partitions satisfy the power balance, and some partitions may have 

considerable amount of reserve. The reason is that the proposed algorithm will allocate load to the 

generator that has the shortest electrical distance with it if the generator has enough reserve to 

supply this load. We can observe from this table that some partitions in the system have only a few 

buses. This is because there are ten generators and thirty-nine buses in the system, which means 

that the average number of buses per partition should be around four (39/10 ≈ 4).  
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3. Islanded Mode 

 
When the distribution network is disconnected from the main grid due to a fault upstream, the 

dynamic microgrids will operate in islanded mode. If the MGs are designed with self-adequacy [59-

61] in the planning stage, the system can be separated into several sub-systems. Suppose there is a 

sudden trip of generation, and the power balance for the system will be disrupted. Load shedding is the 

only solution to maintain power balance [62, 63]. The main advantage of load shedding is that it is 

equivalent to increasing generation in a step-function manner. The traditional method to increase 

generation involves controlling the governor to generate more power at a non-linear speed. In contrast, 

load shedding is similar to an instantaneous increase in power generation. 

 

3.1 Problem Formulation 

 
When load shedding is inevitable, the system should minimize the outage cost. Some 

advanced technology companies may incur up to one million dollars in losses per hour when faced 

with power outages, whereas most residential consumers experience comparatively smaller hourly 

losses. It is crucial to distinguish between the loads that experience higher hourly losses and those 

that incur lower hourly losses. 

 

3.1.1 Load Cost 

 
In this research, we aim to categorize loads based on their importance. We have divided the 

loads into three categories: average load, non-critical load, and critical load, and assigned different 

values to each based on their level of importance. Critical loads are assigned the highest level of 

importance, followed by non-critical loads and then average loads. In reality, each load point may 
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contain one or more load categories. It may contain 30 percent non-critical load and 70 percent 

average load. To account for this, we calculate the weighted load importance for each load based 

on its portion. 

Another way to classify different loads is based on their functionality, which we have 

categorized into six types: industrial load, commercial load, agricultural load, residential load, 

governmental & institutional load, and office & building load. We will use these load categories 

to determine the interruption cost of each type of load [64]. It is worth noting that the interruption 

duration may also affect its cost. 

 

Table 3-I: Interruption Cost with Duration 

Customer Type Interruption Duration & Cost ($/kW) 
1min 20min 60min … 480min 

Industrial 1.625 3.868 9.085 … 55.81 
Commercial 0.381 2.969 8.552 … 83.01 
Agricultural 0.06 0.343 0.649 … 4.12 
Residential 0.001 0.093 0.482 … 16.69 

Govt. & Inst. 0.044 0.369 1.492 … 26.04 
Office&Bldg. 4.778 9.878 21.06 … 119.2 

 

From this table, it becomes clear that the duration of the interruption determines the 

interruption cost for each customer type. As the duration of the interruption increases, so does the 

cost. However, some types of load experience a more rapid increase in cost than others. This 

research will assume the worst-case scenario, where the interruption cost is based on the longest 

duration. Additionally, each load point may have multiple types of customers, requiring the 

weighted interruption cost to be calculated based on each type's proportion. 

In this research, when a load point contains a critical load, we classify it as a critical load 

point, given that critical loads hold the highest importance. Critical facilities, including hospitals, 
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data centers, emergency services, and telecommunication infrastructure play a vital role in the 

proper functioning of our society and the people’s lives. Therefore, it is reasonable to assign the 

highest priority to these load points. Conversely, if a load point exclusively comprises non-critical 

loads and average loads, we categorize it as a non-critical load point, and the load cost is 

determined by considering two key factors: the weighted load importance and the weighted 

interruption cost. 

                                                   𝐿𝐿𝑛𝑛𝑛𝑛 = 𝐿𝐿 ∙ 𝐿𝐿𝐿𝐿𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝑡𝑡                                       

(22) 

where Lnc is the load cost ($) for the non-critical load point. L is the load value, LPweighted and 

ICweighted correspond to the weighted load importance and interruption cost ($/kW). For the load 

cost of the critical load point, we don’t consider the load importance; the way to calculate the load 

cost is: 

                                                           𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐿𝐿 ∙ 𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝑡𝑡                                                          

(23) 

where Lcri is the load cost ($) for critical load point and L is the load value.  

 

3.1.2 Objective Function 

 
The objective function in load shedding aims to minimize the cost associated with the removal 

of loads while still meeting the load shedding requirements. This can be expressed as 

                                                  𝑚𝑚𝑚𝑚𝑚𝑚∑𝐿𝐿𝐿𝐿(𝐿𝐿1 + 𝐿𝐿2 + ⋯+𝐿𝐿𝑛𝑛)                                             

(24) 
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Subject to 

                                                       ∑𝐿𝐿1 + 𝐿𝐿2 + ⋯+𝐿𝐿𝑛𝑛 ∈ [𝑇𝑇,𝑇𝑇 + 𝑇𝑇𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜]                                       

(25) 

where LC is the function to calculate load cost of load point, L1, L2, L3…Ln denote the load removed 

from load shedding solution. T stands for the load shedding target. Tthreshold is the threshold 

considered for load shedding. It is important to note that our research diverges from previous 

studies by introducing the concept of a load shedding threshold. In contrast to previous studies that 

often employ a fixed load shedding target, our research introduces the concept of a load shedding 

threshold. This threshold allows for a more flexible approach to load shedding, considering that 

achieving a fixed amount of load removal can be challenging in real-world scenarios. The 

utilization of this threshold provides a more adaptive and practical solution to the load shedding 

problem. 

3.2 Preliminary Solutions  

 

In the problem formulation, it becomes apparent that this problem shares similarities with the 

Knapsack problem, with the primary difference being that the Knapsack problem seeks to 

maximize value, whereas in load shedding problems, our goal is to minimize the total load cost 

when implementing load shedding. 

 

3.2.1 Knapsack Problem  

 

In the Knapsack problem [65-67], you are provided with a set of boxes, each assigned specific 

values and weights, and your objective is to choose a subset of these boxes to place inside a bag. 
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Simultaneously, you must ensure that the total weight of the selected boxes does not exceed the 

bag's maximum capacity. The solution involves selecting a subset of boxes to maximize the total 

value within the constraints of the bag's capacity. 

$4  12kg
$2  2kg

$2  1kg $1  1kg

$10  4kg

15 kg

 

Figure 3-1: Knapsack problem. 

 

As shown in this figure, five boxes are available for selection, and the bag's maximum weight 

capacity is 15 kg. Our objective is to select a subset of boxes that will maximize the total value. In 

this sense, the most straightforward approach is to enumerate all combinations of boxes to discover 

the one that satisfies the 15 kg constraint and maximizes the total value. If the number of boxes is 

relatively small, it is feasible to employ a computer to generate all combinations and subsequently 

perform the necessary calculations. However, when dealing with a substantial system comprising 

numerous boxes, this process can be time-consuming and resource-intensive. 
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3.2.2 Dynamic Programming 

 
Dynamic programming [68-70] is the most used solution to solve knapsack problem. Since 

dynamic programming will divide a big problem into several subproblems, the solution is 

guaranteed to be global optimal.   

The first step of dynamic programming is to build a 2-D table called “dp”, we will use the 2-

D table to store the solution to sub-problems. Suppose there are n loads in the system and the load 

shedding target is equal to t, 2-D table will be a t×n table. The value in 2-D table dp[j][i] is to store 

minimal load cost achieved by considering the first i loads while ensuring that their cumulative 

load equals j.     

                                                   𝐿𝐿𝑥𝑥 + 𝐿𝐿𝑦𝑦 + ⋯𝐿𝐿𝑧𝑧 = 𝑗𝑗                                                          (26) 

                                              𝑑𝑑𝑑𝑑[𝑗𝑗][𝑖𝑖] = arg𝑚𝑚𝑚𝑚𝑚𝑚  𝐶𝐶𝐿𝐿1,2,…𝑖𝑖                                                    (27) 

where Lx, Ly…Lz is the solution to the sub-problem; they are a subset of first i loads. C stands for 

combination, and dp[j][i] is the least load cost we can get from all subsets of first i loads. The 

complete 2-D table will be displayed. 

 

Table 3-II: Dynamic Programming Table 

 0 1 …... i-1 i …... n 
dp[1] dp[1][0]=0 dp[1][1] …... dp[1][i-1] dp[1][i] …... dp[1][n] 
dp[2] dp[2][0]=0 dp[2][1] …... dp[2][i-1] dp[2][i] …... dp[2][n] 
…... …... …... …... …... …... …... …... 

dp[j-1] dp[j-1][0]=0 dp[j-1][1] …... dp[j-1][i-1] dp[j-1][i] …... dp[j-1][n] 
dp[j] dp[j][0]=0 dp[j][1] …... dp[j][i-1] dp[j][i] …... dp[j][n] 
…... …... …... …... …... …... …... …... 
dp[t] dp[t][0]=0 dp[t][1] …... dp[t][i-1] dp[t][i] …... dp[t][n] 
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The 2-D table will be populated row by row, starting from the first row and continuing until 

the last row. Each row corresponds to a specific sub-problem with a distinct load-shedding target. 

The first row is dedicated to solutions for a load-shedding target of 1, the second row for a target 

of 2, and so on, with the jth row signifying a load-shedding target of j. The final solution is 

represented by dp[t][n], with load shedding target equal to t through all n loads. 

Within each row, the value in table still represents sub-problems specific to that particular 

row. For instance, column 0 in jth row represents the scenario where we employ the first 0 loads to 

address the sub-problem while ensuring that the cumulative load equals j. Similarly, the value in 

column i of jth row corresponds to employing the first i loads to tackle the sub-problem with a total 

load equal to j. 

Suppose we need to calculate the sub-problem represented by dp[j][i], and all rows before jth 

row have already been solved, along with all columns before column i. As we iterate through the 

loads, and the current load that needs to be analyzed is load i, we encounter two possible options. 

The first option is that we don’t care about load i, we can still use first i-1 load to satisfy the 

requirement. 

                                                   𝑑𝑑𝑑𝑑[𝑗𝑗][𝑖𝑖] = 𝑑𝑑𝑑𝑑[𝑗𝑗][𝑖𝑖 − 1]                                                    (28) 

The second option is that we will consider load i, but this time we will use the first i-1 load to 

make up j-Li, and we have to add load cost of load i. 

                                     𝑑𝑑𝑑𝑑[𝑗𝑗][𝑖𝑖] = 𝑑𝑑𝑑𝑑[𝑗𝑗 − 𝐿𝐿𝑖𝑖][𝑖𝑖 − 1] + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝐿𝐿𝑖𝑖)                                       (29) 

The most important thing of dynamic programming is the state transition function. Since we 

are trying to find the minimum load cost we can get, the state transition function would be: 

                         𝑑𝑑𝑑𝑑[𝑗𝑗][𝑖𝑖] = min (𝑑𝑑𝑑𝑑[𝑗𝑗][𝑖𝑖 − 1],𝑑𝑑𝑑𝑑[𝑗𝑗 − 𝐿𝐿𝑖𝑖][𝑖𝑖 − 1] + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝐿𝐿𝑖𝑖))                   (30) 
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The most important data structure used in dynamic programming is a 2-D table dp. In this 

table, the first index refers to the current load shedding target we want to achieve. In Python, it is 

limited to integers, but in reality, it can be a floating-point number. For example, if the load 

shedding target should be 203.4 MW, then dynamic programming won't work.  

 
3.2.3 Original Greedy 

 
When the problem involves maximizing or minimizing something, greedy algorithms [71-73] 

will certainly come to mind. In the load-shedding problem, we aim to minimize the cost of the 

load we remove. If we could calculate the per-unit value of the load cost for each load, we could 

always choose the load with the least per-unit cost. 

Suppose there are six load points in the system and their corresponding load cost is displayed. 

Table 3-III: Per-unit Load Cost 

 1 2 3 4 5 6 
Load (MW) 10 20 30 20 10 40 

Load Cost ($ MM) 60 100 120 80 30 80 
Per-unit ($ MM/MW) 6 5 4 4 3 2 

 

The "MM" in the table stands for million dollars. This table shows that load point 6 has the 

lowest per-unit value of load cost. If the load shedding target is 50 MW, it would be reasonable to 

choose load point 6 and load point 5 as our load shedding solution. 

The only factor preventing us from applying the greedy algorithm to real-world problems is 

the assumption that each load can be divided into 1 MW pieces. However, loads cannot be divided 

into such discrete units. Therefore, the original greedy algorithm is not suitable for practical 

engineering problems. 
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3.3 Proposed Load Shedding Strategy 

 
Since we initially categorized the load into average load, non-critical load, and critical load, 

the load shedding strategy will also be divided into three stages [74-78]. Each stage will deal with 

a certain category of load.  

 

3.3.1 Three stage load shedding 

 
The first stage of our policy involves the load aggregator. Historically, demand response 

programs have only targeted large industrial and commercial customers, utilizing complex control 

strategies to shed loads during peak periods. However, with load aggregator [79-81], residential 

users can participate in demand response programs as a cohesive entity, receiving control schemes 

directly from the system operator. In this sense, during power supply shortage, the load aggregator 

can remove loads that have a contract with utility companies, prioritizing their removal over other 

loads. Let T represent the load-shedding target, G represents the total generation capacity, and L 

represent the total load in the system. The three-stage load shedding is displayed. 
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Start

End  

Figure 3-2: Three stage load shedding. 

 

Following the implementation of the first stage of load shedding, if the system demand still 

exceeds the generation output, the second stage must be initiated. The primary objective of this 

stage is to minimize the load cost of the removed non-critical load point. 

                                                                       𝑚𝑚𝑚𝑚𝑚𝑚∑𝐿𝐿𝑛𝑛𝑛𝑛                                                       

(31) 

Although the original greedy algorithm cannot be applied to practical engineering problems, 

we can still draw inspiration from its underlying concept. This time, we will treat each load point 
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as a whole entity and not divide them into 1 MW pieces. The proposed load shedding method is 

a greedy-based sorting algorithm. 

Check the total load of each 
combination within [T, T+Tthreshold]

Yes

No

Determine the per-unit load cost for each load 

Calculate the total load cost for all 
combinations in the set.

Remove this 
combination Store the combination in a set

Generate all combinations from the 
combination pool starting with 2 and up to k. 
(Combination pool contains the k loads with 

the lowest per-unit load cost)

Select the one that has least load cost as 
load shedding strategy

End

Start

 

Figure 3-3: Proposed load shedding algorithm. 

 

As displayed in this figure, the first step is to calculate the per-unit load cost for each load 

point.  

                                                                     𝐿𝐿𝐶𝐶_𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = 𝐿𝐿𝐶𝐶
𝐿𝐿

                                                      

(32) 

where LC_unit is the per-unit load cost for the current load ($/kW), LC is the load cost ($), and L 

refers to the load (kW). The idea behind this equation is the greedy algorithm. The next step is to 
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generate all combinations from the combination pool starting with 2 (𝐶𝐶𝑘𝑘2) and up to k (𝐶𝐶𝑘𝑘𝑘𝑘). The 

combination pool is defined as a subset that only contains the first k loads with the lowest per-unit 

load cost. The value of k is determined as the largest number to implement combination, which 

will be illustrated later. By selecting the load with the lowest per-unit load cost as load shedding 

solution, we can ensure that the sum of load cost remains minimal.  

The value k is the largest number for combination, which can be calculated through the process 

displayed in the figure below. 

If sum of loads exceeds T, but within the range 
T+Tthreshold, the index of current load corresponds to the 

highest number for combination

Sort the load in ascending order 

Initiate an iterative process for all loads and calculate 
the total load sum, starting with the first load.

End

Start

 

Figure 3-4: Calculation of k. 

The value of k is determined to reduce the proposed algorithm's computing time and memory 

usage. Without knowing the largest number for combination, and with n loads in the system, all 

combinations must be checked from 1 to n, as the answer may lie in any of these combinations. 

However, the value of k helps to improve the computing time of the algorithm by solving the 

following equation: 

                                                          𝑇𝑇𝑖𝑖𝑖𝑖 = ∑ 𝑐𝑐𝑛𝑛𝑖𝑖𝑛𝑛
𝑖𝑖=1

∑ 𝑐𝑐𝑛𝑛𝑖𝑖𝑘𝑘
𝑖𝑖=1

                                                                

(33) 
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where Tim is the improvement in computing time, C represents combination. Since the loads are 

sorted in ascending order, we can ensure that k is the largest number for combination. 

We build the combination pool in the second step to reduce memory usage. Initially, we have 

to choose i (i∈ [1, k]) load from n loads, which could lead to a significant waste of memory. 

However, since the solution to our problem must include the load with the smallest per-unit value 

of load cost, we can reduce the combination pool from n to k by selecting only the first k loads 

with the smallest per-unit value of load cost. Since the largest number for combination is k, we can 

select i (i∈ [1, k]) load from k loads, and the memory usage improved can be expressed: 

                                                              𝑆𝑆𝑖𝑖𝑖𝑖 = ∑ 𝑛𝑛𝑘𝑘
𝑖𝑖=1  
∑ 𝑘𝑘𝑘𝑘
𝑖𝑖=1

                                                             

(34) 

where Sim is the improvement in memory usage, k represents the largest number for combination. 

Since the combination pool contains the first k load with the smallest per unit value of load cost, 

we can ensure that the solution to our problem lies within this set. 

If the power balance is still not achieved after implementing the second load-shedding stage, 

the third stage must be initiated. The primary objective in this stage remains the same: minimizing 

the sum of load costs. In the third stage, the load-shedding approach differs from the second stage 

as interruption cost will not be considered. Interruption cost will only be considered for non-critical 

loads in the second stage and third stage only deal with critical loads. The proposed algorithm will 

also be utilized for load shedding in the third stage. 

After implementing the three-stage load-shedding policy, the system's supply-demand balance 

will be maintained. The system can still be partitioned into multiple sub-systems to reduce the 

control complexity. With the method we proposed in the second part, we can successfully partition 

the system while achieving self-adequacy within each sub-system. 
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3.3.2 Case Study 

 
The case study is still implemented in IEEE 33 bus system, 
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Figure 3-5: IEEE 39-Bus system. 

There are ten generators and several load points in the system. First, we need to determine the 

load cost for each load point. To calculate the load cost for each load point, we must first calculate 

the weighted load importance and the weighted interruption cost. 

Table 3-IV: Weighted Load Importance 

Bus Average load 
ratio 

Non-critical 
load ratio 

Critical load 
ratio 

Weighted load 
importance 

3 38 35 27 5.67 
4 56 27 17 4.83 
7 47 34 19 5.16 
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8 83 15 2 3.57 
12 76 10 14 4.14 
15 58 20 22 4.92 
16 77 20 3 3.78 
20 67 18 15 4.44 
21 57 13 30 5.19 
24 63 4 33 5.1 
25 72 19 9 4.11 
26 67 14 19 4.56 
27 60 16 24 4.92 
28 54 15 31 5.31 
29 87 13 0 3.39 
39 62 25 13 4.53 

  

In this research, we assign a load importance value of 9 to critical loads, 6 to non-critical loads, 

and 3 to average loads. The load with the highest ratio of critical load will have the largest weighted 

load importance.  

The load is also divided into six categories: industrial load, commercial load, agricultural load, 

residential load, governmental & institutional load, and office & building load. The weighted 

interruption cost must be calculated based on the ratio of each load category. 

Table 3-V: Weighted Interruption Cost 

Bus Industrial
/% 

Commercial
/% 

Agricultural
/% 

Residential
/% 

Govt. & 
Inst. /% 

Office&
Bldg. /% 

Weighted 
Interruption 
Cost($/kW) 

3 11 0 28 27 18 16 35.5582 
4 10 12 24 14 38 2 31.1468 
7 3 19 24 14 25 15 45.1616 
8 1 6 23 13 10 47 67.284 
12 22 13 21 18 14 12 44.8885 
15 23 5 23 17 17 15 43.0785 
16 12 7 20 29 28 4 30.2312 
20 9 13 24 14 13 27 54.7088 
21 20 15 29 20 16 0 32.3127 
24 29 9 28 12 21 1 33.4726 
25 20 13 31 24 12 0 30.3609 
26 0 3 26 21 17 33 50.8292 
27 5 13 32 14 14 22 47.1064 
28 17 16 23 10 17 17 50.0767 
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29 21 8 25 12 33 1 31.1789 
39 2 18 30 21 13 16 43.2561 

 

Now, we can calculate the load cost for each load using. The results are displayed in Table 

VI, The $ MM in Table VI stands for million dollars. 

Table 3-VI: Load Cost 

Bus Load/MW Weighted load 
importance 

Weighted interruption 
cost($/kW) 

Load cost/ 
$ MM 

3 322 5.67 35.5582 64.9200 
4 500 4.83 31.1468 75.2195 
7 233.8 5.16 45.1616 54.4833 
8 522 3.57 67.284 125.3864 
12 7.5 4.14 44.8885 1.3938 
15 320 4.92 43.0785 67.8228 
16 329.4 3.78 30.2312 37.6418 
20 680 4.44 54.7088 165.1768 
21 274 5.19 32.3127 45.9506 
24 308.6 5.1 33.4726 52.6812 
25 224 4.11 30.3609 27.9514 
26 139 4.56 50.8292 32.2176 
27 281 4.92 47.1064 65.1255 
28 206 5.31 50.0767 54.7769 
29 283.5 3.39 31.1789 29.9650 
39 1104.9 4.53 43.2561 216.5053 

 

Suppose there is a sudden trip of generator encountered on bus 33, bus 36, and bus 37. Now the 

most effective way to maintain power balance is load shedding. Initially, the power output from these 

three generations is 632MW, 560MW, and 540MW. Therefore, our load-shedding target is 1732 MW.  

To determine the load shedding threshold, we consider the sum of load in the system, 6149.5 MW, 

distributed across 19 buses with loads. This results in an average load of approximately 324 MW per 

bus. Thus, we set the threshold value at 324 MW. 

At the first load-shedding stage, a load aggregator will remove the customers who have signed 

contracts with utility companies. Therefore, the load on bus 18, bus 23, and bus 31 will be removed 

through the load aggregator. Doing so alleviates a significant amount of load from the system, resulting 
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in a decrease of 414.7 MW from the original load shedding target. Now, the new load shedding target 

is adjusted to 1317.3 MW. 

Before implementing the proposed greedy-based sorting algorithm in Python, we need to find 

the largest value for combination. First, we have to sort the load in ascending order. 

Table 3-VII: Loads in Ascending Order 

Ascending order Bus Load/MW 

1 12 7.5 
2 26 139 
3 28 206 
4 25 224 
5 7 233.8 
6 21 274 
7 27 281 
8 29 283.5 
9 24 308.6 
10 15 320 
11 3 322 
12 16 329.4 
13 4 500 
14 8 522 
15 20 680 
16 39 1104.9 

 

Our load shedding target is 1317.3 MW and load shedding threshold is 414.7 MW, leads to the 

load shedding range is [1317.3MW, 1732MW]. Since 7.5 + 139 + 206 + 224 + 233.8 + 274 + 281 = 

1365.3 MW > 1317.3MW and 1317.3MW∈  [1317.3MW, 1641.3MW], the largest value for 

combination is 7 and k is equal to 7.  

Next, we calculate the per unit value of load cost for the remaining loads. Since k is equal to 

7, we will select seven loads with the smallest per unit value of load cost to form a combination 
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pool. The combination pool is displayed in ascending order in Table VII, and $ MM represents a 

million dollars. 

Table 3-VIII: Per-unit of Load Cost 

Bus Load/MW Load cost/ $ MM Per unit value ($ MM/MW) 
29 283.5 29.96495 0.10569647 
16 329.4 37.64183 0.11427394 
25 224 27.95146 0.12478329 
4 500 75.21952 0.15043904 
21 274 45.9506 0.16770291 
24 308.6 52.68119 0.17071026 
12 7.5 1.393788 0.18583839 

 

The load at bus 29 appears to have the lowest per-unit load cost. Now we will need to perform 

the combination process in Python and select the combination with the lowest total load cost as 

our loading shedding solution. The pseudo-code for the proposed algorithm is displayed. 

 

Figure 3-6: Pseudo-code for combination process. 

 

In this figure, k represents the largest number for combination, which is 7, T is our load 

shedding target, and th refers to the threshold we set. By running the proposed algorithm, we 

identified a load shedding strategy that involved removing four loads: bus 29, bus 16, bus 25, and 

bus 4. These four loads totaled 1336.9 MW, which falls within the range of [T, T + th]. Notably, 
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Table 3-VIII indicates that these four loads happen to have the lowest per-unit load cost. This result 

could be interpreted as the algorithm's greedy nature. However, it's also possible that this outcome 

was influenced by our selection of load shedding target and threshold. 

Suppose we change the initial load shedding target from 1317.3 MW to 1000 MW while 

keeping the same threshold as 324 MW. As a result, the load shedding target range is [1000, 1324]. 

If we apply the proposed algorithm, it suggests shedding the loads at bus 25, bus 29, and bus 4. 

The sum of these three loads is 1007.5 MW, which falls within our range. Interestingly, the 

algorithm recommends shedding the load at bus 4 (the fourth row in Table 3-VIII) instead of bus 

16 (the second row). This decision stems from the fact that the combined total load of the first 

three rows in the table is only 836.9 MW, which is much lower than the new load shedding target. 

If we were to add the load at the fourth row to this total, the resulting sum of 1336.9 MW would 

exceed the range of [1000, 1324] MW. Therefore, the algorithm settles on shedding the load at the 

fourth row instead of the load at the second row, striking a balance between meeting the new target 

and staying within the range. 

The next thing we want to test is to find computing time improvement. The pseudo-code for the 

original sorting algorithm is presented. 

 

Figure 3-7: Pseudo-code for original sorting. 

In this figure, the n represents the number of load buses in the system. To test the efficiency 

of the proposed algorithm, we ran both the proposed and original sorting algorithms six times and 
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compared their respective running time. The comparison of computing time between these two 

algorithms (traditional greedy algorithm VS proposed algorithm) is displayed. 

Table 3-IX: Comparison of Time Efficiency 

Sequence Original Sorting (s)  Proposed Algorithm (s) Ratio 
1 0.03119946 0.01196956 2.606567 
2 0.03097517 0.00892901 3.469049 
3 0.03048563 0.00997400 3.05651 
4 0.03124166 0.007938147 3.935636 
5 0.03124547 0.01495958 2.08866 
6 0.03124189 0.00897789 3.47987 

 

According to our theoretical calculation in previous equation, the computing time improvement 

resulting from the proposed algorithm is approximately 4.4 times faster than the original sorting 

algorithm. However, in Table 3-IX, the ratio between the proposed algorithm and the original sorting 

algorithm is slightly less than 4.4. This difference can be attributed to the second “for loop” in Figure 

3-4. Even after identifying all suitable combinations in the first “for loop”, the algorithm still needs to 

run a second loop to calculate the sum of load cost for each combination before it can select the 

combination with least load. This extra computational step has contributed to the difference between 

theoretical computing time improvement and actual improvement achieved. 

Since the first and second stages of load shedding are sufficient to achieve power balance in this 

case study, implementing a third stage is unnecessary. With power balance achieved, we can separate 

the system into multiple partitions and ensure self-adequacy within each partition based on various 

algorithms discussed in chapter 2. 
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4 Economic Load Dispatch 

 
The previous chapters made an assumption that the generation capacity remains constant, and 

when we consider the power balance within each partition, we will use generation capacity for 

consideration. In reality, power generation must align with economic load dispatch [82-86]. It is 

reasonable to assign generators with lower costs to produce more power. During the planning stage of 

dynamic microgrid operation, it is necessary to pre-determine the optimal generation output for each 

generator in order to maximize profit.  

 

4.1 Problem Formulation 

 

In order to achieve economic load dispatch among various generators, the generation cost 

function must be defined. 

                                                           𝑚𝑚𝑚𝑚𝑚𝑚∑ 𝐹𝐹𝐹𝐹(𝑃𝑃𝑖𝑖)𝑛𝑛
𝑖𝑖=1                                                        (35) 

                                                          𝑃𝑃𝑖𝑖 ∈ [𝑃𝑃𝑖𝑖,𝑚𝑚𝑚𝑚𝑚𝑚,𝑃𝑃𝑖𝑖,𝑚𝑚𝑚𝑚𝑚𝑚]                                                    (36) 

                       𝐹𝐹𝐹𝐹(𝑃𝑃𝑖𝑖) = 𝑎𝑎𝑖𝑖𝑃𝑃𝑖𝑖2 + 𝑏𝑏𝑖𝑖𝑃𝑃𝑖𝑖 + 𝑐𝑐𝑖𝑖 + �𝑒𝑒𝑖𝑖 × sin (𝑓𝑓𝑖𝑖 × (𝑃𝑃𝑖𝑖,𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑃𝑃𝑖𝑖))�                      (37) 

where Pi is the power generated by the ith unit, FC(Pi) represents the fuel cost of the generator. 

Pi,min and Pi,max are the lower and upper generation limits for the current generator. There are five 

parameters [87] defined in the fuel cost function: ai, bi, ci, ei, and fi. The first three are the most 

commonly used in the fuel cost function, while ei and fi are considered based on the valve-point 

loadings of the generating units.  

Traditionally when dealing with economic load dispatch problem, incremental cost has been 

most widely used in this area. If we could maintain equal incremental cost between different 
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generators, we could guarantee an optimal solution is achieved. If the generation constraints are 

considered, we just have to set some generator output to their limits.  

Since modern generators express strong nonlinearity in their input-output behavior due to 

factors such as valve-point loadings and rate limits. Traditional dispatch algorithms necessitate the 

use of approximations to account for these characteristics, but such approximations are not 

desirable in some practical problems, leading to significant long-term revenue loss. In order to deal 

with the non-linearity of fuel cost functions of generating units, heuristic algorithms and search 

algorithms might be more suitable for economic load dispatch problems. 

 

4.2 Particle Swarm Optimization 

 

Particle swarm optimization (PSO) [88-92] searches for a solution within the search space 

using a group of particles. Each particle in the group represents a potential solution, and we employ 

an objective function to evaluate its optimality. In each iteration, a particle adjusts its position 

towards the optimal solution based on the best solution found among the particles and the best 

solution that all particles have explored up to that point. The optimal solution is eventually 

achieved after numerous iterations. 

Suppose there is a cost function f(x, y) that we either want to minimize or maximize. The first 

step of PSO is to randomly generate several particles. 

                               𝑃𝑃 = [(𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2), (𝑥𝑥3,𝑦𝑦3) … (𝑥𝑥𝑚𝑚, 𝑦𝑦𝑚𝑚)]                                         (38) 

where P represents the particles we generate, and the values within these particles represent their 

positions in a 2-dimensional space. In order to move these particles, we need to randomly generate 

initial velocities for each of them. 
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                           𝑉𝑉 = [�𝑉𝑉𝑥𝑥1,𝑉𝑉𝑦𝑦1�, �𝑉𝑉𝑥𝑥2,𝑉𝑉𝑦𝑦2�, �𝑉𝑉𝑥𝑥3,𝑉𝑉𝑦𝑦3�… (𝑉𝑉𝑥𝑥𝑥𝑥,𝑉𝑉𝑦𝑦𝑦𝑦)]                               (39) 

Where V represents the velocity of all particles. Suppose the position for particle i at iteration t is: 

                                                                    𝑃𝑃𝑖𝑖𝑡𝑡 = [𝑥𝑥𝑖𝑖𝑡𝑡 ,𝑦𝑦𝑖𝑖𝑡𝑡]                                                    (40) 

The velocity for particle i at iteration t is: 

                                                                  𝑉𝑉𝑖𝑖𝑡𝑡 = [𝑉𝑉𝑥𝑥,𝑖𝑖
𝑡𝑡 ,𝑉𝑉𝑦𝑦,𝑖𝑖

𝑡𝑡 ]                                                   (41) 

The position for particle i at iteration t + 1 is: 

                                                       𝑃𝑃𝑖𝑖𝑡𝑡+1 = [𝑥𝑥𝑖𝑖𝑡𝑡 + 𝑉𝑉𝑥𝑥,𝑖𝑖
𝑡𝑡 ,𝑦𝑦𝑖𝑖𝑡𝑡 + 𝑉𝑉𝑦𝑦,𝑖𝑖

𝑡𝑡 ]                                         (42) 

At the same time, velocity for particle i at iteration t + 1: 

                                 𝑉𝑉𝑖𝑖𝑡𝑡+1 = 𝑤𝑤𝑉𝑉𝑖𝑖𝑡𝑡 + 𝑐𝑐1𝑟𝑟1(𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑃𝑃𝑖𝑖𝑡𝑡) + 𝑐𝑐2𝑟𝑟2(𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑃𝑃𝑖𝑖𝑡𝑡)                        (43) 

where w represents the inertia weight factor. A larger w implies that the new velocity will depend 

more on the previous velocity. Pbest stands for the best position we've discovered for particle i in 

previous iterations at iteration t, while Gbest represents the best position found among all particles 

in previous iterations. C1 and c2 are called cognitive and the social coefficients, where c1 drives 

particle i toward its Pbest, and c2 drives particle i toward the Gbest. They control how much weight 

should be given between refining the search result of the particle itself and recognizing the search 

result of the swarm. We can consider these parameters control the tradeoff between exploration 

and exploitation. R1 and r2 denote random numbers ranging from 0 to 1. 

An interesting characteristic of this algorithm that sets it apart from other optimization 

methods is its independence from the gradient of the objective function. In gradient descent, for 

instance, we seek the function's minimum by heading in the direction of steepest descent. However, 

in the case of a particle next position, its movement isn't solely determined by the "downhill" 

direction; rather, it depends on the locations of "Pbest" and "Gbest." This property provides PSO 
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especially well-suited for scenarios where differentiation for objective function is difficult. The 

flowchart of PSO is displayed. 

Initialize the algorithm parameters, generate 
particles and corresponding velocities

Update the position for each particle

Identify the Pbest and Gbest

Update the velocity for each particle

Reach max iteration

Start

End

No

Yes

 

Figure 4-1: Process of PSO. 

4.3 Simulation 

 

The test system was a three-generator system adapted from [87], their generating units’ 

parameters are displayed in Table1. 

Table 4-I: Parameters for Three Generators System 

Generator Pmin (MW) Pmax (MW) a b c e f 
1 100 600 0.00156 7.92 561 300 0.0315 
2 50 200 0.00482 7.97 78 150 0.063 
3 100 400 0.00194 7.85 310 200 0.042 
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In this test system, the total load demand is 850 MW. The equation to update the velocity is: 

                                𝑉𝑉𝑖𝑖𝑡𝑡+1 = 𝑤𝑤𝑉𝑉𝑖𝑖𝑡𝑡 + 𝑐𝑐1𝑟𝑟1(𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑃𝑃𝑖𝑖𝑡𝑡) + 𝑐𝑐2𝑟𝑟2(𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑃𝑃𝑖𝑖𝑡𝑡)                         (44) 

In this simulation, the parameters for PSO are swarm_size (number of swarms) =100, w=0.5, 

c1=0.5, c2=0.5, max iteration is set to 100. Based on the program in Python, the result generated 

result by PSO is: 

Table 4-II: Results from PSO in Three Generator System 

Simulation Generator1(MW) Generator2(MW) Generator3(MW) Cost ($) Time 
1 498.9756282 99.94603915 251.0783329 8241.34 0.12566 
2 498.9356159 101.2066067 249.8577774 8242.74 0.1242 
3 399.6804736 199.7174658 250.6020648 8251.13 0.12335 
4 399.1533454 129.0329493 321.8137061 8361.76 0.12559 
5 399.4492657 199.7470432 250.8037946 8250.87 0.1257 
6 399.1993003 126.401218 324.3994817 8343.94 0.09996 
7 599.71034 75.48773873 174.8020222 8480.86 0.13146 
8 299.8726526 150.6075528 399.5197993 8234.8 0.12585 
9 399.8794692 50.12166183 399.9988689 8242.07 0.09424 
10 499.7922161 100.1455169 250.0622671 8242.98 0.11006 
11 599.5364496 150.156325 100.3072256 8385.94 0.12035 
12 498.9336183 176.2739528 174.7924298 8424.76 0.12571 

 

We have conducted 12 simulations, and the minimum cost obtained from these simulations is 

8234.8, which corresponds to simulation 8. This minimum cost aligns with the results reported in 

several papers. In [87], the author presents a table displaying minimum costs obtained from various 

algorithms, with the best result being 8234.07. 

It is evident that each simulation generates different results due to the initialization of the 

swarm and velocity. These differences in the initial conditions lead the swarm in different 

directions, resulting in different solutions. 

We have proved a small 3 generator system can work; we aim to analyze whether a larger 

system will also work. We extend the analysis to a larger system with 13 generators.  
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Table 4-III: Parameters for Thirteen Generators System 

Generator Pmin (MW) Pmax (MW) a b c e f 
1 0 680 0.00028 8.1 550 300 0.035 
2 0 360 0.00056 8.1 309 200 0.042 
3 0 360 0.00056 8.1 307 200 0.042 
4 60 180 0.00324 7.74 240 150 0.063 
5 60 180 0.00324 7.74 240 150 0.063 
6 60 180 0.00324 7.74 240 150 0.063 
7 60 180 0.00324 7.74 240 150 0.063 
8 60 180 0.00324 7.74 240 150 0.063 
9 60 180 0.00324 7.74 240 150 0.063 
10 40 120 0.00284 8.6 126 100 0.084 
11 40 120 0.00284 8.6 126 100 0.084 
12 55 120 0.00284 8.6 126 100 0.084 
13 55 120 0.00284 8.6 126 100 0.084 

 

The total demand is 1800 MW. This time the parameters for PSO stay the same: The 

parameters for PSO are swarm size=100, w=0.5, c1=0.5, c2=0.5, max iteration=100. The generated 

result from Python is: 

Table 4-IV: Results from PSO in Thirteen Generator System 

Simulation Cost ($) Time 
1 18596.47159 0.22124052 
2 18515.3101 0.19491291 
3 18564.34267 0.18862915 
4 18486.16615 0.210470438 
5 18398.4136 0.2056036 
6 18576.21752 0.190135002 
7 18699.26961 0.209335804 
8 18383.22355 0.20947957 
9 18579.94865 0.200233459 
10 18472.57628 0.200392962 
11 18583.64757 0.203057528 
12 18492.70441 0.210788965 
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The least cost from this simulation is 18383.22355, which corresponds to the 8th simulation. 

But the best result I got is still higher than the result in previous papers. Hence, I changed the 

iteration from 100 to 500. 

Table 4-V: Results from 500 Iterations 

Simulation Cost ($) Time 
1 18619.7 0.4125 
2 18729 0.3146 
3 18440.7 0.73276 
4 18327.1 0.41446 
5 18429.6 0.4458 
6 18546.9 0.45755 
7 18384.9 0.27324 
8 18709.3 0.60099 
9 18127.7 0.40489 
10 18422.6 0.7303 
11 18454.5 0.41179 
12 18195.7 1.02193 

 

The best result I obtained is 18127.65126, corresponding to the 9th simulation. This result 

closely aligns with the calculation in previous papers. It is evident that if we increase the iterations, 

the probability of getting a better value is increased.  

A higher cognitive coefficient c1 means the particles tend to follow their own best position 

and a higher social coefficient, c2 means the particles tend to follow the best position of their 

neighbors. It is reasonable to decrease c1 and increase c2. This time, we changed the parameters to 

swarm size=100, w=0.5, c1=0.3, c2=0.6, and max iteration=500. The result we get is: 

Table 4-VI: Results from 500 Iterations after Changing Parameters 

Simulation Cost ($) Time 
1 18678.1 0.49303 
2 18523.6 0.31957 
3 18533.5 0.47811 
4 18462.7 0.5173 
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5 18489.3 0.43166 
6 18604.9 0.75589 
7 18450.6 0.53202 
8 18406.4 0.44536 
9 18059.1 0.55483 
10 18493.2 0.5699 
11 18468 0.23615 
12 18419.8 0.50819 

 

From this table, we observe that the optimal result we've achieved is 18059.0611, which 

corresponds to the 9th simulation, and is close to the result obtained from [87], which is 18048.21. 

Notably, this minimum cost is lower than the result obtained when c1 = 0.5 and c2 = 0.5. A more 

general approach involves decreasing c1 linearly as the iterations go and increasing c2 linearly with 

each iteration [93]. This strategy is based on the assumption that with more iterations, we move 

closer to the optimal result.   
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5. Conclusions and Future Work 

 

This research primarily addresses the reliable operation of multiple dynamic microgrids 

during the planning stage. Three partitioning algorithms have been proposed in this research, each 

with different objective functions. The constraints for these partitioning methods are the same, 

focusing on supply-demand balance and having at least one grid-forming generator within each 

partition. The first two algorithms prioritize minimizing power exchange between different 

partitions to ensure a smooth transition from a centralized system to a decentralized one. In the 

second algorithm, K-means clustering was employed to perform the partitioning step, overcoming 

the limitations of the original k-way partitioning. Simulation results from the IEEE 33 Radial Bus 

System and IEEE 39-Bus system were used to demonstrate the effectiveness of these proposed 

algorithms. Since the original data used in these two algorithms is based on active power flow, and 

in reality, power flow is constantly changing, we can achieve dynamic separation methods, which 

corresponds to the nature of dynamic microgrids. Future research will focus on implementing the 

proposed algorithms in larger systems and improving their computational efficiency. The third 

algorithm concentrates on minimizing power losses after partitioning, using electrical distance as 

the index for power loss. This modified algorithm offers several benefits, including reduced 

voltage drop along the connection. Future research could focus on recording nodes on the shortest 

path when coding the algorithm in Python. 

In islanded mode, the primary concern is addressing the load-shedding problem. The 

proposed load-shedding strategy aims to secure as much critical load as possible and minimize the 

cost of shedding load. Once the power balance is restored after the load-shedding process, the 

algorithms discussed in Chapter 2 can be applied to ensure reliable partitioning of the distribution 
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system. Future research will focus on implementing the proposed algorithms in larger systems, 

such as the IEEE 57-Bus System or IEEE 118-Bus System. Additionally, efforts will be made to 

enhance the time and space efficiency of the proposed algorithm. 

As for the economic load dispatch, our goal is to achieve economic system operation during 

the planning stage. We introduce a nonlinear equation to incorporate more factors into the fuel 

cost function. In contrast to traditional gradient descent methodologies, particle swarm 

optimization does not require differentiation concerning variables. However, there is a risk that 

particle swarm optimization might get trapped in local optima due to initial speed and velocity. 

Future research could focus on strategies for escaping local optima through simulated annealing.  
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