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Abstract

Face identification (FI) is ubiquitous and drives many high-stake decisions made by the

law enforcement. A common FI approach compares two images by taking the cosine similar-

ity between their image embeddings. Yet, such approach suffers from poor out-of-distribution

(OOD) generalization to new types of images (e.g., when a query face is masked, cropped or

rotated) not included in the training set or the gallery. Recently, interpreatable deep metric

learning with structural matching (e.g. DIML [101] and Vision Transformers [27]) obtained

significant outcomes in popular computer vision problems such as image classification, image

clustering, etc. In this proposal, we present simple yet efficient schemes to exploit structural

similarity for an interpretable face matching algorithms. We propose two following novel

methods.

• DeepFace-EMD [63]: A re-ranking approach that compares two faces using the Earth

Mover’s Distance on the deep, spatial features of image patches.

• Face-ViT [62]: A novel architectural design using Vision Transformers (ViTs) for out-

of-distribution (OOD) face identification and show significant improvement in inference

speed. We feed embeddings of both images through a pre-trained CNN by ArcFace

[22], layers of a Transformer encoder, and two linear layers as part of a ViT. We train

the model with 2M pairs sampled from the CASIA Webface [93]

Our extra comparison stage explicitly examines image similarity at a fine-grained level

(e.g., eyes to eyes) and is more robust to OOD perturbations and occlusions than traditional

FI. Interestingly, without finetuning feature extractors, our method consistently improves the

accuracy on all tested OOD queries: masked, cropped, rotated, and adversarial while obtain-

ing similar results on in-distribution images. Moreover, our model demonstrates significant

interoperability through the visualization of cross-attention.
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Chapter 1

Introduction

Identifying the person in a single photo remains challenging because, in many cases, the

problem is a zero-shot and ill-posed image retrieval task.

1.1 Motivations

Face identification (FI), the technology for identifying a person from a photo, is ubiq-

uitous and driving many high-stake decisions made by the law enforcement in the United

States (Fig. 1.1a). For example, the FI technology has been used to identify attackers of the

Jan 2021 US Capitol riot, [34], find shoplifting suspects [67], determine someone is eligible

for unemployment benefits [69], and identify ticketed passengers to board an airplane [29].

Yet, the technology can make mistakes, leading to severe consequences, e.g. people wrongly

denied of unemployment benefits [69] or falsely arrested [67, 37, 33, 12] (Fig. 1.1b). Face

identification is challenging because of several reasons. First, a deep neural network (DNNs)

may not have seen a normal, non-celebrity person before during its training. Second, there

may be too few photos of a person in the database for FI systems to make reliable decisions.

Third, it is harder to identify when a face in the wild (e.g. from surveillance cameras) is

occluded [79, 65] (e.g. wearing masks), distant or cropped, yielding a new type of photo not

in both the training set of deep networks and the retrieval database—i.e., out-of-distribution

(OOD) data. Face verification accuracy notoriously drops significantly (from 99.38% to

81.12% on LFW) given a masked face [65]. This is particularly alarming for FI deployment

during this COVID-19 era where masks are mandatory or recommended in public.

In addition, with growing data volumes, fast and high FI systems are paramount for pro-

cessing and analyzing real-time data to identify faces and patterns effectively. Unfortunately,

1



(a) Face identification systems are being used for
surveillance and assisting law enforcement.

(b) False arrest of an innocent man (right) due to AI
errors.

Figure 1.1: Use cases and current problems in current face recognition system [1].

facial information may not always be obtained in ideal conditions, and out-of-distribution

data (OOD) e.g. faces with masks, sunglasses, or other adversarial components, poses chal-

lenges to correctly identifying the targets. FI accuracy may drop substantially on OOD

data, e.g., from 98.41% to 39.79% on LFW when the query face is wearing masks [63] or

adversarially modified [103, 4].

Besides the accuracy of FI for OOD data, the field faces two practical challenges. The

first challenge is the rapid identification of faces under OOD settings. Swift identification

can improve user experience by reducing waiting time during unlocking devices, accessing

accounts [30], and security checks [3], increasing people’s trust towards machine-generated

results [28], and lowering emergency response [53]. The second challenge is how to explain

FI decisions to the end-users, which is interestingly understudied. In reality, FI systems are

often operated by end-users [64] who expect to get real-time answers and the reasons why

such answers are given. The current limited machine-user interoperability causes numerous

false decisions [67, 37, 33, 12]. Specifically, only a few studies have produced explanations

for FI predictions [63, 77] and none have evaluated the explanations from interpretable FI

models on users.

2



1.2 Contributions

In this study, we devise two novel architectures: DeepFace-EMD [63] and Face-ViT [62]

which not only accelerate the computation but also offer an interpretable module for face

recognition system

The main contributions of DeepFace-EMD are summarized as follows:

• We propose to evaluate the performance of state-of-the-art facial feature extractors

(ArcFace [22], CosFace [89], and FaceNet [70]) on OOD face identification tests. That

is, our main task is to recognize the person in a query image given a gallery of known

faces. Besides in-distribution (ID) query images, we also test FI models on OOD

queries that contain (1) common occlusions, i.e. random crops, faces with masks or

sunglasses; and (2) adversarial perturbations [103].

• Interestingly, the OOD accuracy can be substantially improved via a 2-stage approach

(see Fig. 4.1 ): First, identify a set of the most globally-similar faces from the gallery

using cosine distance and then, re-rank these shortlisted candidates by comparing them

with the query at the patch-embedding level using the Earth Mover’s Distance (EMD)

[66]

• Across three different models (ArcFace, CosFace, and FaceNet), our re-ranking ap-

proach consistently improves the original precision (under all metrics: P@1, R-Precision,

and MAP@R) without finetuning (Sec. 5.2.2) . That is, interestingly, the spatial fea-

tures extracted from these models can be leveraged to compare images patch-wise (in

addition to image-wise) and further improve FI accuracy.

• On masked images [86], our re-ranking method (no training) rivals the ArcFace models

finetuned directly on masked images (Sec. 5.2.2) .

In Face-ViT, we explored the design space of ViTs that enable cross-image attention between

two input images for FI. On three important criteria (1) accuracy on in-distribution and OOD

3



data, (2) computational complexity, and (3) explainability, we compare ViTs, CNNs, and

EMD-based patch-wise re-ranking methods and find that:

• With cross-image attention, our 2-image Hybrid-ViT model is an effective re-ranking

approach. It outperforms traditional FI models (based on CNNs and 1-image ViTs)

on both in-distribution and OOD data.

• Our 2-image Hybrid-ViT performs on par with DeepFace-EMD [63]—a state-of-the-art

approach to OOD face identification. In addition, our proposed model is more scalable

as shown in

, i.e. running over 2× faster in practice than DeepFace-EMD, which is slow due to the

optimal transport optimization phase .

• In a 21-person human study, the users of Hybrid-ViTs and DeepFace-EMD explana-

tions scored substantially higher than the users of Siamese neural networks (SNNs) in

face verification . We are the first to report that visual explanations improve end-user

accuracy in face verification.
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Chapter 2

Realted Works

Face Identification under Occlusion Partial occlusion presents a significant, ill-posed

challenge to face identification as the AI has to rely only on incomplete or noisy facial features

to make decisions [65]. Most prior methods propose to improve FI robustness by augmenting

the training set of deep feature extractors with partially-occluded faces [83, 86, 59, 91,

32, 91]. Training on augmented, occluded data encourages models to rely more on local,

discriminative facial features [59]; however, does not prevent FI models from misbehaving

on new OOD occlusion types, especially under adversarial scenarios [73]. In contrast, our

approach (1) does not require re-training or data augmentation; and (2) harnesses both

image-level features (stage 1) and local, patch-level features (stage 2) for FI.

A common alternative is to learn to generate a spatial feature mask [76, 85, 65, 54] or an

attention map [91] to exclude the occluded (i.e. uninformative or noisy) regions in the input

image from the face matching process. Motivated by these works, we tested five methods

for inferring the importance of each image patch (Sec. 5.2.1) for EMD computation. Early

works used hand-crafted features and obtained limited accuracy [54, 58, 48]. In contrast,

the latter attempts took advantage of deep architectures but requires a separate occlusion

detector [76] or a masking subnetwork in a custom architecture trained end-to-end [65, 85]. In

contrast, we leverage directly the pre-trained state-of-the-art image embeddings (of ArcFace,

CosFace, & FaceNet) and EMD to exclude the occluded regions from an input image without

any architectural modifications or re-training.

Another approach is to predict occluded pixels and then perform FI on the recovered

images [99, 90, 106, 92, 36, 47]. Yet, how to recover a non-occluded face while preserving true

identity remains a challenge to state-of-the-art GAN-based de-occlusion methods [25, 13, 31].
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Re-ranking in Face Identification Re-ranking is a popular 2-stage method for refining

image retrieval results [98] in many domains, e.g. person re-identification [68], localization

[74], or web image search [20]. In FI, Zhou et. al. [105] used hand-crafted patch-level features

to encode an image for ranking and then used multiple reference images in the database to

re-rank each top-k candidate. The social context between two identities has also been found

to be useful in re-ranking photo-tagging results [10]. Swearingen et. al. [80] found that

harnessing an external “disambiguator” network trained to separate a query from lookalikes

is an effective re-ranking method. In contrast to the prior work, we do not use extra images

[105] or external knowledge [10]. Compared to face re-ranking [26, 60], our method is the first

re-rank candidates based on a pair-wise similarity score computed from both the image-level

and patch-level similarity computed off of state-of-the-art deep facial features.

EMD for Image Retrieval While EMD is a well-known metric in image retrieval [66], its

applications on deep convolutional features of images have been relatively under-explored.

Zhang et al. [95, 94] recently found that classifying fine-grained images (of dogs, birds, and

cars) by comparing them patch-wise using EMD in a deep feature space improves few-shot

fine-grained classification accuracy. Yet, their success has been limited to few -shot, 5-way

and 10-way classification with smaller networks (ResNet-12 [35]). In contrast, here, we

demonstrate a substantial improvement in FI using EMD without re-training the feature

extractors.

Concurrent to our work, Zhao et al. [101] proposes DIML, which exhibits consistent

improvement of ∼2–3% in image retrieval on images of birds, cars, and products by using the

sum of cosine distance and EMD as a “structural similarity” score for ranking. They found

that CC is more effective than assigning uniform weights to image patches [99]. Interestingly,

via a rigorous study into different feature-weighting techniques, we find novel insights specific

for FI: Uniform weighting is more effective than CC. Unlike prior EMD works [101, 95, 94, 87],

ours is the first to show the significant effectiveness of EMD on (1) occluded and adversarial

OOD images; and (2) on face identification.
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Out-of-distribution face identification. Identifying faces under occlusion [63, 86, 65]

or adversarial changes [103] is challenging. FI systems using SNNs are vulnerable to images

containing sunglasses, masks, or adversarial perturbations. A line of approach re-trains

deep CNN feature extractors on images with partially-occluded faces [83, 86, 59, 91, 32, 91].

However, data augmentation on a specific type of occlusion (e.g. face masks) does not

guarantee generalization to new OOD changes (e.g. in hairstyles) in the input image [63].

An alternative technique for OOD face data is to reconstruct the missing pixels before

performing FI [90, 106, 92, 36, 47, 100]. Yet, the de-occlusion process [25, 13, 31] may fail

to preserve the identity of the target person and add another level of abstraction over how

the FI system computes its decisions, further opaquing the decision-making process.

Siamese networks for patch-wise comparison. A common FI technique involves

adopting the Siamese architecture, feeding a pair of input images into two weight-shared,

CNN-based feature extractors, and comparing the cosine similarity between two output

image-level embeddings [50, 22, 70, 89]. Recent EMD-based image similarity work found

that combining both image-level and patch-level similarity yields higher accuracy on in-

distribution data [101] and OOD data [96, 63]. DeepFace-EMD [63] consistently outper-

forms traditional methods [89, 22, 70] that are based on the cosine similarity of two image

embeddings from a SNN. Such approaches, however, only conduct a global, image-level com-

parison and may discard useful local, patch-level information. Researchers are looking for

more accurate and efficient architectures for FI tasks.

Vision Transformers for patch-wise comparison. Operating at the patch level,

ViTs are increasingly popular in computer vision [27, 41, 82, 107], were shown to achieve

remarkable image classification accuracy, and do not need explicit feature extraction like in

CNN-based models. Most ViT research focuses on a single-image architecture where self-

attention [84] is leveraged to compare the similarity between intra-image patches [104] or

between image-patches and text-tokens in image-text architectures [38, 46]. CrossViT [18]

proposed to use two Transformers but for two differently scaled versions of the same image,
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not for two images. The only work utilizing ViTs in FI that we are aware of is the concurrent

work by [104], which uses the vanilla ViT on a single image and therefore offers no cross-

image interaction. A few other concurrent works also explore ViTs for 2-image inputs but

rather for person re-identification [88, 49], a different task that involves a more unconstrained

image distribution than the images typically cropped and aligned in FI. These leave us great

room for exploring cross-image interaction to compare two face images.

Model interpretability of Vision Transformers. Various efforts have been made to

visualize the effects of ViTs. Black et al. [11] proposed a novel method to combine cross-

correlation and an attention flow approximation between two images, each processed by a

different 1-image ViT. For multimodal, vision-language Transformers, Kim et al. [38] use the

similarity flow between text and image tokens as explanations for its similarity score. Chefer

et al. [16, 17] leveraged the aggregate cross-attention across layers and its gradients to derive

a visualization of similarity between two inputs. In our work, we visualize all ViTs using the

technique proposed by [77].
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Chapter 3

DeepFace-EMD: Re-ranking Using Patch-wise Earth Mover’s Distance

Improves Out-Of-Distribution Face Identification

(a) LFW (b) Masked (c) Sunglasses (d) Profile

Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2

Figure 3.1: Traditional face identification ranks gallery images based on their cosine distance

with the query (top row) at the image-level embedding, which yields large errors upon out-of-

distribution changes in the input (e.g. masks or sunglasses; b–d). We find that re-ranking the

top-k shortlisted faces from Stage 1 (leftmost column) using their patch-wise EMD similarity

w.r.t. the query substantially improves the precision (Stage 2) on challenging cases (b–d).

The “Flow” visualization intuitively shows the patch-wise reconstruction of the query face

using the most similar patches (i.e. highest flow) from the retrieved face.
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(a) LFW (b) Masked (LFW) (c) Sunglasses (LFW) (d) Profile (CFP)

Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2

Figure 3.2: Traditional face identification ranks gallery images based on their cosine distance
with the query (top row) at the image-level embedding, which yields large errors upon out-of-
distribution changes in the input (e.g. masks or sunglasses; b–d). We find that re-ranking the
top-k shortlisted faces from Stage 1 (leftmost column) using their patch-wise EMD similarity
w.r.t. the query substantially improves the precision (Stage 2) on challenging cases (b–d).
The “flow” visualization (of 8 × 8) intuitively shows the patch-wise reconstruction of the
query face using the most similar patches (i.e. highest flow) from the retrieved face.

3.1 Networks

3.1.1 Pre-trained models

We use three state-of-the-art PyTorch models of ArcFace, FaceNet, and CosFace pre-

trained on CASIA [93], VGGFace2 [14], and CASIA, respectively. Their architectures are

ResNet-18 [35], Inception-ResNet-v1 [81], and 20-layer SphereFace [50], respectively. For

more details on network architectures and implementation in PyTorch.

We downloaded the three pre-trained PyTorch models of ArcFace, FaceNet, and CosFace

from:

• ArcFace [22]: https://github.com/ronghuaiyang/arcface-pytorch

• FaceNet [70]: https://github.com/timesler/facenet-pytorch
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• CosFace [89]: https://github.com/MuggleWang/CosFace_pytorch

These ArcFace, FaceNet, and CosFace models were trained on dataset CASIA Webface

[93], VGGFace2 [15], and CASIA Webface [93], respectively.

The network architectures are provided here:

• ArcFace: https://github.com/ronghuaiyang/arcface-pytorch/blob/master/models/

resnet.py

• FaceNet: https://github.com/timesler/facenet-pytorch/blob/master/models/

inception_resnet_v1.py

• CosFace: https://github.com/MuggleWang/CosFace_pytorch/blob/master/net.py#

L19

3.1.2 Image pre-processing

For all networks, we align and crop input images following the 3D facial alignment

in [9] (which uses 5 reference points, 0.7 and 0.6 crop ratios for width and height, and

Similarity transformation). All images shown in this paper (e.g. Fig. 3.1) are pre-processed.

Using MTCNN, the default pre-processing of all three networks, does not change the results

substantially (See Sec. 5.2.1).

3.1.3 2-stage hierarchical face identification

Stage-1: Ranking A common 1-stage face identification [50, 70, 89] ranks gallery images

based on their pair-wise cosine similarity with a given query in the last-linear-layer feature

space of a pre-trained feature extractor (Fig. 4.1). Here, our image embeddings are extracted

from the last linear layer of all three models and are all ∈ R512.

Stage-2: Re-ranking We re-rank the top-k (where the optimal k = 100) candidates from

Stage 1 by computing the patch-wise similarity for an image pair using EMD. Overall, we
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Figure 3.3: Our 2-stage face identification pipeline. Stage 1 ranks gallery images based
on their cosine distance with the query face at the image-embedding level. Stage 2 then
re-ranks the top-k shortlisted candidates from Stage 1 using EMD at the patch-embedding
level.

compare faces in two hierarchical stages (Fig. 4.1), first at a coarse, image level and then

a fine-grained, patch level.

Via an ablation study (Sec. 5.2.1) , we find our 2-stage approach (a.k.a. DeepFace-

EMD) more accurate than Stage 1 alone (i.e. no patch-wise re-ranking) and also Stage 2

alone (i.e. sorting the entire gallery using patch-wise similarity).

3.1.4 Earth Mover’s Distance (EMD)

EMD is an edit distance between two set of weighted objects or distributions [66].

Its effectiveness was first demonstrated in measuring pair-wise image similarity based on

color histograms and texture frequencies [66] for image retrieval. Yet, EMD is also an

effective distance between two text documents [44], probability distributions (where EMD

is equivalent to Wasserstein, i.e. Mallows distance) [45], and distributions in many other

domains [61, 51, 42]. Here, we propose to harness EMD as a distance between two faces, i.e.

two sets of weighted facial features.
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Let Q = {(q1, wq1), ..., (qN , wqN )} be a set of N (facial feature, weight) pairs describing

a query face where qi is a feature (e.g. left eye or nose) and the corresponding wqi indicates

how important the feature qi is in FI. The flow between Q and the set of weighted features

of a gallery face G = {(g1, wg1), ..., (gN , wgN )} is any matrix F = (fij) ∈ RN×N . Intuitively,

fij is the amount of importance weight at qi that is matched to the weight at gj. Let dij be

a ground distance between (qi, gj) and D = (dij) ∈ RN×N be the ground distance matrix of

all pair-wise distances.

We want to find an optimal flow F that minimizes the following cost function, i.e. the

sum of weighted pair-wise distances across the two sets of facial features:

COST(Q,G,F ) =
N∑
i=1

N∑
j=1

dijfij (3.1)

s.t. fij ≥ 0 (3.2)

N∑
j=1

fij ≤ wqi , and
N∑
i=1

fij ≤ wgj , i, j ∈ [1, N ] (3.3)

N∑
j=1

N∑
i=1

fij = min

(
N∑
j=1

wgj ,
N∑
i=1

wqi

)
. (3.4)

As in [101, 94], we normalize the weights of a face such that the total weights of features is

1 i.e.
∑N

i=1wqi =
∑N

j=1wgj = 1, which is also the total flow in Eq. (3.4). Note that EMD is

a metric iff two distributions have an equal total weight and the ground distance function is

a metric [19].

We use the iterative Sinkhorn algorithm [21] to efficiently solve the linear programming

problem in Eq. (3.1), which yields the final EMD between two faces Q and G.

Facial features In image retrieval using EMD, a set of features {qi} can be a collection

of dominant colors [66], spatial frequencies [66], or a histogram-like descriptor based on the

local patches of reference identities [87]. Inspired by [87], we also divide an image into a grid

but we take the embeddings of the local patches from the last convolutional layers of each

network. That is, in FI, face images are aligned and cropped such that the entire face covers

13



most of the image (see Fig. 3.1a). Therefore, without facial occlusion, every image patch is

supposed to contain useful identity information, which is in contrast to natural photos [94].

Our grid sizes H ×W for ArcFace, FaceNet, and CosFace are respectively, 8×8, 3×3,

and 6×7, which are the corresponding spatial dimensions of their last convolutional layers.

That is, each feature qi is an embedding of size 1×1×C where C is the number of channels

(i.e. 512, 1792, and 512 for ArcFace, FaceNet, and CosFace, respectively).

Ground distance Like [94, 101], we use cosine distance as the ground distance dij between

the embeddings (qi, gj) of two patches:

dij = 1 − ⟨qi, gj⟩
∥qi∥ ∥gj∥

(3.5)

where ⟨.⟩ is the dot product between two feature vectors.

3.1.5 Feature weighting

EMD in our FI intuitively is an optimal plan to match all weighted features across two

images. Therefore, how to weight features is an important step. Here, we thoroughly explore

five different feature-weighting techniques for FI.

Uniform Zhang et al. [94] found that it is beneficial to assign lower weight to less

informative regions (e.g. background or occlusion) and higher weight to discriminative areas

(e.g. those containing salient objects). Yet, assigning an equal weight to all N = H × W

patches is worth testing given that background noise is often cropped out of the pre-processed

face image (Fig. 3.1):

wqi = wgi =
1

N
,where 1 ≤ k ≤ N (3.6)

Average Pooling Correlation (APC) Instead of uniformly weighting all patch em-

beddings, an alternative from [94] would be to weight a given feature qi proportional to its

correlation to the entire other image in consideration. That is, the weight wqi would be the
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dot product between the feature qi and the average pooling output of all embeddings {gj}N1

of the gallery image:

wqi = max
(
0, ⟨qi,

∑N
j gj

N
⟩
)
, wgj = max

(
0, ⟨gj,

∑N
i qi
N

⟩
)

(3.7)

where max(.) keeps the weights always non-negative. APC tends to assign near-zero

weight to occluded regions and, interestingly, also minimizes the weight of eyes and mouth

in a non-occluded gallery image (see Fig. 3.4b; blue shades around both the mask and the

non-occluded mouth).

Cross Correlation (CC) APC [94] is different from CC introduced in [101], which is the

same as APC except that CC uses the output vector from the last linear layer (see code)

instead of the global average pooling vector in APC.

Spatial Correlation (SC) While both APC and CC “summarize” an entire other gallery

image into a vector first, and then compute its correlation with a given patch qi in the

query. In contrast, an alternative, inspired by [78], is to take the sum of the cosine similarity

between the query patch qi and every patch in each gallery image {gj}N1 :

wqi = max
(
0,

N∑
j

⟨qi, gj⟩
∥qi∥∥gj∥

)
, wgj = max

(
0,

N∑
i

⟨qi, gj⟩
∥qi∥∥gj∥

)
(3.8)

We observe that SC often assigns a higher weight to occluded regions e.g., masks and

sunglasses (Fig. 3.4b).

Landmarking (LMK) While the previous three techniques adaptively rely on the image-

patch similarity (APC, CC) or patch-wise similarity (SC) to weight a given patch embedding,

their considered important points may or may not align with facial landmarks, which are

known to be important for many face-related tasks. Here, as a baseline for APC, CC, and

SC, we use dlib [40] to predict 68 keypoints in each face image (see Fig. 3.4c) and weight each
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patch-embedding by the density of the keypoints inside the patch area. Our LMK weight

distribution appears Gaussian-like with the peak often right below the nose (Fig. 3.4c).

3.2 Flow visualization

We use the same visualization technique as in DeepEMD to generate the flow visualiza-

tion showing the correspondence between two images (see the flow visualization in Fig. 3.1

or Fig. 3.4). Given a pair of embeddings from query and gallery images, EMD computes the

optimal flows (see Eq. (3.1) for details). That is, given a 8×8 grid, a given patch embedding

qi in the query has 64 flow values {fij} where j ∈ {1, 2, ..., 64}. In the location of patch qi

in the query image, we show the corresponding highest-flow patch gk, i.e. k is the index of

the gallery patch of highest flow fi,k = max(fi,1, fi,2, ..., fi,64). For displaying, we normalize

a flow value fi,k over all 64 flow values (each for a patch i ∈ {1, 2, ..., 64}) via:

f =
f − min(f)

max(f) − min(f)
(3.9)

See Fig. 3.1, Fig. 3.2, and Fig. 5.2 for example flow visualizations.
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(a) SC (b) APC (c) LMK (d) Uniform

Figure 3.4: Given a pair of images, after the features are weighted (heatmaps; red cor-
responds to 1 and blue corresponds to 0 importance weight), EMD computes an optimal
matching or “transport” plan. The middle flow image shows the one-to-one correspondence
following the format in [94] (see also description in 3.2). That is, intuitively, the flow visu-
alization shows the reconstruction of the left image, using the nearest patches (i.e. highest
flow) from the right image. Here, we use ArcFace and a 4× 4 patch size (i.e. computing
the EMD between two sets of 16 patch-embeddings). Darker patches correspond to smaller
flow values. How EMD computes facial patch-wise similarity differs across different feature
weighting techniques (SC, APC, LMK, and Uniform). Based on per-patch density of detected
landmarks (- - -), LMK (c) often assigns higher weight to the center of a face (regardless of
occlusions).
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Chapter 4

Fast and Interpretable Face Recognition for Out-Of-Distribution Data Using Vision

Transformers (ViTs)

We propose a novel ViT architecture (denoted as Model H2L) for FI on OOD data. It

takes in two images as input to leverage both self-attention and cross-attention to compute

a similarity score for two images.

4.1 Problem Formulation

Similar to DeepFace-EMD [63], our method identifies a person in a query image by

ranking all gallery images based on their pair-wise similarity with the query. After ranking

(ST1) or re-ranking (ST2), we take the top-1 nearest image as the predicted identity. For

the scope of this paper, we only consider data consisting of frontal faces without gestures.

4.2 Architecture: a two-Image Hybrid ViT

The overall architecture of the model is shown in Tab. 4.1. and Fig. 4.1. It takes in

patch embeddings from a pre-trained CNN (ArcFace [22]). The Transformer encoder consists

of a block of a multiheaded self-attention (MSA) layer and an MLP layer. After N layers

of the Transformer encoder, which contains both self-attention and cross-attention from 2

input images, the patch embeddings of the input images go through two linear layers.

Face embeddings. For a zero-shot face problem, deep metric learning works efficiently

[70, 50, 89]. Besides [CLS] (classification tokens) [23, 27] for feature embeddings, we also

use the remaining 2-output to separate linear layers to extract features that are deployed to

a deep metric learning fashion (see Fig. 4.1 for details).
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Figure 4.1: The architecture of the proposed ViT-based Model H2L.

Given two input 2D face images x1,x2, we reshape them to have dimensions ∈ RH×W×C .

The face embeddings xp1,xp2 ∈ RP 2×D are extracted from either CNNs or a linear embedding

layer, where P is the number of the face patches and D is the size of the patch embedding.

Here in the loss function ArcFace [22], we use D = 512 and P = 8.

We denote the learnable embeddings as E and Epos ∈ R(2×P 2+2)×D, the two extra learn-

able embeddings as XCLS and XSEP , and the intermediate layers of the Transformer encoder

as zi. f1 and f2 are the features from two linear layers that contain cross-attention infor-

mation between two images. Our proposed two-image-based model can be formulated as

follows.
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z0 = [xCLSE,xp1E,xSEPE,xp2E] + Epos, (4.1)

z
′

l = MSA(LayerNorm(zl−1)), l = 1 . . . L (4.2)

zl = MLP(LayerNorm(z
′

l)) + z
′

l, l = 1 . . . L (4.3)

zl ≡ [zCLS, z
1
L, zSEP , z

2
L], z1L, z

2
L ∈ RP 2×D (4.4)

f1 = LayerNorm(Linear1(z
1
L)) (4.5)

f2 = LayerNorm(Linear2(z
2
L)) (4.6)

loss = Arcface loss(f1, f2) (4.7)

Position embeddings in vanilla Transformers [84] indicate the position of words in

sentences for machine translation. Here, they are also used with the face inputs. When

parts of the face are arranged in a constrained order, e.g. position of eyes, mouth, etc. this

positioning information maintains the facial structure.

Attention-based outputs. The outputs z
′

l from a multi-head-attention (MSA) layer

are obtained through a combination of self and cross-attention processes. Previous ViT

works [27, 39, 7, 18] usually apply [CLS] as an extra learnable embedding for specific tasks.

However, similar to spatial patch embeddings in CNNs, the two-image-input-based model

exploits the patch embedding output z1L, z
2
L which contain information from both images,

then put them into linear layers for extracting cross-image features. We provide an ablation

study to compare the performance of these cross-image features and [CLS] in Sec. 5.3.1.

Similar to previous deep metric learning methods in face recognition [70, 89, 50], here we

use the ArcFace as our loss function [22] to separate and learn cross-image margins to their

corresponding labels.
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Name Architecture
Patch

Embedding
Input

Transformer
output

Inter-image,
Image-wise
comparison

Intra-image,
patch-wise
comparison

Inter-image,
patch-wise
comparison

C CNN [22] CNN [2] 1-image 1 feature ✓ Local (CNN-based) ✗

V ViT [27] learned 1-image 1 feature ✓ ✓ ✗

H1 Hybrid-ViT CNN 1-image 1 feature ✓ ✓ ✗

H2 Hybrid-ViT CNN 2-image CLS ✗ ✓ ✓

H2L Hybrid-ViT (ours) CNN 2-image 2-Linear ✓ ✓ ✓

D DeepFace-EMD [63] CNN 2-image 2 features ✓(α = 0.3) Local (CNN-based) ✓(α = 0.7)

Table 4.1: Properties of the six networks evaluated in this work. We categorize into 2 types
of models: 1-image and 2-image. 1-image models include CNN (C) and ViT (V) while the
2-image group contains DeepFace-EMD (D). Hybrid-ViT can be 1-image (H1) or 2-image
(H2 and H2L). The difference between H2 and H2L is the Transformer output of [CLS] vs.
2-Linear, respectively.

CLS

CNN CNN ViT ViT CNN CNN

ViT ViT

CNN CNN CNN CNN

EMD
Transformers

cosine similarity

C.   CNN V. ViT H1. Hybrid-ViT using
      1-image inputs

H2. Hybrid-ViT with  
         a CLS output

H2L. Hybrid-ViT with
             2-image input

D. DeepFace-EMD

cosine similarity

cosine similarity

cosine similarity
softmax probability

Linear Linear

Transformers

CNN CNN

Linear

Figure 4.2: The architecture of the six networks evaluated in this work including our
proposed H2L.

4.3 Dataset

The model is trained on the CASIA Webface [93] dataset, containing 494,414 face images

of 10,575 real-world identities, widely used for FI tasks such as [70]. We sample 2M pairs

(1M positives and 1M negatives) consisting of all identities from the processed and clean

CASIA Webface dataset.
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4.4 Evaluation against various network structures

Here, we study six models with various architectures for face recognition, including a

SNN with ArcFace [22], DeepFace-EMD [63], and Transformer ViTs, whose properties are

summarized in Tab. 4.1.

The Siamese CNN model (denoted as C in the table) is used as a baseline in our study.

The ViT-based model (denoted as V) operates at the patch level instead of the image level.

The 1-image hybrid-ViT [27] (Model H1) is the same as the original ViT except that the

patch embeddings are from a pre-trained CNN, which serves as the baseline for ViT-based

models. The 2-image Hybrid-ViT (Model H2) uses [CLS] for binary cross-entropy loss for

one single softmax classifier layer, which we will compare to the 1-image model. The 2-

image Hybrid-ViT (Model H2L) uses 2-output features for computing a cosine similarity.

The 1-image model has separate ViTs for each input while the 2-image one has put two

features into a single Transformer to implement cross-attention. DeepFace-EMD [63] (D)

uses entire CNN features but in two stages: First, compare images using image embeddings

and then re-rank using patch embeddings. Models H2, H2L, & D perform cross-image,

patch-wise comparison—via ViT attention (H2 & H2L) or optimal transport (D) between 2

image inputs.

For Model H2L, the spatial features embeddings (e.g. 8×8 in ResNet-18 [35]) are re-used

to compute a feature vector through the linear layers which are deployed to ArcFace [22] loss

function. Utilizing this loss function for cross-image features can help transfer knowledge

quickly as well as further improvements. For more details about parameter selection, see

Tab. 4.1 and Sec. 4.4.
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Chapter 5

Experimental Results

5.1 Evaluation metrics

P@1 is well-known as Recall@1 in metric learning. P@1 is computed as follow.

N k
q = arg min

N⊂Xtest ,|N |=k

∑
xf∈N

de
(
ϕ (xq) , ϕ

(
xf
))

where xq and ϕ(·) are inputs and feature encoder respectively, de(·, ·) is the euclidean distance,

and k is k-nearest neighbors. Precision@k can be calculated as:

P@k =
1

|Xtest |
∑

xq∈Xtest

1

k

∑
xi∈N k

q


1, yi = yq

0, otherwise

where yi is the class label of sample xi.

To gain more information and a comprehensive ranking evaluation, we computed mean

average precision of R (M@R [56]), where R is number of images in a class.

M@R =
1

R

R∑
i=1

P (i)

where

P (i) =


P@i, if the i-th retrieval is correct;

0, otherwise.
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5.2 DeepFace-EMD: Re-ranking Using Patch-wise Earth Mover’s Distance Im-

proves Out-Of-Distribution Face Identification

5.2.1 Ablation Studies

We perform three ablation studies to rigorously evaluate the key design choices in our

2-stage FI approach: (1) Which feature-weighting techniques to use (Sec. 5.2.1)? (2) re-

ranking using both EMD and cosine distance (Sec. 5.2.1); and (3) comparing patches or

images in Stage 1 (Sec. 5.2.1).

Experiment For all three experiments, we use ArcFace to perform FI on both LFW [93]

and LFW-crop. For LFW, we take all 1,680 people who have ≥2 images for a total of

9,164 images. When taking each image as a query, we search in a gallery of the remaining

9,163 images. For the experiments with LFW-crop, we use all 13,233 original LFW images

as the gallery. To create a query set of 13,233 cropped images, we clone the gallery and

crop each image randomly to its 70% and upsample it back to the original size of 128×128

(see examples in Fig. 5.2d). That is, LFW-crop tests identifying a cropped (i.e. close-up,

and misaligned) image given the unchanged LFW gallery. LFW and LFW-crop tests offer

contrast insights (ID vs. OOD).

In Stage 2, i.e. re-ranking the top-k candidates, we test different values of k ∈ {100, 200, 300}

and do not find the performance to change substantially. At k = 100, our 2-stage precision

is already close to the maximum precision of 99.88 under a perfect re-ranking (see Tab. 5.2a;

Max prec.).

3D Facial Alignment vs. MTCNN

The reason we used the 3D alignment pre-processing [9] instead of the default MTCNN

pre-processing [97] of the three models was because for ArcFace, the 3D alignment actually

resulted in better P@1, RP, and M@R for both our baselines and DeepFace-EMD (e.g.

+3.35% on MLFW). For FaceNet, the 3D alignment did yield worse performance compared
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to MTCNN. However, we confirm that our conclusions that DeepFace-EMD improves

FI on the reported datasets regardless of the pre-processing choice. See Tab. 5.1

for details.

Dataset Model Pre-processing Method P@1 RP M@R

CALFW
(Mask)

ArcFace
3D alignment

ST1 96.81 53.13 51.70
Ours 99.92 57.27 56.33

MTCNN
ST1 96.36 48.35 46.85
Ours 99.92 53.53 52.53

FaceNet
3D alignment

ST1 77.63 39.74 36.93
Ours 96.67 45.87 44.53

MTCNN
ST1 86.65 45.29 42.83
Ours 98.62 49.75 48.49

AgeDB
(Mask)

ArcFace
3D alignment

ST1 96.15 39.22 30.41
Ours 99.84 39.22 33.18

MTCNN
ST1 95.35 29.51 22.75
Ours 99.78 32.82 27.08

FaceNet
3D alignment

ST1 75.99 22.28 14.95
Ours 96.53 24.25 17.49

MTCNN
ST1 83.93 25.18 17.74
Ours 98.26 27.27 20.45

Table 5.1: DeepFace-EMD improved FI on the reported datasets regardless of the pre-
processing choice.

Comparing feature weighting techniques

Here, we evaluate the precision of our 2-stage FI as we sweep across five different feature-

weighting techniques and two grid sizes (8×8 and 4×4). In an 8×8 grid, we observe that

some facial features such as the eyes are often split in half across two patches (see Fig. 3.2),

which may impair the patch-wise similarity. Therefore, for each weighting technique, we

also test average-pooling the 8×8 grid into 4×4 and performing EMD on the resultant 16

patches.

Results First, we find that, on LFW, our image-similarity-based techniques (APC, SC)

outperform the LMK baseline (Tab. 5.2a) despite not using landmarks in the weighting

process, verifying the effectiveness of adaptive, similarity-based weighting schemes.
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Second, interestingly, in FI, we find that Uniform, APC, and SC all outperform the CC

weighting proposed in [101, 94]. This is in stark contrast to the finding in [101] that CC is

better than Uniform (perhaps because face images do not have background noise and are

close-up). Furthermore, using the global average-pooling vector from the channel (APC)

substantially yields more useful spatial similarity than the last-linear-layer output as in CC

implementation (Tab. 5.2b; 96.16 vs. 91.31 P@1).

Third, surprisingly, despite that a patch in a 8×8 grid does not enclose an entire, fully-

visible facial feature (e.g. an eye), all feature-weighting methods are on-par or better on an

8×8 grid than on a 4×4 (e.g. Tab. 5.2b; APC: 96.16 vs. 95.32). Note that the optimal flow

visualized in a 4×4 grid is more interpretable to humans than that on a 8×8 grid (compare

Fig. 3.1 vs. Fig. 3.2).

Fourth, across all variants of feature weighting, our 2-stage approach consistently and

substantially outperforms the traditional Stage 1 alone on LFW-crop, suggesting its robust

effectiveness in handling OOD queries.

Fifth, under a perfect re-ranking of the top-k candidates (where k = 100), there is only

1.4% headroom for improvement upon Stage 1 alone in LFW (Tab. 5.2a; 98.48 vs. 99.88)

while there is a large ∼12% headroom in LFW-crop (Tab. 5.2a; 87.35 vs. 98.71). Interest-

ingly, our re-ranking results approach the upperbound re-ranking precision (e.g. Tab. 5.2b;

96.26 of Uniform vs. 98.71 Max prec. at k = 100).

Re-ranking using both EMD & cosine distance

We observe that for some images, re-ranking using patch-wise similarity at Stage 2 does

not help but instead hurt the accuracy. Here, we test whether linearly combining EMD (at

the patch-level embeddings as in Stage 2) and cosine distance (at the image-level embeddings

as in Stage 1) may improve re-ranking accuracy further (vs. EMD alone).
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ArcFace Method P@1 RP M@R

LFW
vs.

LFW
(a)

Stage 1 alone [22] 98.48 78.69 78.29
Max prec. at k = 100 99.88 81.32 -

CC [101] (8× 8) 98.42 78.35 77.91
CC [101] (4× 4) 81.69 76.29 72.47

APC (8× 8) 98.60 78.63 78.23
APC (4× 4) 98.54 78.57 78.16

Uniform (8× 8) 98.66 78.73 78.35
Uniform (4× 4) 98.63 78.72 78.33

SC (8× 8) 98.66 78.74 78.35
SC (4× 4) 98.65 78.72 78.33

LMK (8× 8) 98.35 78.43 77.99
LMK (4× 4) 98.31 78.38 77.90

LFW-crop
vs.

LFW
(b)

Stage 1 alone [22] 87.35 71.38 69.04
Max prec. at k = 100 98.71 89.13 -

CC [101] (8× 8) 91.31 72.33 70.00
CC [101] (4× 4) 63.12 56.03 51.00

APC (8× 8) 96.16 76.60 74.57
APC (4× 4) 95.32 75.37 73.25

Uniform (8× 8) 96.26 78.08 76.25
Uniform (4× 4) 95.53 77.15 75.29

SC (8× 8) 96.19 78.05 76.20
SC (4× 4) 95.42 77.12 75.25

Table 5.2: Comparison of five feature-weighting techniques for ArcFace [22] patch embed-
dings on LFW [93] and LFW-crop datasets. Performance is often slightly better on a 8×8
grid than on a 4×4. Our 2-stage approach consistently outperforms the vanilla Stage 1 alone
and approaches closely the maximum re-ranking precision at k = 100.

Experiment We use the grid size of 8×8, i.e. the better setting from the previous ablation

study (Sec. 5.2.1). For each pair of images, we linearly combine their patch-level EMD

(θEMD) and the image-level cosine distance (θCosine) as:

θ = α× θEMD + (1 − α) × θCosine (5.1)

Sweeping across α ∈ {0, 0.3, 0.5, 0.7, 1}, we find that changing α has a marginal effect

on the P@1 on LFW. That is, the P@1 changes in [95, 98.5] with the lowest accuracy being

95 when EMD is exclusively used, i.e. α = 1 (see Fig. 5.1a). In contrast, for LFW-crop,

we find the accuracy to monotonically increases as we increase α (Fig. 5.1b). That is, the
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higher the contribution of patch-wise similarity, the better re-ranking accuracy

on the challenging randomly-cropped queries. We choose α = 0.7 as the best and default

choice for all subsequent FI experiments. Interestingly, our proposed distance (Eq. 5.1) also

yields a state-of-the-art face verification result on MLFW [86] ( Sec. 5.2.2).
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Figure 5.1: The P@1 of our 2-stage FI when sweeping across α ∈ {0, 0.3, 0.5, 0.7, 1.0} for
linearly combining EMD and cosine distance on LFW (top row; a–c) and LFW-crop images
(bottom row; d–f) of all feature weighting (APC, Uniform, and SC).

Patch-wise EMD for ranking or re-ranking

Given that re-ranking using EMD at the patch-embedding space substantially improves

the precision of FI compared to Stage 1 alone (Tab. 5.2), here, we test performing such

patch-wise EMD sorting at Stage 1 instead of Stage 2.

Experiment That is, we test ranking images using EMD at the patch level instead of

the standard cosine distance at the image level. Performing patch-wise EMD at Stage 1 is

significantly slower than our 2-stage approach, e.g., ∼12 times slower (729.20s vs. 60.97s,

in total, for 13,233 queries). That is, Sinkhorn is a slow, iterative optimization method and
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ArcFace Method Time (s) P@1 RP MAP@R

(a) LFW

APC
EMD at Stage 1 268.96 83.35 76.97 73.81

Ours 60.03 98.60 78.63 78.22

SC
EMD at Stage 1 196.50 97.85 77.92 77.29

Ours 77.32 98.66 78.74 78.35

Uniform
EMD at Stage 1 191.47 97.85 77.91 77.29

Ours 77.79 98.66 78.73 78.35

LMK
EMD at Stage 1 178.67 98.13 78.18 77.61

Ours 77.79 98.66 78.73 78.35

(b) LFW-crop
vs.

LFW

APC
EMD at Stage 1 729.20 55.53 44.06 38.57

Ours 60.97 96.10 76.58 74.56

SC
EMD at Stage 1 266.74 98.57 76.20 74.30

Ours 60.39 96.19 78.05 76.20

Uniform
EMD at Stage 1 259.84 98.62 76.19 74.28

Ours 61.81 96.26 78.08 76.25

Table 5.3: Comparison of performing patch-wise EMD ranking at Stage 1 vs. our proposed
2-stage FI approach (i.e. cosine similarity ranking in Stage 1 and patch-wise EMD re-ranking
in Stage 2). In both cases, EMD uses 8×8 patches. EMD at Stage 1 is the method of using
EMD to rank images directly (instead of the regular cosine similarity) and there is no Stage
2 (re-ranking). For our method, we choose the same setup of α = 0.7. Our 2-stage approach
does not only outperform using EMD at Stage 1 but is also ∼2-4 × faster. The run time
is the total for all 13,214 queries for both (a) and (b). The result supports our choice of
performing EMD in Stage 2 instead of Stage 1.

the EMD at Stage 2 has to sort only k = 100 (instead of 13,233) images. In addition, FI by

comparing images patch-wise using EMD at Stage 1 yields consistently worse accuracy than

our 2-stage method under all feature-weighting techniques (see Tab. 5.3 for details).

5.2.2 Additional Results

To demonstrate the generality and effectiveness of our 2-stage FI, we take the best

hyperparameter settings (α = 0.7; APC) from the ablation studies (Sec. 5.2.1) and use them

for three different models (ArcFace [22], CosFace [89], and FaceNet [70]), which have different

grid sizes.

We test the three models on five different OOD query types: (1) faces wearing masks

or (2) sunglasses; (3) profile faces; (4) randomly cropped faces; and (5) adversarial faces.
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(a) Masked (b) Sunglassess (c) Profile (d) Cropped (e) Adversarial

Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2 Stage 1 Flow Stage 2

Figure 5.2: Figure in a similar format to that of Fig. 3.1. Our re-ranking based on patch-
wise similarity using ArcFace (4×4 grid; APC) pushes more relevant gallery images higher up
(here, we show top-5 results), improving face identification precision under various types of
occlusions. The “Flow” visualization intuitively shows the patch-wise reconstruction of the
query (top-left) given the highest-correspondence patches (i.e. largest flow) from a gallery
face. The darker a patch, the lower the flow. For example, despite being masked out ∼50%
of the face (a), Nelson Mandela can be correctly retrieved as Stage 2 finds gallery faces with
similar forehead patches. See Fig. 3.2 for a similar figure as the results of running our method
with an 8×8 grid (i.e. smaller patches), which yields slightly better precision (Tab. 5.2).

Identifying occluded faces

Experiment We perform our 2-stage FI on three datasets: CFP [71], CALFW [102], and

AgeDB [55]. 12,173-image CALFW and 16,488-image AgeDB have age-varying images of

4,025 and 568 identities, respectively. CFP has 500 people, each having 14 images (10 frontal

and 4 profile).

To test our models on challenging OOD queries, in CFP, we use its 2,000 profile faces

in CFP as queries and its 5,000 frontal faces as the gallery. To create OOD queries using

CFP1, CALFW, and AgeDB, we automatically occlude all images with masks and sunglasses

by detecting the landmarks of eyes and mouth using dlib and overlaying black sunglasses or

a mask on the faces (see examples in Fig. 3.1). We also take these three datasets and

create randomly cropped queries (as for LFW-crop in Sec. 5.2.1). For all datasets, we test

identifying occluded query faces given the original, unmodified gallery. That is, for every

query, there is ≥ 1 matching gallery image.

1We only apply masks and sunglasses on the frontal images of CFP.
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Dataset Model Method P@1 RP M@R

CALFW
(Mask)

ArcFace
ST1 96.81 53.13 51.70
Ours 99.92 57.27 56.33

CosFace
ST1 98.54 43.46 41.20
Ours 99.96 59.85 58.87

FaceNet
ST1 77.63 39.74 36.93
Ours 96.67 45.87 44.53

CALFW
(Sunglass)

ArcFace
ST1 51.11 29.38 26.73
Ours 54.95 30.66 27.74

CosFace
ST1 45.20 25.93 22.78
Ours 49.67 26.98 24.12

FaceNet
ST1 21.68 13.70 10.89
Ours 25.07 15.04 12.16

CALFW
(Crop)

ArcFace
ST1 79.13 43.46 41.20
Ours 92.57 47.17 45.68

CosFace
ST1 10.99 6.45 5.43
Ours 25.99 12.35 11.13

FaceNet
ST1 79.47 44.40 41.99
Ours 85.71 45.91 43.83

AgeDB
(Mask)

ArcFace
ST1 96.15 39.22 30.41
Ours 99.84 39.22 33.18

CosFace
ST1 98.31 38.17 31.57
Ours 99.95 39.70 33.68

FaceNet
ST1 75.99 22.28 14.95
Ours 96.53 24.25 17.49

AgeDB
(Sunglass)

ArcFace
ST1 84.64 51.16 44.99
Ours 87.06 50.40 44.27

CosFace
ST1 68.93 34.90 27.30
Ours 75.97 35.54 28.12

FaceNet
ST1 56.77 27.92 20.00
Ours 61.21 28.98 21.11

AgeDB
(Crop)

ArcFace
ST1 79.92 32.66 26.19
Ours 92.92 32.93 26.60

CosFace
ST1 10.11 4.23 2.18
Ours 19.58 4.95 2.76

FaceNet
ST1 80.80 31.50 24.27
Ours 86.74 31.51 24.32

Table 5.4: When the queries (from CALFW [102] and AgeDB [55]) are occluded by masks,
sunglasses, or random cropping, our 2-stage method (8×8 grid; APC) is substantially more
robust to the Stage 1 alone baseline (ST1) with up to +13% absolute gain (e.g. P@1: 79.13
to 92.57). The conclusions are similar for other feature-weighting methods (see ?? and ??).

Results First, for all three models and all occlusion types, i.e. due to masks, sunglasses,

crop, and self-occlusion (profile queries in CFP), our method consistently outperforms

the traditional Stage 1 alone approach under all three precision metrics (Tables 5.4, 5.5,

& 5.6).

Second, across all three datasets, we find the largest improvement that our Stage 2

provides upon the Stage 1 alone is when the queries are randomly cropped or masked

(Tab. 5.4). In some cases, the Stage 1 alone using cosine distance is not able to retrieve any
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Dataset Model Method P@1 RP M@R

CFP
(Profile)

ArcFace
ST1 84.84 71.09 67.35
Ours 84.94 70.31 66.36

CosFace
ST1 71.64 58.87 54.81
Ours 71.64 59.24 55.23

FaceNet
ST1 75.71 61.78 56.30
Ours 76.38 61.69 56.19

Table 5.5: Our 2-stage approach based on ArcFace features (8×8 grid; APC) performs
slightly better than the Stage 1 alone (ST1) baseline at P@1 when the query is a rotated
face (i.e. profile faces from CFP [71]). See Tab. 5.6 for the results of occlusions on CFP.

relevant examples among the top-5 but our re-ranking manages to push three relevant faces

into the top-5 (Fig. 5.2d).

Third, we observe that for faces with masks or sunglasses, APC interestingly often ex-

cludes the mouth or eye regions from the fully-visible gallery faces when computing the EMD

patch-wise similarity with the corresponding occluded query (??). The same observation can

be seen in the visualizations of the most similar patch pairs, i.e. highest flow, for our same

2-stage approach that uses either 4×4 grids (Fig. 5.2 and Fig. 3.1) or 8×8 grids (Fig. 3.2).

Robustness to adversarial images

Adversarial examples pose a huge challenge and a serious security threat to computer

vision systems [43, 57] including FI [73, 103]. Recent research suggests that the patch

representation may be the key behind ViT impressive robustness to adversarial images [5,

72, 52]. Motivated by these findings, we test our 2-stage FI on TALFW [103] queries given

an original 13,233-image LFW gallery.

Experiment TALFW contains 4,069 LFW images perturbed adversarially to cause face

verifiers to mislabel [103].

Results Over the entire TALFW query set, we find our re-ranking to consistently outper-

form the Stage 1 alone under all three metrics (Tab. 5.7). Interestingly, the improvement (of

∼2 to 4 points under P@1 for three models) is larger than when tested on the original LFW

queries (around 0.12 in Tab. 5.2a), verifying our patch-based re-ranking robustness when
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Dataset Model Method P@1 RP M@R

CFP
(Mask)

ArcFace

Stage 1 96.65 69.88 66.67
APC 99.78 76.07 74.20
Uniform 99.78 76.41 74.34
SC 99.78 76.23 74.08

CosFace

Stage 1 92.52 66.14 62.73
APC 94.22 69.56 66.66
Uniform 94.38 70.34 67.59
SC 94.32 70.45 67.72

FaceNet

Stage 1 83.96 54.82 49.01
APC 97.48 61.58 57.35
Uniform 95.63 58.71 53.96
SC 93.09 57.30 52.15

CFP
(Sunglass)

ArcFace

Stage 1 91.54 70.63 67.21
Uniform 93.10 71.75 68.33
APC 94.06 71.05 67.89
SC 92.92 71.69 68.24

CosFace

Stage 1 88.72 65.93 61.97
APC 82.22 60.33 54.25
Uniform 85.28 61.89 56.65
SC 86.04 62.53 57.45

FaceNet

Stage 1 69.02 50.58 43.26
APC 74.98 52.98 46.14
Uniform 69.18 51.46 43.87
SC 67.90 50.67 43.02

CFP
(Crop)

ArcFace

Stage 1 91.34 65.13 61.37
Uniform 98.16 70.77 67.80
APC 97.96 67.51 64.15
SC 98.04 70.78 67.78

CosFace

Stage 1 17.06 10.51 8.02
SC 34.60 15.69 12.96
Uniform 34.50 15.63 12.90
APC 32.22 15.07 12.23

FaceNet

Stage 1 95.20 72.70 69.43
APC 97.34 72.63 69.47
Uniform 96.54 72.78 69.56
SC 96.02 72.22 68.88

CFP
(Profile)

ArcFace

Stage 1 84.84 71.09 67.35
Uniform 86.13 72.19 68.58
APC 85.56 71.60 67.84
SC 86.18 72.22 68.59

CosFace

Stage 1 71.64 58.87 54.81
SC 71.74 59.27 55.27
Uniform 71.74 59.21 55.22
APC 71.64 59.24 55.23

FaceNet

Stage 1 75.71 61.78 56.30
APC 76.38 61.69 56.19
Uniform 76.33 61.47 55.89
SC 76.22 61.35 55.74

Table 5.6: More results of our 2-stage approach based on ArcFace features (8×8 grid),
CosFace features (6× 7), and FaceNet features (3 × 3) across all feature weighting methods
which perform slightly better than the Stage 1 alone (ST1) baseline at P@1 when the query
is a rotated face (i.e. profile faces from CFP [71]).

33



Dataset Model Method P@1 RP M@R

TALFW [103]
vs.

LFW [93]

ArcFace
ST1 93.49 81.04 80.35
Ours 96.64 82.72 82.10

CosFace
ST1 96.49 83.57 82.99
Ours 99.07 85.48 85.03

FaceNet
ST1 95.33 79.24 78.19
Ours 97.26 80.33 79.39

Table 5.7: Our re-ranking (8×8 grid; APC) consistently improves the precision over Stage
1 alone (ST1) when identifying adversarial TALFW [103] images given an in-distribution
LFW [93] gallery. The conclusions also carry over to other feature-weighting methods.

queries are perturbed with very small noise. That is, our approach can improve FI precision

when the perturbation size is either small (adversarial) or large (e.g. masks).

Re-ranking rivals finetuning on masked images

While our approach does not involve re-training, a common technique for improving FI

robustness to occlusion is data augmentation, i.e. re-train the models on occluded data in

addition to the original data. Here, we compare our method with data augmentation on

masked images.

Finetuning hyperparameters We describe here the hyperparameters used for finetun-

ing ArcFace on our CASIA dataset augmented with masked images (see Fig. 5.3 for some

samples).

• Training on 907, 459 facial images (masks and non-masks).

• Number of epochs is 12.

• Optimizer: SGD.

• Weight decay: 5e−4

• Learning rate: 0.001

• Margin: m = 0.5
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• Feature scale: s = 30.0

See details in the published code base: code

Experiment To generate augmented, masked images, we follow [6] to overlay various types

of masks on CASIA images to generate ∼415K masked images. We add these images to the

original CASIA training set, resulting in a total of ∼907K images (10,575 identities). We

finetune ArcFace on this dataset with the same original hyperparameters [2]. We train three

models and report the mean and standard deviation (Tab. 5.8).

For a fair comparison, we evaluate the finetuned models and our no-training approach

on the MLFW dataset [86], instead of our self-created masked datasets. That is, the query

set has 11,959 MLFW masked-face images and the gallery is the entire 13,233-image LFW.

Results First, we find that finetuning ArcFace improves its accuracy in FI under Stage 1

alone (Tab. 5.8; 39.79 vs. 41.64). Yet, our 2-stage approach still substantially outperforms

Stage 1 alone, both when using the original and the finetuned ArcFace (Tab. 5.8; 48.23

vs. 41.64). Interestingly, we also test using the finetuned model in our DeepFace-EMD

framework and finds it to approach closely the best no-training result (46.21 vs. 48.23).

ArcFace Method P@1 RP M@R

Pre-trained
(a) ST1 39.79 35.10 33.32
(b) Ours 48.23 41.43 39.71

Finetuned
(c) ST1 41.64± 0.16 34.67± 0.24 32.66± 0.25
(d) Ours 46.21 ± 0.27 38.65 ± 0.26 36.73± 0.26

Table 5.8: Our 2-stage approach (b) using ArcFace (8×8 grid; APC) substantially out-
performs Stage 1 alone (a) on identifying masked images of MLFW given the unmasked
gallery of LFW. Interestingly, our method (b) also outperforms Stage 1 alone when ArcFace
has been finetuned on masked images (c). In (c), we report the mean and std over three
finetuned models.

Face Verification on MLFW

In the main text, we find that DeepFace-EMD is effective in face identification given

many types of OOD images. Here, we also evaluate DeepFace-EMD for face verification

of MLFW [86], a recent benchmark that consists of masked LFW faces. As in common

35

https://github.com/ronghuaiyang/arcface-pytorch/blob/master/train.py


Figure 5.3: Our CASIA dataset augmented with masked images (generated following the
method by [6]) for fine-tuning ArcFace.

verification setups of LFW [70, 50, 86], given pairs of face images and their similarity scores

predicted by a verification system, we find the optimal threshold that yields the best accuracy.

Here, we follow the setup in [86] to enable a fair comparison. First of all, we reproduce Table

3 in [86], which evaluate face verification accuracy on 6,000 pair of MLFW images. Then,

we run our DeepFace-EMD distance function (Eq. 5.1). We found that using our proposed

distance consistently improves on face verification for all three PyTorch models in [86].
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Interestingly, with DeepFace-EMD, we obtained a state-of-the-art result (91.17%) on

MLFW (see Tab. 5.9).

Models in MLFW Table 3 [76] Method MLFW

Private-Asia, R50, ArcFace
[76] 74.85%
+ DeepFaceEMD 76.50%

CASIA, R50, CosFace
[76] 82.87%
+ DeepFaceEMD 87.17%

MS1MV2, R100, Curricularface
[76] 90.60%
+ DeepFaceEMD 91.17%

Table 5.9: Using our proposed similarity function consistently improves the face verification
results on MLFW (i.e. OOD masked images) for models reported in Wang et al. [86]. We
use pre-trained models and code by [86].

5.3 Face-ViT: Fast and Interpretable Face Recognition for Out-Of-Distribution

Data Using Vision Transformers (ViTs)

5.3.1 Ablation Studies

For model understanding and parameter selection, we conduct two major ablation stud-

ies for networks with different settings: (1) Cross-attention 2-image vs. no-cross-attention

1-image, for both in-distribution data and OOD (Sec. 5.3.1), and (2) With cross-attention,

2-output linear vs. 1-output [CLS] (Sec. 5.3.1). In addition, we provide a study for how to

select the depth and the head of Transformers (Sec. 5.3.1).

Datasets. We run face verification experiments on two datasets: the in-distribution LFW

[93] and the masked-face-occlusion MLFW [86]. The face verification task has 6,000 pairs

(3000 positives and 3000 negatives, a total of 12,000 images). For the hybrid models (C, and

D), we used the pre-trained ResNet18 ArcFace model [22]. Images are aligned and cropped

to 128 × 128 by the MTCNN algorithm [70]. Inputs are normalized to [0, 1] by subtracting

127.5 and dividing by 127.5. For Model V, images are cropped to 112 × 112 with original

RGB values in [0, 255]. All models are trained on a clean and processed CASIA Webface

database [93].
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(a) LFW (b) TALFW (c) MLFW

Figure 5.4: The efficiency of settings of depths and heads for the network (H2L) within
different domains. For LFW, the depth of 1 achieved comparable accuracy with a depth of
8 (e.g. very small difference of 0.075 %). In TALFW, with depths of 1 and 2 and heads
of 1 and 4 respectively, the accuracy outperforms the accuracy of depths of 4 and 8. For
face masks in MLFW, the depth of 1 consistently outperforms the other settings. Therefore,
using a low depth of 1 or 2 for contextual information design can gain good performance.

Model training. We train models with a batch size of 320 images and a learning rate

of 1e−6 for the first warm-up epoch and 1e−5 in the remaining 49 epochs. For Transformer

settings, the models are trained with depth = 1, 2, 4, 8 and head = 1, 2, 4, 6, 8. For CNN

backbones in hybrid-ViTs, we do not update the parameters. For ArcFace loss [22], hyper-

parameters are as follow.

• Margin: m = 0.5

• Feature scale: s = 30.0

All experiments are run on eight 40GB A100 SXM GPUs.

The low depth’s efficiency

For the 2-image/output hybrid-ViT (H2L), adding the Transformer layer at the top of

CNN can improve the performance. However, increasing the number of depths and heads

can lead to redundant computation in the models while showing no meager improvements

in terms of accuracy. Here, we evaluate the effects of different values of depths and heads to

select the potential settings in face problems.
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a) Depth 1 head 4 b) Depth 2 head 2

c) Depth 4 head 6 d) Depth 8 head 1

Figure 5.5: Comparison in accuracy and convergence between training H1 (No-cross-
attention) vs. H2L (Cross-attention) architectures on LFW [93]. For different network
settings, 2-input-image achieves better accuracy and more stable training when leveraging
patch-wise cross-image attention.

Experiment As mentioned above, we use depths = 1, 2, 4, 8 and heads = 1, 2, 4, 6, 8. We

report the accuracy of H2L for face verification on LFW, TALFW, and MLFW datasets.

Results First, we observe that on LFW, the low depth of 1 achieves lower performance.

However, it still outperforms the CNN model (99.28% Fig. 5.4 (head=4) vs 98.02%

in Fig. 5.5). Moreover, a lower value of depth and head achieves comparable results

compared to higher values (e.g. 99.22% with depth of 1, head of 1, vs. 99.34% with depth of 8,

head of 8). Second, for the TALFW dataset, hybrid-ViTs (H2L) also achieves comparable

accuracy (with d=1, h=1), i.e. performing well with low depth and head values for face

adversarial. Third, for the MLFW dataset, the depth of 1 outperforms the other higher-

depth value models.

The cross-attention 2-image ViT outperforms the 1-image

To investigate our hypothesis that using cross-attention can improve the performance in

face recognition, we compare our proposed 2-image (cross-attention) model with the 1-image

(no-cross-attention) one.
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model depth head LFW MLFW
C CNN - - 98.02 70.75
V ViT 20 8 97.77 57.62

H1 Hybrid-ViT
(1-image)

1 4 96.38 56.00
2 2 96.13 57.85
4 6 96.20 57.75
8 1 58.00 57.92

H2L Hybrid-ViT
(2-image)

1 4 99.28 73.00
2 2 99.27 71.60
4 6 99.30 71.92
8 1 99.22 71.90

Table 5.10: Comparison of 1-image (no-cross-attention) and 2-image (cross-attention). 2-
image hybrid model H2L outperforms 1-image models (C, V, and H1) on in-distribution
(LFW) and occlusion OOD (MLFW) domains. In addition, the accuracy of the low depth
is similar to higher depth so that we can use the low depths. Therefore, we can rule out
models: C, V, and H1, and choose the lower depth of H2L.

2-image Hybrid-ViT depth head LFW MLFW

H2 CLS
(1-output)

1 1 90.45 48.40
1 2 96.38 53.55
1 4 97.47 56.88
2 1 92.47 52.52

H2L 2-Linear
(2-output)

1 1 99.22 70.15
1 2 99.25 72.77
1 4 99.28 73.00
2 1 99.28 70.77

Table 5.11: Model H2L with 2-output features outperforms H2 (CLS output) on both LFW
and MLFW.

Experiment. For Model V, we use a depth of 20 and a head of 8. For Model V & H1, we

use [CLS] outputs to extract 512-dimension features. For Model H2L, we use the remaining

2-output with 512-dimension embeddings. All features are learned with the ArcFace loss

function [22] to classify identities.

Results. First, we find that the 2-image (cross-attention) model outperforms the 1-image

(no-cross-attention) one significantly on the LFW and MLFW datasets, showing that cross-

image information is useful for handling OOD data (Tab. 5.10). For example, in LFW, the

accuracy of H2L (depth=4, head=6) increases ∼ 3.14% (model H1), ∼ 1.5% (Model V), and

∼ 1.25% (CNN). Furthermore, the 2-image model H2L substantially provides more useful
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a) Depth 1 head 1 b) Depth 1 head 2 c) Depth 1 head 4 d) Depth 2 head 1

Figure 5.6: Training performance of CLS (model H2) and ArcFace hybrid-ViT (model H2L)
on LFW. Model H2L consistently outperforms and achieves more stability in the training
process.

similarity information than the 1-image model for OOD distribution on MLFW (Tab. 5.10;

Model H2L - 73% vs. C-70.75%, H1-57.92%, and V-57.62%).

Second, interestingly, we find that the hybrid models (H1 & H2L) can achieve higher

precision with a depth of only 1, i.e. adding an efficient shallow layer to Transformers can

improve performance (e.g. on LFW, 99.28% H2L vs. 98.02 % of H1). We deduce the same

statement when comparing it with the ViT model (V). In contrast, the 1-image no-cross-

attention model has worse performance with the in-distribution LFW (see Fig. 5.5) and the

OOD MLFW (Tab. 5.10). With a higher depth of 8, model H1 becomes worse in LFW

(Tab. 5.10 H2L-99.22% vs. H1-58.00%)

Cross-Attention: The 2-linear-output ViT outperforms the 1-output [CLS]

The previous Transformer-based FI works [27, 24] usually use an extra learnable em-

bedding [CLS], discarding the remaining embeddings that may contain helpful cross-image

information. Here, we experiment with the 1-output [CLS] (model H2) and 2-output (model

H2L) to study how the embeddings can improve performance.

Experiment. In the 1-output [CLS], we deploy binary cross entropy loss to classify

identities. We train Transformers with depths of 1 and 2.

Results. First, we find that the 2-linear-output model H2L consistently outperforms the

1-output [CLS] model H2 on LFW and MLFW (Tab. 5.11), verifying that the remaining

embeddings cross-image information between two images are helpful to improve models. In
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LFW (in-distribution), the 2-output model improves the accuracy by +8.55 points (Tab. 5.11;

from 90.45% of H2 to 99.22% of H2L). In the out-of-distribution masked-face image (MLFW)

datasets, the improvement is even more significant when the accuracy increases by +21.75

points (Tab. 5.11; 48.40% of H2 vs. 70.15% of H2L).

Second, the training of the 2-output Model H2L performs better and is more stable than

the 1-output Model H2 in only a few iterations (Fig. 5.6). For instance, the 1-output [CLS]

Model H2 only achieves 80% in accuracy over LFW while the 2-output model H2L can reach

99% in accuracy within fewer iterations (Fig. 5.6a, b, and d).

To sum up, we can improve model performance on OOD by using a low depth of 1, which

saves computational costs and proves that H2L performs better in both in-distribution and

OOD domains. In addition, with higher depths, H2 performs worse.

5.3.2 Main Results

In Sec. 5.3.2, we experiment on different OOD query types including masks, sunglasses,

and adversarial faces. Here, we select the best settings from ablation studies in ?? including

depth of 1 and head of 1, 2, or 6. In Sec. 5.3.2, we show that our model has a faster

time complexity compared with other layer types. Sec. 5.3.3 discusses our model’s face

explainability. To boost the performance, our proposed Model H2L can be used in a 2-

stage fashion like DeepFaceEMD, i.e. selecting the top 100 Stage 1’s candidates (k = 100)

with CNN w.r.t cosine similarity scores and then re-ranking these candidates with cross-

image features — 2 outputs from Transformers. We also re-use a combination of two stages

with α = 0.7, which works best for occlusion cases [63]. The models trained with settings

mentioned in Sec. 5.3.1 are reported with 2 stages (ST1 and ST2) compared with the original

ArcFace and DeepFaceEMD. The results are computed by three metrics: P@1, RP, and M@R

[101, 56]. For the details of these metrics, see Sec. 5.1.
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Comparable accuracy

Experiment. We demonstrate our models for FI on two datasets: CALFW [102] and

AgeDB [55]. The 12,173 CALFW images and 16,488 AgeDB images have age-varying of

4,025 and 568 identities, respectively. We re-use OOD queries of these datasets from Deep-

FaceEMD [63] consisting of masks and sunglasses.

Results. First, in ST1, 2-image (model H2L) achieves comparable accuracy with the original

ArcFace [22]. In the AgeDB dataset, ST1’s P@1 of model H2L improves around +2 points

over model C on Mask (98.73% vs. 96.31%; Tab. 5.12) and Sunglasses (86.01% vs. 84.64%;

Tab. 5.12), increasing the accuracy on occlusion in the cross-age domain.

Second, ST2 of Model H2L significantly outperforms ST1 (e.g. CALFW (mask) 99.29%

vs. 95.58% P@1 in Tab. 5.12) and achieves better results compared with DeepFaceEMD in

sunglass images (ST2 on RP and M@R metrics in Tab. 5.12), verifying the boost performance

in the 2-stage process.

Comparable robustness

Experiment. To illustrate the effectiveness of adversarial attacks, we run the experiment

on the TALFW dataset [103]. TALFW contains 13,233 images perturbed adversarially to

fool face models.

Results. First, in ST2, model H2L achieves better results than model H1 on all 3 metrics,

P@1 (H2L-94.03% vs. H1-93.49%), RP (H2L-81.63% vs. H1-81.04%), and M@R (H2L-

81.09% vs. H1-80.35%). See the last row of Tab. 5.12), verifying that our proposed model

H2L also improves the precision in adversarial images with a re-ranking algorithm. Second,

DeepFace-EMD (model D) achieves the best results in all metrics both ST1 and ST2 (see

the last row of Tab. 5.12). These results show that these models (models H2L & D) are

robust to adversarial images, which is a grand challenge in computer vision [43, 57].
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dataset name model stage depth head P@1 RP M@R

CALFW
(Mask)

C CNN ST1 - - 95.58 51.59 50.01
H2L Hybrid-ViT ST1 1 2 95.03 43.70 42.36
D DeepFaceEMD ST2 - - 99.79 56.77 55.75
H2L Hybrid-ViT ST2 1 2 99.29 51.00 50.01

CALFW
(Sunglasses)

C CNN ST1 - - 51.11 29.38 26.73
H2L Hybrid-ViT ST1 1 6 50.23 28.08 25.15
D DeepFaceEMD ST2 - - 54.95 30.66 27.74
H2L Hybrid-ViT (ST2) ST2 1 6 54.00 31.00 27.87

AgeDB
(Mask)

C CNN ST1 - - 96.31 39.22 30.41
H2L Hybrid-ViT ST1 1 1 98.73 20.68 14.86
D DeepFaceEMD ST2 - - 99.84 39.22 33.18
H2L Hybrid-ViT ST2 1 1 99.28 33.93 26.69

AgeDB
(Sunglasses)

C CNN ST1 - - 84.64 51.16 45.00
H2L Hybrid-ViT ST1 1 2 86.01 49.34 43.03
D DeepFaceEMD ST2 - - 87.06 50.04 44.27
H2L Hybrid-ViT ST2 1 2 86.75 51.16 44.88

TALFW
vs.

LFW

C CNN ST1 - - 93.49 81.04 80.35
H2L Hybrid-ViT ST1 1 2 94.59 77.66 77.00
D DeepFaceEMD ST2 - - 96.64 82.72 82.10
H2L Hybrid-ViT ST2 1 2 94.03 81.63 81.09

Table 5.12: Face occlusions and adversarial images. Model H2L achieves comparable accu-
racy on the OOD of CALFW and AgeDB compared to CNN and DeepFace-EMD [63].

Layer type
Complexity
per layer

Actual
runtime
(s)

Maximum
path
Length

C. Convolutional O(k · n · d2) - O(logk n)
V. ViT, Self-Attention O(n2 · d) - O(1)
V. Self-Attention (restricted) O(r · n · d2) - O(n/r)
H2L Hybrid-ViT O(k · n · d2 + n2 · d) 24.33 O(logk n)
D. DeepFace-EMD [63] O(k · n · d2 + n3 · log n) [75] 53.35 O(1)

Table 5.13: Time complexity of different type layers. n is the number of patches, d is
the dimension of embeddings, k is the kernel size of convolutions, and r is the size of the
neighborhood in restricted self-attention.

Faster inference time

We evaluate the time complexity of different layers. For vanilla ViT and CNN, the

time complexity is mentioned in the Transformer network [84] (see Tab. 5.13). Hybrid-ViTs

consist of convolutional neural networks and low-depth self-attention at the top. Hence,
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(C) CNN (V) ViT (H1) ViT-attn (H2L) Hybrid-ViT (D) DeepFace-EMD

Mask

Sunglass

Figure 5.7: Comparison of face models’ explainability on LFW OOD domains. ViT-attn
is visualized through the method of Chefer et al. [16]. Our proposed H2L can highlight the
important area in images (e.g. eyes, mouth, etc.) and remove occluded areas (e.g. mask and
sunglasses). In contrast, Model V contains noisy heatmaps and H1 does not provide any
interpretable clues of how two faces match.

time complexity can be added by convolutional layers and self-attention layers (the last

row in Tab. 5.13). The run-time complexities of Model C, V, H2L, and D are shown in

Tab. 5.13. Our Model H2L has a lower complexity, O(n2), than that of DeepFace-EMD,

O(n3). In practice, Model H2L performs at least 2 times faster than Model D when used as

the re-ranking process (ST2) in face identification (see Tab. 5.14 and Fig. 5.9). Moreover,

in ST2, DeepFace-EMD is slow to solve EMD for higher dimension patch-wise similarity

[63] while hybrid-ViT simply computes the cosine similarity of cross-image features and low-

depth Transformers, i.e. enhancing the scalability. For example, in AgeDB (sunglasses),

the computation is sped up to ∼ 3× for 16,409 sunglass-query images in settings of 8 × 8

patches (see Tab. 5.14 for details). Therefore, model H2L is a good choice for more scalable

architectures.

Dataset Model # of queries Time (seconds) Depth Head P@1 RP M@R
CALFW
(Mask)

D DeepFaceEMD [63]
11,914

53.35 - - 99.79 56.77 55.75
H2L Hybrid-ViT 24.33 1 2 99.29 51.00 50.01

CALFW
(Sunglass)

D DeepFaceEMD [63]
12,173

73.90 - - 54.95 30.66 27.74
H2L Hybrid-ViT 29.10 1 6 54.00 31.00 27.87

AgeDB
(Mask)

D DeepFaceEMD [63]
15,629

72.42 - - 99.84 39.22 33.18
H2L Hybrid-ViT 34.44 1 1 99.28 33.93 26.69

AgeDB
(Sunglass)

D DeepFaceEMD [63]
16,409

90.40 - - 87.06 50.04 44.27
H2L Hybrid-ViT 33.01 1 2 86.75 51.16 44.88

Table 5.14: Actual running times and performance for ST2 computation in face identification
under occlusion. Compared to DeepFace-EMD (D), the computation of hybrid-ViTs (H2L)
is significantly faster. For example, for 11,914 query images of the CALFW (mask), H2L
runs at least 2 times faster.
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Figure 5.8: Human explainability across various networks. The mean and standard deviation
of the accuracy of 21 users when presented with 4 explanations: Cross-correlation (CC)
method on CNNs [77]; flow visualization in DeepFace-EMD [63]; CC on 2-image Hybrid-
ViT; and a baseline of no explanations. The explanations of Model D and H2L result in
substantially higher user accuracy than those of Model C and the No-explanation baseline,
which is close to the random baseline of 53.33%.

5.3.3 Better model explanation by human evaluation

As face identification systems in the real world are often customer-facing [67, 37, 33, 12,

69], we study how CNNs (model C), 1-image ViTs (model V), 2-image Hybrid-ViT (model

H2L), and DeepFace-EMD (model D) help users in understanding face verification results.

For each image pair, we generate a visual explanation from a model (examples in Fig. 5.7),

and ask a user to look at both images and the explanation and decide whether the two faces

are of the same person.

Experiment. Similar to [101, 63], we use the cross correlation method from [77] to generate

similarity heatmaps for the CNNs and ViTs. This method produces a heatmap by taking
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Figure 5.9: Actual running times for the re-ranking computation in face identification under
occlusion. Our proposed model is at least two times faster than the state-of-the-art DeepFace-
EMD [63] over all the datasets.

the dot product between every patch embedding of image 1 and the global average pooling

feature of image 2. For DeepFace-EMD, we plot their flow visualizations as in [63].

The explanation heatmaps are generated for models C, H2L, and D using their last

convolutional layers, which have the same spatial dimension of 8×8. For model V, the

spatial dimension of the heatmap is 14×14. In preliminary experiments, we find the raw

cross-attention matrices at the first layer of the ViT model uninformative to users (see

Fig. 5.7; ViT-attn). Therefore, we use cross-correlation (CC) [77] to generate explanations

for ViTs (Fig. 5.7; ViT).

We recruit 21 participants who are graduate students across multiple institutions in the

U.S., Vietnam, and China. For each user, we provide them 5 training examples and 15 pairs

of images per method (i.e. 15 pairs × 4 methods = 60 pairs in total). We randomly mask
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and place a pair of sunglasses on each image. Sec. 5.3.3 presents specific examples and how

we design for user study.

Results. First, we find that users without any model explanations score an average accu-

racy of 54.60%, i.e. near random chance (53.33%). This suggests that the face verification

task is challenging to users (which is consistent with the qualitative feedback obtained from

users).

Second, all model explanations are useful in improving user accuracy. Model H2L and

D are most useful to users who score 73.97% and 75.24% respectively. Interestingly, these

explanations of Model H2L and D, which leverage cross-image interaction, are more useful

than the CC explanations of CNNs, which do not allow cross-image interaction (69.84% user

accuracy; Fig. 5.8). In sum, consistent with the accuracy-based analysis in Sec. 5.3.2 &

Sec. 5.3.2, our user study finds models with cross-image interaction (Model H2L and F) have

higher explainability to users.

User study samples

Fig. 5.10, Fig. 5.12, Fig. 5.12, and Fig. 5.13 are specific examples for our design for

user study. These figures are only the first pages to instruct users for each approach.

Here, we experiment with 4 approaches: no explanation, Hybrid-ViT, CNNs [77], and

EMD [63].
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Welcome to our user study for face matching!! User study evaluates on domains of masked, sunglass
, and normal faces. To make Yes/No decisions, please look at both faces AND the middle visualizations, which
highlight the key similarities between the two faces. Try your best to verify matching facial pairs. To answer
the question, you can highlight your answers: Yes/No. Use 1st page as the examples. Start in the 2nd page.

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Figure 5.10: User study for no-explanation method.
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Welcome to our user study for face matching!! User study evaluates on domains of masked, sunglass
, and normal faces. To make Yes/No decisions, please look at both faces AND the middle visualizations, which
highlight the key similarities between the two faces. Try your best to verify matching facial pairs. To answer
the question, you can highlight your answers: Yes/No. Use 1st page as the examples. Start in the 2nd page.

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Figure 5.11: User study for Hybrid-ViT method.
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Welcome to our user study for face matching!! User study evaluates on domains of masked, sunglass
, and normal faces. To make Yes/No decisions, please look at both faces AND the middle visualizations, which
highlight the key similarities between the two faces. Try your best to verify matching facial pairs. To answer
the question, you can highlight your answers: Yes/No. Use 1st page as the examples. Start in the 2nd page.

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Figure 5.12: User study for CNNs method.
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Welcome to our user study for face matching!! User study evaluates on domains of masked, sunglass
, and normal faces. To make Yes/No decisions, please look at both faces AND the middle visualizations, which
highlight the key similarities between the two faces. Try your best to verify matching facial pairs. To answer
the question, you can highlight your answers: Yes/No. Use 1st page as the examples. Start in the 2nd page.

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Are these two faces of the same person? Your answer: Yes / No

Figure 5.13: User study for the EMD method.
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Chapter 6

Conclusion & Future Works

We proposed two novel methods: DeepFace-EMD and Face-ViT based on structure

similarity for interpretable face recognition systems.

For DeepFace-EMD, solving patch-wise EMD via Sinkhorn is slow, which may pro-

hibit it from being used to sort a much larger image sets (see run-time reports in Tab. 5.3).

Furthermore, here, we used EMD on two distributions of equal weights; however, the algo-

rithm can be used for unequal-weight cases [66, 19], which may be beneficial for handling

occlusions. While substantially improving FI accuracy under the four occlusion types (i.e.,

masks, sunglasses, random crops, and adversarial images), re-ranking is only marginally bet-

ter than Stage 1 alone on ID and profile faces, which is interesting to understand deeper in

future research.

Instead of using pre-trained models, it might be interesting to re-train new models

explicitly on patch-wise correspondence tasks, which may yield better patch embeddings

for our re-ranking. In sum, we propose DeepFace-EMD, a 2-stage approach for comparing

images hierarchically: First at the image level and then at the patch level. DeepFace-EMD

shows impressive robustness to occluded and adversarial faces and can be easily integrated

into existing FI systems in the wild.

For Face-ViT First, we find that using models that leverage cross-image interaction as

the re-ranker substantially improves FI accuracy under occlusion and adversarially perturbed

queries. Second, we train a 2-image Hybrid-ViT model that not only achieves similar accu-

racy but also two times faster than state-of-the-art models. Note that the 1-image models,

which do not use cross-image interaction, are still the fastest to run in practice since they

enable caching of the image embeddings. Finally, we find visual explanations of cross-image
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interaction models are substantially more useful in improving lay-user face verification ac-

curacy than not having explanations. We also perform the first study in the literature

comparing state-of-the-art FI approaches in three main criteria: accuracy, complexity, and

explainability.

Significance. Face identification in the wild is essentially a hard, ill-posed zero-shot image

retrieval task. We hope our work can inspire more explorations in the use of ViTs and EMD

for face identification and to improve the speed of this system in the real world.

Future work. The performance of hybrid-ViTs is still slightly lower than that of DeepFace-

EMD. It would be possible to tune ViT hyperparameters [8] for higher accuracy and incor-

porate sparsity into the attention mechanism of ViT for improved inference speed.
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